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ATOMIC ORTHOCOMPLEMENTED LATTICES

M. DONALD MACLAREN

Introduction* The lattice of all closed subspaces of a separable
Hubert space has the following properties. It is complete, atomic,
irreducible, semi-modular, and orthocomplemented. The primary
purpose of this paper is to investigate lattices with these properties.

If L is such a lattice, there is a representation theorem for L.
The elements in L of finite dimension or finite deficiency form an
orthocomplemented modular lattice. It follows that if the dimension
of L is high enough, then there is a dual pair of vector spaces U and
W such that L is isomorphic to the lattice of W closed subspaces of
U. Because L is orthocomplemented the spaces U and W are iso-
morphic. This isomorphism establishes a "semi-inner product" on U,
and L may be described as being the lattice of closed subspaces of a
semi-inner product space.

The contents of the paper are as follows. Section 1 contains some
definitions and establishes notation. Section 2 is concerned with the
completion of an orthocomplemented lattice and § 3 with the center of
such a lattice. With the exception of Theorem 3.2 the techniques
used in §§2 and 3 are standard, and many of the results are widely
known. To the best of the author's knowledge, however, the theorems
have not previously appeared in print. Therefore we state and prove
them in some detail. The representation theorem and other results
centering about the semi-modularity condition are proved in §4. With
the other conditions holding for L, semi-modularity is equivalent tσ
certain covering conditions. Because this is not true for arbitrary
complete atomic lattices, the results seem to be of some interest*
Finally, in § 5, semi-inner product spaces are discussed. A theorem
is given relating the existence of a semi-inner product on U to the
existence of an orthocomplemented lattice of subspaces of U. This is
an easy generalization of a theorem of Birkhoff and von Neumann [4]
(Appendix). In two other theorems we investigate the exact relation
between the semi-inner product on U and the orthocomplemented
lattice L.

1. Definitions and some elementary lemmas* Let S be a partially-
ordered set. If a and b are elements of S, we denote the least upper
bound or join of a and b by a V b, provided that the join exists. We
denote the greatest lower bound or meet of a and b by ab, provided
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that the meet exists. If A is a subset of S which has a least upper
bound, we denote the least upper bound by V A. H the elements of
A are indexed by a set J, we may also write A = Vi^y If A has
a greatest lower bound, it is denoted by A A or λsaj

The symbols U and Π will be used to denote set union and set
intersection respectively.

If a and b are elements of a partially ordered set S with a ^ b,
we will denote the set of all xe S such that a ^ x ^ b by [a,b].

A partially-ordered set S is said to be orthocomplemented if it
contains at least element 0 and a greatest element 1, 1^0, and if
there exists a map a—+ a' of S onto itself which satisfies

(1.1) α g ί ) implies af Ξ> 6',
(1.2) α" = a,
(1.3) α' is a complement of α, i.e., aar = 0 and α V af = 1.

The mapping a—* a' is called an orthocomplementation, and af is called
the orthocomplement of a.

Two elements a and 6 of S are said to be orthogonal if α ^ 6'.
In this case we write a _L b. The relation of being orthogonal is
obviously symmetric.

We will use the following simple lemmas throughout this paper.

LEMMA 1.1. Let S be an orthocomplemented partially-ordered set,
and let {α̂ } be a subset of S such that V; aj exists. Then Ai #'• exists,
and (Vi^ )' = Λ,α' .

LEMMA 1.2. Let Abe a subset of an orthocomplemented partially-
ordered set S, and suppose that V A exists. Then if b 1_ a for all
aeA,b± y A.

An isomorphism of a partially-ordered set S onto a partially-
ordered set R is a one-to-one mapping θ from S onto i?, such that
θ(x) ^ #(#) if and only if x ^ y. An isomorphism preserves any meets
and joins which exist. When S and R are orthocomplemented we will
say an isomorphism θ is an ortho-isomorphism if θ{xr) = #(#)' for all
as in S.

LEMMA 1.3. Let S and R be orthocomplemented lattices, and let
θ be a one-to-one map of S onto R. Then θ is an ortho-isomorphism
if and only if (1) θ{xf) = θ{x)' for all x in S and (2) β(xy) = θ{x)θ(y)
for all x and y in S or θ(x Vj/) = θ{x) V θ(y) for all x and y in S.

Let a and b be elements in a partially-ordered set S. a is said
to cover b if a > b, and there does not exist c in S with a > c > b.
If S has a least element 0, an atom is an element of S which covers
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0. A lattice S is atomic if every element of S is the join of some
set of atoms.

2* Completion of an orthocomplemented partiallyordered set. A
partially-ordered set S is said to be complete if A A and V A exist
for all subsets A of S. If S has both a least element and a greatest
element, then V A exists for all subsets A of S if and only if A A
exists for all subsets A of S. The standard method for embedding a
partially-ordered set S in a complete lattice is to use the completion
of S by cuts.1 If S is orthocomplemented, the completion can be
constructed in another way by using the orthogonality relation. This
is just the construction used in the standard proof that the completion
of a Boolean algebra is a Boolean algebra.

In Theorems 2.1 and 2.2 we show that the partial ordering in an
orthocomplemented partially-ordered set can be found if one knows
only which elements are orthogonal. This fact suggests that we define
an abstract notion of an orthogonality relation.

Let S be any set. We will say that the binary relation J_ is an
orthogonality relation if it has the following properties.

(1) a _L b implies b _L a.
(2) a J_ a implies a _L b f or all b in S.
(3) (c J_ a if and only if c J_ b) implies a = b.

THEOREM 2.1. If S is a set with an orthogonality relation (_L),
then a partial ordering (^) may be defined on S: a ^ b if and only
if d l_b implies d J_ a.

Proof. If a ^ b and b ̂  α, then d J_ a if and only if d J_ b.
Therefore a = 6, by the definition of an orthogonality relation. If
α ^ b and 6 ̂  c, a ^ c by the definition of ^ in S.

THEOREM 2.2. // S is an orthocomplemented partially-ordered
set, then the relation _L, where a J_ b if and only if a ^ 6', is an
orthogonality relation. Further the partial ordering induced by this
orthogonality relation coincides with the original partial ordering.

Proof. The relation _]_ is symmetric, because a ^ b' if and only

if b ^ α'. If a J_ α, a ^ α'. Hence α ^ αα' = 0, and O l a ; for all x

in S. Finally suppose t h a t a and b are elements of S such t h a t c l α

implies c J_ b. Then α' J_ 6, i.e., b ^ a. Thus the relation _L induces

the original partial ordering in S. F u r t h e r if a and b are such t h a t

d JL α if and only if c£ !_ 6, we have 6 ^ a and α ^ 6, i.e., α = 6.

1 See Birkhoff [3], Ch. 4, sec. 7.
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We will now assume that S is a set with an orthogonality relation
(_L), and that the partial ordering of Theorem 2.1 has been defined
on S. S may be an orthocomplemented partially-ordered set, but it
does not have to be. For any subset A of S let AL be the set of all
x in S such that x _L a for all a in A. Let A~ = A11, and call a
subset closed if A = A~.

We will use the following simple lemma throughout this paper.
Its proof uses only familiar arguments.

LEMMA 2.1. Let S be a set with an orthogonality relation. Let
A and B be subsets of S. Then the following relations hold.

(1) // A S B . B ' S A 1

(2) A± = AL±±

( 3 ) A^A~
(4) A- = A~
(5) // AgJ5, 4 - g 5 -
( 6 ) (A U J5)1 = A± n S 1 .
An orthogonality relation is just a special type of polarity as

defined by Birkhoίf.2 Thus in the following theorem the assertion that
the closed subsets of S form a complete orthocomplemented lattice
follows from Theorem 9 and Corollary Ch. 4, of [3]. Since the rest
of the proof is quite standard, we omit it.

THEOREM 2.3. Let S be a set with an orthogonality relation and
with the partial ordering induced by the orthogonality relation. Then
the closed subsets of S, partially ordered by inclusion, form a complete
lattice L(S). If {Aj} is a family of closed subsets, AjA3 , the meet
of the Aj in L(S), is just f}3 A3 . The mapping A —•> A1 is an ortho-
complementation in L(S). Further there exists a one-to-one mapping
of S into L(S) which preserves orthogonality, order, and all existing
meets in S. If S is orthocomplemented this map also preserves
orthocomplements and all joins existing in S.

From now on we will always use L(S) to denote the lattice of
closed subsets of S. The following theorem justifies our calling L(S)
the completion of S.

THEOREM 2.4. If S is an orthocomplemented partially-ordered
set, L(S) is the completion of S by cuts.

Proof. If A is a subset of S, let A* = {x e S \ x ^ a for all a in
A} and let A° = {x e S | x ^ a for all a in A}. The completion by cuts

2 [3], Ch. 4, sec. 5.
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of S is the lattice of all subsets A of S such that A*° = A3. We need
only show that A±± = A*° for all subsets A of S. Let ye A*. Then
2/ ̂  α for all a in A, and hence yr ^ α' for all α in A. This means
y' is in AL. Therefore if x e A11-, x _L y'', i.e., x S y. Thus if cc e A1 1,
a? S 3/ all y in A*, i.e., xeA*°. This proves that A1-LSA*°. Now
if yeAL,yr>1a for all a in A, i.e., y'eA*. Thus #eA*° implies
& ̂  V' all 2/ G Ax, i.e., x e A 1 1 . Therefore A*° g A-11; A*° = A 1 1 .

We will say that a subset /of a partially-ordered set S is iom
dβwse if every element of S is the join, perhaps infinite, or elements
in /. The advantage of using the orthogonality relation to construct
the completion of S is that only a join-dense subset of S is actually
needed for the construction.

THEOREM 2.5. Let S be an orthocomplemented partially-ordered
set, and let I be a join-dense subset of S. Let _|_ be the orthogonality
relation in S. Then restricted to /, _J_ is an orthogonality relation.
Further the partial ordering induced in I by the orthogonality
relation J_ coincides with the partial ordering inherited from S.
Finally L(S) and L(I) are ortho-isomorphic.

Proof. (2.1) and (2.2) in the definition of an orthogonality re-
lation are obviously satisfied, because _L is an orthogonality relation
in S. Let a and b be elements of I such that for ce I, c _L a, if and
only if c J_ 6. Let d be an element of S such that d \_a. Since /
is join-dense in S, there exist c3- in / such that d — V i^ For each
Cj, Cj _L a. Hence c5 _L b. Therefore in S d J_ b. Similarly d J_ b
implies d J_ α. Therefore a — b. This proves that (2.3) is satisfied by
the relation restricted to / and thus proves that it is an orthogonality
relation on /. Now let ^ be the partial ordering in S, and let •< be
the partial ordering induced in / by the orthogonality relation. If
x, y, z are all in I with x ^ y and z _L y, then z J_ x. Thus if x and
y are in / with x ig y we have x < y. Now suppose that x < y. Since
I is join-dense y' = V;£; with zάe I. Clearly z5 1 y for each j , and
hence zs 1 x. Therefore x _L V Z; = #'> i e. a? ̂  ί/. This proves that
the two partial order ings ^ and -< are the same. To complete the
proof of the theorem we must prove that L(S) and L(I) are ortho-
isomorphic. We first show that if A is a closed subset of S, Af] I is
closed in /. Note that if B is any set closed in S, and if x _1_ y for
all yeBnl, then x j_ y for all yeB, because I is join dense. In
other words, if Be L(S), (B n I)L = BL. Now the closure of A n I in
/ is ((A n I)L Π I ) 1 Π /. If A e L(S), we have ((A n I)1 Π I)1 Π I =
(A1 n I)1 n I = Aλ± n / = A n /, i.e. A n I is closed in 7. Now for

3 See [3], Ch. 4., Sec. 7.
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any subset B of S, let B~ denote the closure of B in S. We next
show that if B is closed in /, B~ n / = B. Suppose that xe B~ f] I.
Then x l_y for all yeB1. In particular x±y for all yeB^Πl.
Therefore xe B, because B is closed in /. Clearly J5e B~ Π /, so we
have B = B~ Π /. Now define a map 0 from L(S) to L(/) by 0(A) =
A n / . We have shown above that if A e L(S), A Π / is in L(/). If
Be L(I), Θ(B~) = B~ n / = B, so θ is onto. If A e L(S), (A n / ) " = A,
because I is join dense in S. Therefore θ is one-to-one. Clearly
Θ~\B) = J5", and therefore Θ(A) ^ 0(B) if and only if A ^ B. Thus
θ is an isomorphism. Finally note that the orthocomplementation in
L(I) is A — A1 n I. But Θ(A±) = A1 n / = (An I ) 1 Π /. Therefore

n /. Thus θ preserves orthocomplements.

3 Center of an orthocomplemeuted lattice* Let Sj(j e J) be a
family of lattices. Let P be the Cartesian product of the Sj9 i.e., P
is the set of all functions / from J to U; S, s u c h that f(j) e Sj for
all j in J. P has a natural partial ordering: / g # in P if and only
if f(j) ^ θ(ά) for all i in J. It is easy to verify that this ordering
makes P into a lattice. Meets and joins are: (fg)(j) = f(3)9(3) and
(/ V g)(j) = /O') V 0(i). P is sometimes called the cardinal product
of the Sj, but we will follow von Neumann and call P the direct sum
of the Sj. We will write P = Σ 0 Sj. We will denote the direct sum
of Sx and S2 by S± 0 S2. S,Q)S2 may be regarded as the set of all
ordered pairs (xl9 x2) with x1 e Si and x2 e S2. The following Theorem
is obvious.

THEOREM 3.1. Let S3- be a family of lattices. Then P= Σ φ Sd

is orthocomplemented if and only if each Sj is orthocomplemented.
P is complete if and only if each Sj is complete.

Now suppose that P is ortho-isomorphic to the direct sum of two
orthocomplemented lattices, P = Sx 0 S2. Let a be the element of P
corresponding to (1, 0). Then ar corresponds to (0,1), Sx is ortho-iso-
morphic to [0, α], and S2 is ortho-isomorphic to [0, a']. In this case
it will be convenient to write P = [0, a] 0 [0, a']. The center of Pis
the set of all elements a such that P = [0, a] 0 [0, a']. The elements
0 and 1 are always in the center. If the center of P contains only
0 and 1, will say that Pis irreducible. The next theorem is suggested
by a similar result of von Neumann on the center of a continuous
geometry.

THEOREM 3.2. Let P be an orthocomplemented lattice. Then for
an element a of P the following three conditions are equivalent.

(1) x — xa V xaf for all x in P.
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( 2 ) (x V a)y = xy V ay for all x and y in P.
( 3 ) a is in the center of P.

Proof. That (1) and (2) hold for central elements is well known.
Suppose that a has property (1). Let x g a and y ^ α'. Then xf ^ α'
and yr ^ α, so #yα/ = τ/'α' and #Vα = x'a. Thus # V = x'τ/'α V x'y'af —
x'a V y'af. Taking orthocomplements, we get that for x ^ a and
y <; α/, (as V y) = (x V α')(τ/ V α). Now define a map # from P to
[0, a] 0 [0, α'] by 0(a) = (a α, a?α'). If #0*0 = 0(2/), xa = j/α and αα' =
2/α'. Hence by (1) x = xa V xa' = ya V yar = #. Thus 5 is one-to-one.
Let (x, y) be an element of [0, a] 0 [0, α']. Then a; ^ α and # ^ α\
xf v α' = αj'α V xV V α ' = aj'α V α'. Taking orthocomplements, we get
xa = (x V α')α. As was shown above, (a? V y) = (a? V α')(i/ V α). Thus
(a; V y)a = (cc V α')(2/ V α)α =(a; V α')α = xa*. Similarly (a; V y)af = y,
i.e., θ(x V y) = (a;, ^/). It is now clear that ^((a;, ?/)) = a? V j / , and
that θ(x) ^ ^(T/) if and only if x ^ y. Thus 5 is an isomorphism, and
obviously it is an ortho-isomorphism. P = [0, a] 0 [0, α'], i.e., α is in
the center. Now if a has property (2), (a V α')a? = ax V α'x for all £
in P. Thus a has property (1); α is in the center.

THEOREM 3.3. If P is a complete, atomic orthocomplemented
lattice, the center of P is a complete, atomic Boolean algebra.

Proof. To prove that the center is a complete Boolean algebra,
we need only show that for any subset A of the center V A is in the
center. Let b = V A, and let p be an atom such that pb = 0. Then
pa = 0 for all a in ^4. Therefore pr ^ a for all α in A, because p =
pa V pa' for all a in A. Thus p' ^ δ, i.e., p ^ 6'. If p6 =£ 0, p ^ 6,
because p is an atom. Thus for every atom p, p ^ b or p ^ 6'. Be-
cause P i s atomic this means x = xb V $6' for all a? in P, i.e., 6 is in
the center. To show that the center is atomic, let p be any atom in
P, let A be the set of all central elements a such that p ^ a, and
let b = A Ά Then 6 is in the center, and 6 ^ 0 . Further b must be
an atom of the center, for if not there exists c in the center such
that 0 < c < b. Then p = pb — pbc V pbcr, so either p tί c or p g c'δ.
Thus either c e i o r c ' δ e A, so either 6 ^ c or 6 ^ c'6. This contradicts
the assumption that 0 < c < b.

LEMMA. Let L be a complete orthocomplemented lattice, and let

a be in the center of L. Then for any family {xά} of elements in

L, α(Vi»y)= Vifaαy).

Proof. α(Vi xs) = α(Vy ( ^ V &,<*')) = α(Vi (*,<*) V V;

= α(V i foα)) V α(Vi (*fl!)) = V
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THEOREM 3.4. Let L be a complete, atomic, orthocomplemented
lattice. Then L is ortho-isomorphic to the direct sum of irreducible,
atomic, orthocomplemented lattices.

Proof. Let {a3} be the set of all atoms of the center. Let Sj =
[0, aj]. Define a mapping θ from L to Σ 0 Sj by θ(x)(j) = xa3 . Let
y be in Σ ® S3, and let x=yjy(j). Then θ(x)(k) = W 3y{j))ak =
Vj(y(J)ak) = V(k). Thus 0(αs) = y\ θ is onto. Let p be an atom, and
a3 be an atom of the center. Then p = pa3, or p i a3. Since
yjdj = 1, P = yj(po,j). Since L is atomic it follows that x =
Vj(xa3) = y3θ{x){j). Therefore θ is one-to-one. Clearly θ{x) ̂  θ{y)
if and only \ί x ^y, so θ is an isomorphism. Further θ{x)\j) =
(xα '̂α,,- = αj'αy = θ(x')(j). Thus 0(cc') = #(#)'. To complete the proof
we need only show that each Sj is irreducible. Suppose that 0 gΞ
b ίg a3, and that b is in the center of Sj. Then for x ^ α̂  , x =
xb V xδ'α^. Hence for all x in L,

x = xa3b V ccαy&' V xa'3 = xb V {a3b
f V a'3)x = xb V x6' .

Thus 6 is in the center of L. Since a3- is an atom of the center, this,
means that b — 0 or b = a3. This proves that [0, a3] is irreducible.

4» Sem.i*modular, atomic, orthocomplemented lattices* Let S be
an atomic lattice. Let x0 < xx < < xn be a finite chain of elements
in S. We will call the integer n the length of chain. The chain is.
a covering chain if a?<+1 covers ^ for i = 0, 1, . We define a function
cί on the set of ordered pairs (x, y) of elements in S with x ^ y as.
follows. If there exists a finite covering chain connecting x and 2/,
d(#, y) is the length of the shortest such covering chain. If no such
covering chain exists, d(x,y) — oo.

We will call an element x e S finite if x is the join of a finite,
number of atoms. Clearly if d(0, x) is finite, then x is finite. We
will let F(S) denote the set of x e S such that x is finite or xf is,
finite.

THEOREM 4.1. Let S be an atomic lattice such that if a and b
are finite elements of S which both cover ab, then a V b covers a and
b. Then the set of all finite elements of S is an ideal. For any
finite elements a ^b, d(a, b) is finite, and all covering chains con-
necting a and b have the same length.

Proof. We first show that if p is an atom, d(0, a) is finite, and
pa = 0, then p V a covers a. We will prove this by induction on
d(0, a). If d(0, a) — 1, a and p both cover ap = 0. Therefore α V ί >
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covers a and p. Suppose the statement is true for d(0, a) ^ n. Let
d(0, a) = n + 1, and let p be an atom with pa = 0. We need only
prove that p V α covers α. Because c£(0, a) = n + 1, there exists 6
such that a covers δ, and d(0, b) — n. Now p V δ covers δ, and
(p V δ)α = δ. Therefore (p V δ) V a covers α, i.e., p V α covers α.
Next we show that if a is finite d(0, α) is finite. For finite a let
N(a) be the smallest number N such that α is the join of N atoms.
We will prove this lemma by induction on N(a). Clearly if N(a) = 1,
d(0, a) = 1. Suppose the statement is true for N(a) ^ n, and let a
be a finite element with N(a) = n + 1. There exists atoms px, , pn+1

such that α = px V V pn+1. Let δ = px V V pn. Then δ < α,
and ΛΓ(δ) = n. Therefore c£(0, δ) is finite, and a = p Λ + 1 V δ covers δ.
Therefore d(0, α) ^ d(0, δ) + 1, i.e., d(0, a) is finite. Now it follows
from the above that d(a, b) is finite if a and δ are finite with a ^ δ.
To complete the proof of the theorem we need only prove the state-
ment, "if d(a, δ) = n, then all chains connecting a to δ have length at
most n." That the finite elements form an ideal follows immediately
from this. We will prove the statement by induction on n. If
d(a, δ) = 1, δ covers a and the statement is clearly true. Suppose the
statement is true for d{a, b) ^ n. Let d(a, b) = n + 1. Then there
exists a covering chain a < xx < < xn < δ. Note that d(^i, δ) = n.
Let α < y1 < < ym < b be any chain connecting α to δ. We need
only prove that m ^ n. If ^ does not cover α, there exists an atom
p such that pα — 0 and p ^ ylm Then p V a covers α. Replacing y1

by p V α we get another chain of length m. Thus we may assume
that y± covers a. If y1 = xlf we have d(yu δ) = d(xu δ) = n. There-
fore by the inductive hypothesis m ^ n. If ^ ^ 05x, y1 and ^ both
cover yλxλ = a. Therefore y1 V xλ covers y1 and xlm Now let
^ V xx < wx < < wk — b be any chain joining yx V xx to δ. Then
ίcx < yx V ίUi < wx < < ĵfc joins xλ to δ. Since c?(α?x, δ) = n, k + 1 ^
^, i.e., fc ^ w — 1. It follows that d(y± V xub) ^ n — 1. Since y1 V α?x

covers yl9 this means that c ί^, δ) ^ w. But m ^ d ^ , δ), so m ^ % .

LEMMA 4.1. Let S be an atomic orthocomplemented lattice. Then
the following covering conditions on S are equivalent.

( * ) If a and δ are in F(S), and both cover αδ, then a V δ covers
both a and δ.

(**) If a and δ are in F(S), and a V δ covers both α and δ, then
a and δ both cover αδ.

Proof. Suppose that (*) holds in S, that a and δ are in F(S),
and that α V δ covers a and δ. Then α' and V are in -P(S), and both
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cover α'δ'. Therefore by (*), a' V b' covers α' and bf. Hence a and b
cover ab. Thus (*) implies (**). A dual argument shows that (**)
implies (*).

LEMMA 4.2. Let S be an atomic orthocomplemented lattice in
which the covering condition (*) holds. Then the finite elements of
S form an atomic modular lattice.

Proof. This follows immediately from Theorem 4.1, Lemma 4.1,
and Theorem 3, Ch. 5 of Birkhoff [3].

Two elements (δ, c) in a lattice are said to form a modular pair
if for all a ^ c, (a V b)c = a V be. A lattice S is semi-modular if the
relation of being a modular pair is symmetric in S. Two elements
(α, b) form a d-modular pair if for all c *z a, (a V b)c = a V be. S is
dual semi-modular if the relation of being a cί-modular pair is symmetric.

In general semi-modularity is stronger than the covering condition
(*). We want to show that with one additional condition (*) implies
semi-modularity. Our proof is suggested by the proofs of Theorems
ΠI-1 and III—6 of Mackey [5]. We introduce the following notation.
If x is in the atomic orthocomplemented lattice S, S/(x) is the set of
all atoms p such that p ^ x. Sf(x) + J^{y) is the set of all atoms
p such that for some q e s/(x) and r e j^(y), p ^ q V r. If X is a set
of atoms, XL is the set of all atoms p such that p±q for all q in X.
It is easy to verify the rules j&(x') — S%f(xY, Sf(xy) = S/(x) Π

{ L L n Y

LEMMA 4.3. Let S be an atomic orthocomplemented lattice in
which the covering condition (*) holds. Assume further that if a
and b are atoms in S with a Φb, a'(a V b) Φ 0. Then if p is an
atom in S, Sf(p V x) = S^(x) + S$f(p) for all x in S.

Proof. We need only show that s^{x V |?)S J&(x) + Sf(p). Let
p be an atom with px = 0. First note that if q and r are atoms with
q Φ r, then p'(<j V r) ^ 0. This is immediate iί p ^ q V r. If p ^
<7 V r, let c = p V <? V r. Let ίx = j>'(p V q), and ta = p\p V r). Then
[0, c] is a modular lattice of length 3, d(0, ίx V ίa) = 2, and d(0, g V r) =
2. Hence (ίj. V £2)(tf V r) Φ 0, which means p'(tf V r) =£ 0. Now let s
be any atom, y any element such that y > 2/s', and r any atom in
J&(y) but not in J^(7/s'). If q e J^(ί/), and q Φ r, then x = s'(g V r)
is in J&(y8'), and g ^ f V ^ , Thus J^(y) = J^(ysr) + s/(χ). Apply-
ing this to xr and p, we have s/(x') — Jzf{x'p') + J*f{r) for some r.
Now j*r(x) = j^(x')-1 = J ^ ί ^ y ) ^ Π J ^ ( r ) 1 - j^((a? V p)) Π J^(r ') =

V p)r'). But J^((α: V p)) = J^((a? V p)r') + J^(j>), so j^(α; V p) =
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THEOREM 4.2. Let S be an atomic orthocomplemented lattice
satisfying the covering condition (*). Assume further that, if a and
b are atoms in S, a Φ b, then α/(α V b) Φ 0.4 Then if a is finite
(a, x) is a d-modular pair for all x in S.

Proof. We need only show that for c ̂  a, (a V x)c ̂  a V xc. It
follows from Lemma 4.3 that jy(x Vo) = S>/(x) + S/{a). Let a S o,
and let pe J^((a V x)c). Then pe S/((a V #))» and hence p ^Lq\j r
where q e J^(α) and r e j^(cc). If p = q or p = r, p e j y (xc) + j ^ ( α ) .
If p is different from g and r, then r ^ p V g ^ c. Thus re Ss?(xc),
which means pe J*f(a) + jy(ίcc). This proves that (a V x)c ̂  a V xc.

THEOREM 4.3. Let S satisfy the hypotheses of Theorem 4.2. Then
F(S) is an atomic, orthocomplemented, modular lattice.

Proof. We need only show that F(S) is modular. Let a, b, c be
in F(S) with a ^ c. If a is finite, (a V b)c = α V δc by the preceding
theorem. Otherwise α' is finite, which means & is finite. Then we
have [(a V b)c\' = (c' V &'K = c' V 6V. Thus (α V b)c = α V 6c.

Let F be a left vector space over a division ring R. Let F* be
the space of all linear functions from F to R. If W is a total sub-
space of F*, i.e., /(&) = 0 for all fe W implies x = 0, then we say
that V, W is a dual pair. If X is a subspace of F, let Xf = {/ e T7:
/(#) = 0 for all & e X}. Similarly define Yf for F a subspace of W.
Then we say that a subspace X of F is PF-closed if X = X".

McLaughlin [6] has given a representation theorem for the com-
pletion by cuts of a complemented modular point lattice. Since a
complete atomic orthocomplemented lattice S is the completion by cuts
of F(S) we can apply the theorem to obtain:

THEOREM 4.4. Let S be a complete, irreducible, atomic, ortho-
complemented lattice in which the covering condition (*) holds. As-
sume further that the d(0, 1) ̂  4, and that if p and q are atoms with
p Φ q, p'(p V q) Φ 0. Then there exist a pair of dual vector spaces
U, W over a division ring D such that S is isomorphic to the lattice
of W-closed subspaces of U.

COROLLARY. Let S be a complete, irreducible, atomic, orthocom-
plemented lattice. Then the following three statements about S are
equivalent.

(1) S is semi-modular
(2) If p is an atom in S and pa = 0 then p V a covers a.

4 Note that this condition holds if L is weakly modular, i.e., if (a, ar) is a d-modular
pair for all a in L.
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( 3 ) Covering condition (*) holds in S; and if p and q are atoms
with p Φ q, then p\p V q) Φ 0.

Proof. It is well known that (1) implies (2) and (2) implies (*).
Suppose (2) holds and that p and q are atoms with p Φ q. Then
p V p'q' covers p'q'. But q < p V q, so p'q' < q\ which shows that 1
does not cover p'q'. Therefore, p V p'q' Φ 1, i.e. p\p V q) Φ 0. This
proves that (2) implies (3). Now suppose that (3) holds. If d(0,1) is
finite, S is actually modular (Theorem 4.3). If d(0, 1) is infinite, we
can apply the theorem above. Mackey ([5], Theorem ΠI-6) has shown
that in such a lattice of closed subspaces the relation of being a d-
modular pair is symmetric. Since S is orthocomplemented, this means
that the relation of being a modular pair is also symmetric.

THEOREM 4.5. The completion of a semi-modular atomic ortho-
complemented lattice is semi-modular.

Proof. If S is semi-modular the covering condition (*) holds in
F(S). Also if p is an atom and px = 0, p V x covers x. If p and q
are atoms, p Φ q, pf covers p'q'. Hence p V p'q' < 1, which gives
p'(p V q) Φ 0. Let L(S) = Σ 0 Rj be the direct sum decomposition of
the completion L(S) into irreducible components. Since F(L(S)) and
F(S) are ortho-isomorphic, the covering condition (*) and the condition
Pr{P V q) Φ 0 hold in each Rj. If the dimension of R3 is finite, Rj is
actually modular. If the dimension of Rj is infinite, Rj satisfies the
hypotheses of Theorem 4.4, so Rj is semi-modular. Thus L(S) is the
direct sum of semi-modular lattices; L(S) is semi-modular.

5 SemMπner Product Spaces, Let V be a left vector space over
a division ring R. A semi-bilinear functional B on V is a map
(x, y) —> B(x, y) of F x F into i? such t h a t

( 1 ) for all x19 x2, y19 and y2 in F and a in 72, β ( α ^ + x2f yλ + 2/2) =

aB(xlf yx) + aB(xu y2) + B(x2, yx) + B{x2, y2), and
( 2 ) There exists an anti-automorphism θ of R such that for all

x and 7/ in F and a in iϋ, J3(£, ay) = J?(cc, y)θ(a). We will say that
a semi-bilinear functional ΰ is a semi-inner product if it satisfies the
following conditions.

( 1 ) The anti-automorphism θ associated with B is involutory.
( 2 ) B(x, y) = 0(J%/, a?)) for all x and ?/.
( 3) B(x, x) = 0 implies x = 0.
( 4) For some a? 5(cc, x) = 1.

A left vector space together with a semi-inner product will be called
a semi-inner product space.

If V is a semi-inner product space, define an orthogonality relation
in V by x _L y if and only if 5(x, #) = 0. If X is a subset of V define
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XL just as in §2. It is easy to verify that X 1 is always a subspace.
The orthocomplemented lattice of all closed subspaces of V will be
denoted by L(V).

THEOREM 5.1. Let V be a left vector space over a division ring
R. Then V is a semi-inner product space if and only if there exists
a dual space W such that V, W is a dual pair and the lattice, S, of
all W-closed subspaces of V is orthocomplemented.

Proof. Suppose that W exists and that S is orthocomplemented.
Let R* be the ring which is identical with R as an additive group and
in which multiplication (o) is aoβ = βa. Then W is a left vector
space over i?*. If λ e R*,fe W, (λ/)(α) = f(x)X. For xeV, let [x]
denote the one-dimensional subspace spanned by x. Let [x\* be the
one-dimensional subspace of W spanned by those linear functionals
whose nullspaces is [x]L. In an obvious way one verifies that [x] —> [x]*
is a one-to-one map of the one-dimensional subspaces of V onto those
of W which preserve linear dependence and independence. Hence there
exists a semi-linear transformation T from Fonto ΫFsuch that [x]* =
[T(x)]. Clearly [x] ± [y] if and only if T(y)(x) = 0. Thus if x0 Φ 0,
T(xo)(xo) Φ 0.

Let φ be the isomorphism from R to R * associated with T. Then
φ may also be regarded as an anti-automorphism of R. Let θ be the
inner automorphism of R: β —* {Tix^ix^βiTix^ix^y1. Let B{x,y) =
(T(y){x)){T(X^XQ))'1 . It is a matter of routine to verify that B is a
semi-inner product with anti-automorphism σ = 0 o φ. If A is any
finite-dimensional subspace of V containing x0, B defines an ortho-
complementation in the lattice of all subspaces of A, and B(x0, x0) — 1.
Hence by proposition 1, page 110 of Baer [1], the anti-automorphism
σ associated with B is involutory and σ(B(x, y)) = B(y, x), for all x
and y in A. Thus B is a semi-inner product. Now suppose that B
is a semi-inner product on V. For x in V let fx be the member of
V*:fx(y) = B(y, x). It is clear that the set Wof all such/, is a total
subspace of F* and that L(V) is identical with the lattice of PF-closed
subspaces of V.

Suppose B and Bf are two semi-inner products on V which de-
termine the same orthogonality relation. Then there exists a in R
such that B(x, y) = B'(x, y)a for all x and y in V\ It is quite possible,
however, to have two semi-inner products on V, which are not equiva-
lent in this way, but whose associated lattices are ortho-isomorphic.
Our last two theorems explore this possibility.

THEOREM 5.2. Let V1 be a semi-inner product space over a division

Baer [4], page 105, Proposition 3.
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ring R. Let Bλ be the semi-inner product in Vlf let Θ be the anti-
automorphism associated with B19 let σ be an automorphism of R,
and let τ be an inner automorphism of R. Then there exists a
semi-inner product space V2 over R whose semi-inner product B2 has
anti-automorphism φ — τ o σ o # oσ'1 such that L{Vt) and L(V2) are
orthoisomorphic.

Proof. Let x, (j e J, where J is some indexing set) be a maximal
set of nonzero mutually orthogonal vectors in Vλ. For y e Vx, let T(y)
be the function from J to R such that T(y)(j) = σiB^y, xd)). Let V%

be the set of all such functions T(y). It is clear that V2 is a left
vector space over R, and that T is a semi-linear transformation with
automorphism a from Vx onto V2. Further T is one-to-one. For if
T{y) — 0, then y J_ xs all j e J; and this means y = 0, because {xά} was
a maximal orthogonal set. Let the inner automorphism r be τ(β) =
crxβa. For/and g in B2, let B2(f, g) - σiB^T'f, T~xg))a. It is easy
to verify that B2 is a semi-inner product. We include only the proof
that B2(f, βg) = B2(ff g)φ(β). We have

W, βg) = σ(Bx(T~y, T~\βg)))a = σiB^T-f, σ~\β)(T^g)))a

, T-'g)θ{σ-\β)))a

= B2(ff g)a-'σ(θ(σ-\β)))a - B2{f, g)φ(β) .

Since B2(f, g) = 0 if and only if B1(T~1f, T~xg) = 0, it is clear that
T induces an ortho-isomorphism between the LiVJ and L(V2).

THEOREM 5.3. Let V{ and V2 be semi-inner product spaces of
dimension greater than two, over division rings Rλ and R2 respec-
tively, such that L(Fi) and L(V2) are ortho-isomorphic. Let Bλ and
B2 be the semi-inner products in V1 and V2 respectively, and let θ
and φ be the associated anti-automorphisms. Then there exists an
isomorphism σ from Rx onto R2 and a semi-linear transformation T
from Vx to V2 with isomorphism σ such that T induces the lattice
isomorphism. Further there exists an inner automorphism τ of R2

such that ψ = ro<7o#o0—\

Proof. Since LiV^ and L(V2) are isomorphic, the lattice of all
finite-dimensional subspaces of V1 is isomorphic to the lattice of all
finite dimensional subspaces of V2. It follows from this that the
lattice of all subspaces of Vt is isomorphic to the lattice of all sub-
spaces of V2. Therefore the isomorphism σ and the semi-linear trans-
formation T exists. To prove the final assertion, let x be a vector in
Vi such that B^x, x) — 1. Let y be a nonzero vector in V1 with y J_ x.
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Let xf = T(x), and yf = T(y). Since T induces the lattice ortho-iso-
morphism, x' _]_ y'. Now for any λ e R with λ Φ 0,

x + Xy 1 x - θix-^Bάy, y)~ιy .

Therefore T(x + λ») 1 T(a - θiX^B^y, y)-χy), i.e.,

a?' + σ ( \ y 1 x' - σ(θ(\-1))σ(B1(yf y)'1)

Therefore B2(xf + σ(X)y', xr - σ(θ{χ-1))σ(B1{yJ 2/)-1)?/') - 0 for all λ ^ 0
in Rx. Since x' _L ?/', this gives

B2(x', x') + σ(X)B2(y', y')φ{σ{Bλ(y, yY'))φ(σ{β(X^))) - 0

for all λ Φ 0 in Rx. Now let a = B2(x\ xf). Taking λ = 1, we get
a - Bly\ y')φ{p(px(y, y)'1)) = 0. Thus a - σ(X)aφ(σ(θ(χ-1))) = 0 for
all λ Φ 0 in Rt. Let τ be the inner automorphism of R2: τ(β) = a~λβa
for all β in R2. Then taking λ' 1 = σ~\β), we get /5 = (Γ" 1 O ζp o θ o CJ-'X/S)

for all /5 ^ 0 in i?2, i.e., τ~ΎoφoGoQoo~Ύ is the identity automorphism
of 2?2. Since σoθoσ'1 is an involutory anti-automorphism of i?2, this
gives φ =

COROLLARY. Lei n be an integer greater than 2. Then there
exist semi-inner product spaces Vλ and V2 of dimension n over the
complex numbers such that L(V^) and L(V2) are not ortho-isomorphic.

Proof. There exists a real closed subfield K of the complex
numbers C such that K{i) = C, and K is not isomorphic to the real
numbers.6 Let φ be the involutory automorphism of C which has K
as its field of fixed points. Let θ be the usual conjugacy automorphism.
Let V1 be an ^-dimensional Hubert space over the complex numbers.
Let V2 be the set of all ordered ^-tuples of complex numbers. Let
B((aly , an), (A, , βn)) = Σa&φi). It is easy to verify that B is
a semi-inner product with anti-automorphism φ. If L{V^) and L(V2)
were ortho-isomorphic, we would have φ — d o ^ o r 1 for some auto-
morphism σ of C But this would mean that K was isomorphic to the
field of fixed points of θ, i.e., the field of real numbers. This contra-
diction proves the corollary.

This corollary points up the fact that lattices L( VΊ) and L( V2) may
be isomorphic without being ortho-isomorphic.
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