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## ON THE FUNCTIONAL EQUATION <br> $F(m n) F((m, n))=F(m) F(n) f((m, n))$

## Tom M. Apostol and Herbert S. Zuckerman

1. Introduction. Let $f$ be a completely multiplicative arithmetical function. That is, $f$ is a complex-valued function defined on the positive integers such that

$$
f(m n)=f(m) f(n)
$$

for all $m$ and $n$. We allow the possibility that $f(n)=0$ for all $n$. (If $f$ is not identically zero then we must have $f(1)=1$.) Given such an $f$ we wish to study the problem of characterizing all numerical functions $F$ which satisfy the functional equation

$$
\begin{equation*}
F(m n) F((m, n))=F(m) F(n) f((m, n)), \tag{1}
\end{equation*}
$$

where ( $m, n$ ) denotes the greatest common divisor of $m$ and $n$. When $f(n)=n$ for all $n$, Equation (1) is satisfied by the Euler $\phi$ function since we have

$$
\phi(m n) \phi((m, n))=\phi(m) \phi(n)(m, n) .
$$

More generally, it is known (see [1], [2]) that an infinite class of solutions of (1) is given by the formula

$$
F(n)=\sum_{d \mid n} f(d) \mu\left(\frac{n}{d}\right) g\left(\frac{n}{d}\right),
$$

where $\mu$ is the Möbius function and $g$ is any multiplicative function, that is,

$$
g(m n)=g(m) g(n) \quad \text { whenever }(m, n)=1 .
$$

Some work on a special case of this problem has been done by P . Comment [2]. In the case $f(1)=1$ he has investigated those solutions $F$ of (1) which have $F(1) \neq 0$ and which satisfy an additional condition which he calls "property $O$ ": If there exists a prime $p_{0}$ such that $F\left(p_{0}\right)=0$ then $F\left(p_{0}^{a}\right)=0$ for all $\alpha>1$. Comment's principal theorem states that $F$ is a solution of (1) with property $O$ and with $F(1) \neq 0$ if, and only if, $F$ satisfies the two equations

$$
F(m n) F(1)=F(m) F(n) \quad \text { whenever }(m, n)=1
$$

and

$$
F\left(p^{\alpha}\right)=F(p) f(p)^{\alpha-1} \quad \text { for all primes } p \text { and all } \alpha \geqq 1
$$

In this paper we study the problem in its fullest generality. In the case of greatest interest, $F(1) \neq 0$, we obtain a complete classification of all solutions of (1).
2. The solutions of (1) with $f(1)=0$. If the given $f$ has $f(1)=0$ then $f$ is identically zero and Equation (1) reduces to

$$
\begin{equation*}
F(m n) F((m, n))=0 \tag{2}
\end{equation*}
$$

for all $m, n$. To characterize the solutions of (2) we introduce the following concept.

Definition 1. A (finite or infinite) set $A=\left\{a_{1}, a_{2}, a_{3}, \cdots\right\}$ of positive integers is said to have property $P$ if no $a_{i}$ is divisible by any $a_{j}^{2}$.

Two simple examples of sets with property $P$ are the set of primes and the set of products of distinct primes. The solutions of (2) may now be characterized as follows:

Theorem 1. A numerical function $F$ satisfies (2) if, and only if, there exists $a$ set $A$ with property $P$ such that $F(n)=0$ whenever $n \notin A$.

Proof. Let $A=\left\{a_{1}, a_{2}, a_{3}, \cdots\right\}$ be a set with property $P$. Define $F\left(a_{1}\right), F\left(a_{2}\right), F\left(a_{3}\right), \cdots$, in an arbitrary fashion and define $F(n)=0$ if $n \notin A$. We shall prove that $F$ satisfies (2).

Choose two integers $m$ and $n$ and let $d=(m, n)$. If $d \notin A$ then $F(d)=0$ and (2) holds. If $d \in A$ then $m n \notin A$ since $d^{2} \mid m n$. In this case we have $F(m n)=0$ and again (2) holds. Therefore $F$ satisfies (2) in all cases.

To prove the converse, assume $F$ satisfies (2) and let $A$ be the set of integers $n$ such that $F(n) \neq 0$. We shall prove that $A$ has property $P$. Choose any element $b$ in $A$. If $b$ were divisible by $k^{2}$ for some $k$ in $A$, say $b=q k^{2}$, then we could take $m=q k, n=k$ in (2) to obtain

$$
F(b) F(k)=0
$$

which is impossible since both $b$ and $k$ are in $A$. Therefore $A$ has property $P$ and the proof of Theorem 1 is complete.
3. The solutions of (1) with $f(1)=F(1)=1$. Since we have characterized all solutions of (1) when $f(1)=0$ we assume from now on that $f(1) \neq 0$ which means $f(1)=1$. We divide the discussion in
two parts according as $F(1) \neq 0$ or $F(1)=0$. In the first case we introduce $G(n)=F(n) / F(1)$ and we see that (1) is equivalent to

$$
G(m n) G((m, n))=G(m) G(n) f((m, n))
$$

with $G(1)=1$. This means that the case with $F(1) \neq 0$ reduces to the case $F(1)=1$. In this case we make a preliminary reduction of the problem as follows.

Theorem 2. Assume $f(1)=1$. A numerical function $F$ satisfies (1) with $F(1)=1$ if, and only if, $F$ is multiplicative and satisfies the equation

$$
\begin{equation*}
F\left(p^{a+b}\right) F\left(p^{b}\right)=F\left(p^{a}\right) F\left(p^{b}\right) f\left(p^{b}\right) \tag{3}
\end{equation*}
$$

for all primes $p$ and all integers $a \geqq b \geqq 1$.
Proof. Assume $F$ satisfies (1). Taking coprime $m$ and $n$ in (1) we find $F(m n)=F(m) F(n)$, so $F$ is multiplicative. Taking $m=p^{a}$, $n=p^{b}$ in (1) we obtain (3).

To prove the converse, assume $F$ is a multiplicative function satisfying (3) for primes $p$ and $a \geqq b \geqq 1$. Choose two positive integers $m$ and $n$. If $(m, n)=1$, Equation (1) is satisfied because it simply states that $F$ is multiplicative. Therefore, assume $(m, n)=d>1$ and use the prime-power factorizations

$$
m=\prod_{i=1}^{\infty} p_{i}^{a_{i}}, \quad n=\prod_{i=1}^{\infty} p_{i}^{b_{i}}, \quad d=\prod_{i=1}^{\infty} p_{i}^{c_{i}}
$$

where $a_{i} \geqq 0, b_{i} \geqq 0, c_{i}=\min \left(a_{i}, b_{i}\right)$, the products being extended over all primes. Since $F$ is multiplicative we have

$$
\begin{aligned}
F(m n) F(d) & =\prod_{i=1}^{\infty} F\left(p_{i}^{a_{i}+b_{i}}\right) F\left(p_{i}^{c_{i}}\right) \\
& =\prod_{0 \leq b_{i} \leq a_{i}} F\left(p_{i}^{a_{i}+b_{i}}\right) F\left(p_{i}^{b_{i} i}\right) \cdot \prod_{0 \leq a_{i}<b_{i}} F\left(p_{i}^{a_{i}+b_{i}}\right) F\left(p_{i}^{a_{i}}\right) .
\end{aligned}
$$

The factors corresponding to $b_{i}=0$ or $a_{i}=0$ are

$$
\prod_{0=b_{i} \leq a_{i}} F\left(p_{i}^{a_{i}}\right) \cdot \prod_{0=a_{i}<b_{i}} F\left(p_{i}^{b_{i}}\right)=\prod_{a_{i} b_{i}=0} F\left(p_{i}^{a_{i}}\right) F\left(p_{i}^{b_{i}}\right) f\left(p_{i}^{c_{i}}\right)
$$

since $F(1)=f(1)=1$. For the remaining factors we apply (3) to each product and we obtain

$$
\begin{aligned}
F(m n) F(d) & =\prod_{0 \leqq b_{i} \leq a_{i}} F\left(p_{i}^{a_{i}}\right) F\left(p_{i}^{b_{i}}\right) f\left(p_{i}^{b_{i}}\right) \cdot \prod_{0 \leqq a_{i}<b_{i}} F\left(p_{i}^{a_{i}}\right) F\left(p_{i}^{b_{i}}\right) f\left(p_{i}^{a_{i}}\right) \\
& =\prod_{i=1}^{\infty} F\left(p_{i}^{a_{i}}\right) F\left(p_{i}^{b_{i}}\right) f\left(p_{i}^{c_{i}}\right)=F(m) F(n) f(d) .
\end{aligned}
$$

This completes the proof of Theorem 2.

We turn now to the problem of finding all solutions of (3). If $p$ is a prime for which $f(p)=0$, then for this prime (3) becomes

$$
\begin{equation*}
F\left(p^{a+b}\right) F\left(p^{b}\right)=0 \quad \text { whenever } a \geqq b \geqq 1 . \tag{4}
\end{equation*}
$$

For a fixed $p$ the solutions of (4) may be characterized as follows:
Theorem 3. An arithmetical function $F$ satisfies (4) for a given prime $p$ if, and only if, there exists an integer $c \geqq 1$ such that

$$
F\left(p^{i}\right)=0 \quad \text { for } r^{1} 1 \leqq i \leqq c-1 \text { and for } i \geqq 2 c .
$$

Proof. Assume $F$ satisfies (5) for some $c \geqq 1$. Choose two integers $a$ and $b$ with $a \geqq b \geqq 1$. If $b \leqq c-1$ then (5) implies $F\left(p^{b}\right)=0$ so (4) is satisfied. If $b \geqq c$ then $a+b \geqq 2 b \geqq 2 c$ so $F\left(p^{a+b}\right)=0$ and (4) is again satisfied.

To prove the converse, assume $F$ is an arithmetical function satisfying (4) for some prime $p$. If $F\left(p^{t}\right)=0$ for all integers $t \geqq 1$ then (5) holds with $c=1$. Otherwise, we let $c$ be the smallest $t \geqq 1$ for which $F\left(p^{t}\right) \neq 0$. Then $F\left(p^{i}\right)=0$ for all $i \leqq c-1$. Now take any $i \geqq 2 c$ and write $i=a+c$ where $a \geqq c$. Taking $b=c$ in (4) we find $F\left(p^{i}\right)=0$ for $i \geqq 2 c$. Therefore (5) is satisfied for this choice of $c$ and the proof of Theorem 3 is complete.

We consider next those primes $p$ for which $f(p) \neq 0$. For such $p$ the problem of solving (3) may be reduced as follows:

Theorem 4. Let $p$ be a prime for which $f(p) \neq 0$. An arithmetical function $F$ satisfies (3) if, and only if, there exists an arithmetical function $g$ (which may depend on $p$ ) such that

$$
\begin{equation*}
F\left(p^{a}\right)=g(a) f(p)^{a} \quad \text { for all } a \geqq 1, \tag{6}
\end{equation*}
$$

where $g$ satisfies the functional equation

$$
\begin{equation*}
g(a+b) g(b)=g(a) g(b) \text { for all } a \geqq b \geqq 1 . \tag{7}
\end{equation*}
$$

Proof. Assume there exists a function $g$ satisfying (7) and let $F\left(p^{a}\right)=g(a) f(p)^{a}$. Then if $a \geqq b \geqq 1$ we have

$$
F\left(p^{a+b}\right) F\left(p^{b}\right)=g(a+b) f(p)^{a+b} g(b) f(p)^{b}
$$

and

$$
F\left(p^{a}\right) F\left(p^{b}\right) f\left(p^{b}\right)=g(a) f(p)^{a} g(b) f(p)^{b} f(p)^{b} .
$$

[^0]Using (7) we see that $F$ satisfies (3).
To prove the converse, assume $F$ satisfies (3) and let

$$
g(a)=\frac{F\left(p^{a}\right)}{f(p)^{a}}
$$

for $a \geqq 1$. From (3) we see at once that $g$ satisfies (7), so the proof of Theorem 4 is complete.

Next we determine all the solutions of the functional equation (7).
Theorem 5. Assume $g$ is an arithmetical function satisfying (7). Then there exists an integer $k \geqq 1, a$ divisor $d$ of $k$, and $a$ complex number $C$ such that
(8) $g(n)=0$ for $1 \leqq n \leqq k-1$, and for $n \geqq k, n \not \equiv 0(\bmod d)$,

$$
\begin{equation*}
g(n)=C \quad \text { for } n \geqq k, n \equiv 0(\bmod d) . \tag{9}
\end{equation*}
$$

Conversely, choose any integer $k \geqq 1$, any divisor $d$ of $k$, and any complex number C. For those $n$ satisfying $n \geqq k$ and $n \equiv 0(\bmod d)$ let $g(n)=C$, and let $g(n)=0$ for all other $n$. Then this $g$ satisfies (7).

Proof. Assume $g$ satisfies (7). If $g$ is identically zero then (8) and (9) hold with any choice of $k$ and $d$ and with $C=0$. If $g$ is not identically zero, let $k$ be the smallest positive integer $n$ for which $g(n) \neq 0$ and let $C=g(k)$. Then $g(n)=0$ for $1 \leqq n \leqq k-1$. If $n \geqq 2 k$ we may write $n=k+r, r \geqq k$, and use (7) with $a=r, b=k$ to obtain the periodicity relation

$$
\begin{equation*}
g(k+r)=g(r) \quad \text { for } r \geqq k \tag{10}
\end{equation*}
$$

In particular, $g(2 k)=g(k)$. Therefore, to completely determine $g$ we need only consider $g(n)$ for $n$ in the interval $k+1 \leqq n \leqq 2 k-1$. If $g(n)=0$ for all $n$ in this interval then $g(n)=0$ for all $n \not \equiv 0(\bmod k)$ and (8) and (9) hold with $d=k, C=g(k)$. Suppose, then, that $g(n) \neq 0$ for some $n$ in the interval $k+1 \leqq n \leqq 2 k-1$ and let $k+d$ be the smallest such $n$. Then $1 \leqq d \leqq k-1$. We prove next that $d \mid k$, that $g(n)=0$ if $n \not \equiv 0(\bmod d)$, and that $g(n)=C$ if $n \equiv 0(\bmod d)$.

For this purpose we define a new function $h$ by the equation

$$
h(n)=\frac{g(n+k)}{g(k)} \text { for } n \geqq 0
$$

Then the periodicity property (10) implies

$$
\begin{equation*}
\bar{h}(n+k)=h(n) \quad \text { if } n \geqq 0 \tag{11}
\end{equation*}
$$

We also have

$$
\begin{equation*}
h(0)=h(k)=1, h(n)=0 \quad \text { if } 1 \leqq n<d, h(d) \neq 0 . \tag{12}
\end{equation*}
$$

Now for $n \geqq 0$ we have

$$
h(n+d)=h(n+d+2 k)=\frac{g(n+d+3 k)}{g(k)} \quad \text { and } \quad h(d)=\frac{g(d+k)}{g(k)},
$$

Since $n+2 k>d+k>1$ we may use (7) with $a=n+2 k, b=d+k$, to obtain

$$
\begin{aligned}
h(n+d) h(d) & =\frac{g(n+d+3 k) g(d+k)}{g(k)^{2}} \\
& =\frac{g(n+2 k) g(d+k)}{g(k)^{2}}=h(n+k) h(d)=h(n) h(d) .
\end{aligned}
$$

Since $h(d) \neq 0$ this implies

$$
\begin{equation*}
h(n+d)=h(n) \quad \text { if } n \geqq 0 . \tag{13}
\end{equation*}
$$

Using (13) along with (12) we find

$$
h(n)=0 \quad \text { if } n \not \equiv 0(\bmod d), h(n)=1 \quad \text { if } n \equiv 0(\bmod d) .
$$

Also, $d \mid k$ since $h(k)=1$. This implies that $g(n)=0$ if $n \not \equiv 0(\bmod d)$, and that $g(n)=g(k)=C$ if $n \equiv 0(\bmod d)$.

Now we prove the converse. Given $k \geqq 1$, a divisor $d$ of $k$, and a complex number $C$, define $g$ as indicated in (8) and (9). We must prove that this $g$ satisfies (7). Choose integers $a$ and $b$ with $a \geqq b \geqq 1$. If $a \leqq k-1$ then $b \leqq k-1$ and $g(a)=g(b)=0$ so (7) is satisfied. Suppose, then, that $a \geqq k$. We consider two cases: (i) $a \not \equiv 0(\bmod d)$, and (ii) $a \equiv 0(\bmod d)$.

If $a \not \equiv 0(\bmod d)$ we have $g(a)=0$ and the right member of (7) vanishes. If $a+b \not \equiv 0(\bmod d)$ then $g(a+b)=0$. If $a+b \equiv 0(\bmod d)$ then $b \not \equiv 0(\bmod d)$ and $g(b)=0$. Therefore we always have $g(a+b) g(b)=0$ so the left member of (7) also vanishes. This settles case (i).

In case (ii), $a \equiv 0(\bmod d)$, we again consider the two alternatives $a+b \not \equiv 0(\bmod d), a+b \equiv 0(\bmod d)$. If $a+b \not \equiv 0(\bmod d)$ then $b \not \equiv$ $0(\bmod d)$ and both sides of (7) vanish. If $a+b \equiv 0(\bmod d)$ then $b \equiv 0(\bmod d)$ so $g(a)=g(b)=g(a+b)=C$ and Equation (7) is satisfied. This completes the proof of Theorem 5.

Theorems 2 through 5 give us a complete classification of all solutions of (1) in the case $f(1)=F(1)=1$.
4. The case $f(1)=1, F(1)=0$. In this case any $F$ which satisfies (1) must also satisfy

$$
\begin{equation*}
F(m) F(n)=0 \quad \text { whenever }(m, n)=1 \tag{14}
\end{equation*}
$$

These functions may be characterized by means of sets of integers with the following property.

Definition 2. A (finite or infinite) set $S=\left\{k_{1}, k_{2}, k_{3}, \cdots\right\}$ of positive integers will be said to have property $Q$ if $1<k_{i}<k_{i+1}$ and ( $k_{i}, k_{j}$ ) $>1$ for all $i$ and $j$.

For example, the set of all multiples of a given integer $k_{1}>1$ has property $Q$, but there are more complicated sets with this property.

Theorem 6. A numerical function $F$ satisfies (14) if, and only if, there exists a set $S$ with property $Q$ such that $F(n)=0$ whenever $n \notin S$, and $F(n) \neq 0$ whenever $n \in S$.

Proof. Assume $F$ satisfies (14). Then $F(1)=0$. If $F$ is identically zero the theorem holds with $S$ the empty set. If $F$ is not identically zero there is a smallest integer $k_{1}>1$ with $F\left(k_{1}\right) \neq 0$. The set $\left\{k_{1}\right\}$ has property $Q$. If $F(n)=0$ for all $n>k_{1}$ we may take $S=\left\{k_{1}\right\}$. Otherwise there exists a smallest integer $k_{2}>k_{1}$ with $F\left(k_{2}\right) \neq 0$. The set $\left\{k_{1}, k_{2}\right\}$ has property $Q$ because (14) implies $\left(k_{1}, k_{2}\right)>1$. If $F(n)=0$ for all $n>k_{2}$ we may take $S=\left\{k_{1}, k_{2}\right\}$. If $F(n) \neq 0$ for some $n>k_{2}$ we let $k_{3}$ be the smallest such $n$. Then (14) implies $\left(k_{1}, k_{3}\right)>1$ and $\left(k_{2}, k_{3}\right)>1$ so the set $\left\{k_{1}, k_{2}, k_{3}\right\}$ has property $Q$. Continuing in this way we obtain a set $S=\left\{k_{1}, k_{2}, k_{3}, \cdots\right\}$ (finite or infinite) with the properties indicated in the theorem.

To prove the converse, choose any set $S$ with property $Q$, assign arbitrary nonzero values to the elements of $S$ and let $F(n)=0$ if $n \notin S$. To show that $F$ satisfies (14), choose integers $m$ and $n$ with $(m, n)=1$. Both $m$ and $n$ cannot be in $S$ since $S$ has property $Q$. Therefore at least one of $m$ or $n$ is not in $S$ so at least one of $F(m)$ or $F(n)$ is zero. This completes the proof of Theorem 6.

Since Theorem 6 characterizes all solution of (14), all solutions of the more general equation (1) with $F(1)=0$ must be found among those described in Theorem 6. For those solutions $F$ of (14) which also satisfy (1) more can be asserted about the set $S$ on which $F$ does not vanish. We shall treat only the case in which $f$ is never zero. In this case, if we write $G(n)=F(n) / f(n)$, Equation (1) is equivalent to

$$
\begin{equation*}
G(m n) G((m, n))=G(m) G(n) . \tag{15}
\end{equation*}
$$

In other words, if $f$ never vanishes the problem reduces to the case in which $f$ is identically 1 . Moreover, $G(n)=0$ if, and only if, $F(n)=0$ so the set $S$ on which $G$ does not vanish is the same as that on which $F$ does not vanish. For those $G$ satisfying (15) with $G(1)=0$ we shall prove:

Theorem 7. Let $G$ be a solution of (15) with $G(1)=0$ and let $S=\left\{k_{1}, k_{2}, \cdots\right\}$ be a set with property $Q$ such that $G(n) \neq 0$ if, and only if, $n \in S$. Then $S$ contains $m n$ and $(m, n)$ whenever it contains $m$ and $n$. Moreover, every element in $S$ is a multiple of $k_{1}$. If $t k_{1}^{a} \in S$ for some $t \geqq 1, a \geqq 1$, then $G$ is constant on the subset $\left\{t k_{1}^{a}, t k_{1}^{a+1}, t k_{1}^{a+2}, \cdots\right\}$.

Proof. If $m \in S, n \in S$, then $G(m) \neq 0$ and $G(n) \neq 0$. Therefore Equation (15) implies $G(m n) \neq 0$ and $G((m, n)) \neq 0$, so $S$ contains $m n$ and ( $m, n$ ). Let $d=\left(k_{i}, k_{1}\right)$. Then $d \in S$ so $d=k_{1}$ since $k_{1}$ is the smallest member of $S$. Therefore each $k_{i}$ in $S$ is a multiple of $k_{1}$, as asserted.

If $t k_{1}^{a} \in S$, let $S(t)=\left\{t k_{1}^{a}, t k_{1}^{a+1}, t k_{1}^{a+2}, \cdots\right\}$. This is a subset of $S$. Taking $m=k_{1}$ and $n=t k_{1}^{a+r}$ in Equation (15) we find $G\left(t k_{1}^{a+r+1}\right)=$ $G\left(t k_{1}^{a+r}\right)$ so $G$ is constant on $S(t)$.
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# IRREDUCIBLE GROUPS OF AUTOMORPHISMS OF ABELIAN GROUPS 

Reinhold Baer

The group $\Gamma$ of automorphisms of the abelian group $A$ is termed irreducible, if 0 and $A$ are the only $\Gamma$-admissible subgroups of $A$. It is our aim to investigate the influence of the structure of the abstract group $\Gamma$ upon the structure of the pair $A, \Gamma$. In this respect we succeed in proving the following results:

If $\Gamma$ is locally finite, then $A$ is an elementary abelian $p$-group and the centralizer $\Delta$ of $\Gamma$ within the ring of endomorphisms of $A$ is a commutative, absolutely algebraic field of characteristic $p$. If we impose the stronger hypothesis that $\Gamma$ possesses an abelian torsion subgroup of finite index, then the rank of [the vector space] $A$ over $\Delta$ is finite and $\Gamma$ is a group of finite rank. If we add the further hypothesis that the orders of the elements in $\Gamma$ are bounded, then $A$ and $\Gamma$ are finite.

## Notations

Locally finite group = group whose finitely generated subgroups are finite.
Almost abelian group = group possessing abelian subgroups of finite index
Group of finite rank $=$ group whose finitely generated subgroups may be generated by fewer than a fixed number of elements
m-group
$=$ group by whose subgroups the minimum condition is satisfied.

Composition of the elements in the basic abelian group $A$ is denoted by addition. The effect of the endomorphism $\sigma$ of $A$ upon the element $a$ in $A$ will usually be denoted by $a \sigma$ unless $A$ is considered as a vector space over some field of scalars in which case the scalars may appear to the left of the vectors.

Proposition. If the irreducible group $\Gamma$ of automorphisms of the abelian group $A[\neq 0]$ is locally finite, then
(a) the centralizer $\Delta$ of $\Gamma$ [within the ring of endomorphisms of $A]$ is a commutative, absolutely algebraic field of characteristic $p$, a prime,

[^1](b) $A$ is an elementary abelian p-group and
(c) the ring 4 of endomorphisms, spanned by $\Gamma$, is locally finite.

Terminological Notes. The group $\Gamma$ of automorphisms of the abelian group $A[\neq 0]$ is irreducible, if no proper subgroup of $A$ is $\Gamma$-admissible.-The ring $\Lambda$ of endomorphisms, spanned by $\Gamma$, consists of all the endomorphisms of the form $\sum_{i} c_{i} \sigma_{i}$ with integral $c_{i}$ and $\sigma_{i}$ in $\Gamma$.- $A$ group [ring] is locally finite, if its finite subsets are contained in finite subgroups [subrings].

Proof. It is an immediate consequence of Schur's Lemma-see e.g. Jacobson [p. 26, Theorem 2]-that
(1) the centralizer $\Delta$ of $\Gamma$ is a [not necessarily commutative] field.

If $t$ is an element in $A$, then $t /$ is a $\Gamma$-admissible subgroup of $A$, since the ring $A$ of endomorphisms is spanned by $\Gamma$. Application of the irreducibility of $\Gamma$ shows that
(2) $t \Lambda=A$ for every $t \neq 0$ in $A$.

Consider now some element $\sigma$ in $\Delta$ and some element $t \neq 0$ in $A$. From (2) we deduce the existence of an element $\sigma^{\prime}$ in $\Lambda$ [depending on $\sigma$ and $t$ ] such that $t \sigma=t \sigma^{\prime}$. Since $A$ is centralized by $\Delta$, we have $\sigma \sigma^{\prime}=\sigma^{\prime} \sigma$; and it follows by complete induction that

$$
t \sigma^{i}=t \sigma^{\prime i} \text { for every positive } i
$$

Since $\Lambda$ is spanned by $\Gamma$, there exist [finitely many] automorphisms $\sigma_{i}$ in $\Gamma$ and integers $c_{i}$ such that $\sigma^{\prime}=\sum_{i=1}^{n} c_{i} \sigma_{i}$. The subgroup $\theta$ of $\Gamma$, generated by $\sigma_{1}, \cdots, \sigma_{n}$, is finite, since $\Gamma$ is locally finite. The subgroup $S=\{t \theta\}$ of $A$ is consequently finitely generated. By construction $S$ contains all the elements $t \sigma^{\prime j}=t \sigma^{j}$; and the subgroup generated by them is as a subgroup of a finitely generated abelian group likewise finitely generated. Thus we have shown:
(3) If $t$ is an element in $A$ and $\sigma$ an element in $A$, then the subgroup $\left\{t, t \sigma, \cdots, t \sigma^{i}, t \sigma^{i+1}, \cdots\right\}$ of $A$ is finitely generated.

Assume by way of contradiction that $A$ is torsionfree. Then [multiplication by] 2 is an element, not 0 , in the field $\Delta$ [by (1)] so that multiplication by $2^{-1}$ is likewise an automorphism of $A$ [which belongs to 4 ]. Application of (3) shows that for every $t \neq 0$ in $A$ the subgroup

$$
T=\left\{t, 2^{-1} t, \cdots, 2^{-i} t, \cdots\right\}
$$

is finitely generated and consequently a free abelian group, not 0 , of
finite rank. But such a group is not closed under multiplication by $2^{-1}$. This is a contradiction showing that $A$ is not torsionfree. Conseequently there exists a prime $p$ such that $A$ contains elements of order $p$. The set of elements $x$ in $A$ with $p x=0$ is therefore a $\Gamma$-admissible subgroup, not 0 , of $A$; and we deduce from the irreducibility of $\Gamma$ that
(4) $p A=0$ for some prime $p$.

Thus (b) is proved.
If $t \neq 0$ is an element in $A$ and $\sigma \neq 0$ an element in $\Delta$, then $T=\left\{t, t \sigma, \cdots, t \sigma^{i}, t \sigma^{i+1}, \cdots\right\}$ is finitely generated by (3) and hence finite by (4). From $T \sigma \cong T$ and (1) we deduce now that $\sigma \neq 0$ induces an automorphism of positive [finite] order $n$ in $T$. From $t\left(\sigma^{n}-1\right)=0$ and (1) we conclude that $\sigma^{n}=1$. Consequently
(5) there exists to every $\sigma$ in $\Delta$ a positive integer $k$ with $\sigma=\sigma^{k}$.

Because of (1) and (5) we may apply a Theorem of Jacobson [p. 217, Theorem 1] showing that
(6) the field $\Delta$ is commutative.

From (4) we conclude that $p$ is the characteristic of $\Delta$; and it follows from (5) that $\Delta$ is absolutely algebraic. Thus we have verified (a).

If $E$ is a finite subset of the ring $A$, spanned by $\Gamma$, then there exists a finite subset $\Xi^{*}$ of $\Gamma$ such that every element in $\Xi$ has the form $\Sigma c(\sigma) \sigma$ for $\sigma$ in $\Xi^{*}$ and integral $c(\sigma)$. Since $\Gamma$ is locally finite, $\Xi^{*}$ is part of a finite subgroup $\theta$ of $\Gamma$. It is a consequence of (4) that the subring of $\Lambda$, spanned by $\theta$, is finite. Hence $\Xi$ is contained in a finite subring of $\Lambda$, proving (c).

Remark 1. Assume that $\Delta$ is a commutative, absolutely algebraic field of prime number characteristic $p$ and that $V$ is a vector space over $\Delta$.

If firstly the rank of $V$ over $\Delta$ is finite, then it is well known and easily verified that the ring of linear transformations of $V$ over $\Delta$ [and its group of units] is locally finite.

We assume secondly the infinity of the rank of $V$ over $\Delta$. Denote by $\Lambda$ the ring of all linear transformations of $V$ over $\Delta$ and by $\Gamma$ the group of units in $\Lambda$ [ = group of regular linear transformations in $\Lambda$ ]. It is obvious that $\Gamma$ is not even a torsion group so that we are quite far away from local finiteness. Cp. Corollary 1 below. We are going to construct various irreducible substructures of $A$ and $\Gamma$.

Denote by $\Lambda_{0}$ the totality of linear transformations $\sigma$ in $\Lambda$ with the property:
( 0 ) the subspace of vectors $v$ in $V$ with $v \sigma=0$ has finite co-rank in $V$.

It is clear and well known that $\Lambda_{0}$ is an ideal in $\Lambda$, the minimal ideal, not 0 . Since $\Delta$ is a subring of $\Lambda$, we may form the sum $\Lambda_{0}+\Delta$ which is easily seen to be a locally finite subring of $\Lambda$. Its group of units is likewise locally finite and it is an irreducible group of automorphisms of the abelian group $V$.

If we denote by $I$ the subring of the integral multiples of 1 in $\Lambda$, then $I$ is the prime field of characteristic $p$. The sum $\Lambda_{0}+I$ is again a locally finite subring of $\Lambda$; and its group of units is likewise locally finite and an irreducible group of automorphisms of the abelian group $V$. In general, $\Lambda_{0}+I$ does not contain its centralizer $\Delta$.

The preceding constructions show that such vector spaces $V$ over $\Delta$ always "arise" from locally finite irreducible groups of automorphisms of the abelian group $V$. On the other hand it is impossible to prove that an irreducible group of automorphisms of the abelian group $V$ which is contained in $A$ always contains a locally finite, irreducible group of automorphisms of $V$. This may be seen from the following construction:
the vector space $V$ over $\Delta$ is the direct sum $V=\sum_{v} S(\nu)$ of subspaces $S(\nu)$ of rank 1. Their [infinite] cardinal is the rank of $V$ over 4 . Denote by $\theta$ the group of all [regular] linear transformations $\sigma$ in $\Gamma$ with the properties:
$(+)$

$$
\left\{\begin{array}{l}
S(\nu) \sigma=S(\nu) \text { for every } \nu \text { and } \\
\sigma \text { induces the identity in almost all } S(\nu) .
\end{array}\right.
$$

If we denote by $\theta(\nu)$ the subgroup of all those $\sigma$ in $\theta$ which induce the identity in every $S(\mu)$ with $\nu \neq \mu$, then it is easily seen that $\theta$ is the direct product of the $\theta(\nu)$ and that every $\theta(\nu)$ is isomorphic to the multiplicative group of $\Delta$ and hence an abelian torsion group of rank 1 without elements of order $p$.

The groups $\theta(\nu)$ and $\theta$ are equal to 1 if, and only if, $\Delta$ is the prime field of characteristic 2 ; and this possibility we exclude in the sequel.

Every infinite set possesses a torsionfree, simply transitive permutation group, as follows from the existence of torsionfree groups of any preassigned infinite cardinality. Consequently there exists a subgroup $\theta^{*}$ of $\Gamma$ which is torsionfree and induces faithfully a simply transitive group of permutations on the set of the $S(\nu)$. Naturally $\theta$ is normalized by $\theta^{*}$ so that the product $\theta \theta^{*}$ is a subgroup of $\Gamma$.

Every torsion subgroup of $\theta \theta^{*}$ is a subgroup of $\theta$ so that none of the torsion subgroups of $\theta \theta^{*}$ is an irreducible group of automorphisms of the abelian group $V$.

Consider a $\theta \theta^{*}$-admissible subgroup $T \neq 0$ of $V$. Then there exists an element $t \neq 0$ in $T$; and this element $t$ has the form

$$
t=\sum_{\nu} t(\nu) \quad \text { with } t(\nu) \text { in } S(\nu)
$$

where almost all $t(\nu)$ are 0 . But $t \neq 0$ implies the existence of some $\mu$ with $t(\mu) \neq 0$. There exists a linear transformation $\sigma \neq 1$ in $\theta(\mu)$; and the element

$$
t-t \sigma=t(\mu)-t(\mu) \sigma
$$

is an element, not 0 , in $T \cap S(\mu)$. Consequently $[T \cap S(\mu)] \theta(\mu)=S(\mu)$ is part of $T$; and now it is clear that $T=T \theta \theta^{*}=V$. Thus $\theta \theta^{*}$ is in irreducible group of automorphisms, as we wanted to show.

Lemma 1. The following properties of the group $G$ are equivalent:
(i) $G$ is locally finite.
(ii) If the epimorphic image $H$ of $G$ is not locally finite, then there exists a minimal normal subgroup of $H$ and there exists a normal subgroup $N \neq 1$ of $H$ such that $H$ induces in $N$ a locally finite group of automorphisms.
(iii) Every epimorphic image $H \neq 1$ of $G$ possesses a locally finite normal subgroup $N \neq 1$.
(a) If $J$ is the intersection of all the normal subgroups $X$ of $G$ with locally finite $G / X$, then $G / J$ is locally finite.
(b) If the normal subgroup $X$ of $G$ with locally finite $G / X$ is itself not locally finite, then there exists a normal subgroup $Y$ of $G$ with $Y \subset X$ such that $X / Y$ is locally finite or nilpotent. (c) If an epimorphic image of $G$ is not locally finite, then it possesses a minimal normal subgroup.

Terminological Reminder. A group is nilpotent, if every epimorphic image, not 1 , has a center, not 1 .

Notes I. If the minimum condition is satisfied by the normal subgroups of $G$, then every epimorphic image, not 1 , of $G$ possesses a minimal normal subgroup. Furthermore there exists among the normal subgroups $X$ of $G$ with locally finite $G / X$ a minimal one, say $M$. If $K$ is a normal subgroup of $G$ with locally finite $G / K$, then $M \cap K$ is a normal subgroup of $G$ and $G /(M \cap K)$ is isomorphic to a subgroup of the direct product of the locally finite groups $G / M$ and $G / K$. Hence $G /(M \cap K)$ is likewise locally finite; and we deduce $M=M \cap K \subseteq K$ from the minimality of $M$. It follows that $M$ is the intersection $J$ of
all the normal subgroups $X$ of $G$ with locally finite $G / X$, showing the local finiteness of $G / J$. Thus we have seen that in the presence of the minimum condition for normal subgroups of $G$ condition (iv.a) and the first half of condition (ii) may be omitted.
II. Dr. Karl Gruenberg (London) has pointed out to me that the group $G$ is-as a consequence of our Proposition-locally finite, if the minimum condition is satisfied by the normal subgroups of $G$ and if a finite term of the derived series of $G$ equals 1 . This fact is, by Note I, an obvious special case of Lemma 1: the equivalence of (i) and (iv). It was this suggestion of Dr. Gruenberg which led us to the present Lemma 1.

Proof. For future use in this proof we restate first two well known properties of local finiteness:
(1) An extension of a locally finite group by a locally finite group is a locally finite group.
(2) Products of locally finite normal subgroups are locally finite normal subgroups.

For the proofs of (1) and (2) see Specht [p. 141, Satz 40*].
Since epimorphic images of locally finite groups are locally finite, condition (ii) is an immediate consequence of (i). -Assume next the validity of (ii) and consider a homomorphic image $H \neq 1$ of $G$. We want to show then the existence of a locally finite normal subgroup, not 1 , of $H$. This is certainly the case, if $H$ itself is locally finite. Hence we assume next that $H$ is not locally finite. Then there exists, by (ii), a normal subgroup $N \neq 1$ of $H$ such that $H$ induces in $N$ a locally finite group of automorphisms. If $N$ happens to be locally finite, then we have again reached our goal; and thus we assume next that $N$ is not locally finite. There exist normal subgroups $X$ of $H$ with $N \cap X=1$; and among these there exists a maximal one, say $L$ [Maximum Principle of Set Theory]. Then $N \cap L=1$ so that $N L / L \cong N$. Hence $N L / L$ is a non locally finite normal subgroup of the epimorphic image $H / L$ of $H$ and $G$. Thus $H / L$ itself is not locally finite; and a second application of condition (ii) shows the existence of a minimal normal subgroup $K / L$ of $H / L$. From the maximality of $L$ we deduce that the normal subgroup $N \cap K$ of $H$ is different from 1. If $X$ is a normal subgorup of $H$ with $1 \subset X \subseteq N \cap K$, then $X \cap L=1$ so that $L \subset L X \subseteq K$. From the minimality of $K / L$ we deduce $K=L X$; and from Dedekind's modular law it follows that $N \cap K=X(N \cap K \cap L)=X$. Hence $N \cap K$ is a minimal normal subgroup of $H$. Denote by $C$ the centralizer of $N \cap K$ in $H$. Then $C$ is a normal subgroup of $H$ and $H / C$ is essentially the same as the group of automorphisms, induced in
$N \cap K$ by $H$. This latter group is an epimorphic image of the group of automorphisms, induced in $N$ by $H$, which is locally finite. Thus $H / C$ is locally finite. If $N \cap K \cap C=1$, then $N \cap K$ is isomorphic to the subgroup $C(N \cap K) / C$ of the locally finite group $H / C$; and we have found a desired locally finite normal subgroup, not 1, of $H$. If $N \cap K \cap C \neq 1$, then we deduce $N \cap K=N \cap K \cap C \subseteq C$ from the minimality of $N \cap K$; and this implies the commutativity of $N \cap K$. The minimality of the normal subgroup $N \cap K$ of $H$ is equivalent with the irreducibility of the group of automorphisms, induced in $N \cap K$ by $H$. Since $N \cap K$ is abelian, and since the induced irreducible group of automorphisms is locally finite, we may apply our Proposition (b). Thus $N \cap K$ is an elementary abelian $p$-group; and as such it is locally finite. This completes the derivation of (iii) from (ii).

Assume next the validity of (iii). Form the product $P$ of all the locally finite normal subgroups of $G$. This is by (2) a locally finite characteristic subgroup of $G$. If $P \neq G$, then we could deduce from (iii) the existence of a locally finite normal subgroup $Q / P \neq 1$ of $G / P$. Then $Q$ is an extension of the locally finite group $P$ by the locally finite group $Q / P$; and we deduce from (1) the local finiteness of $Q$. Hence $Q \cong P \subseteq Q$ by the construction of $P$ so that $P=Q$ and $Q / P=1$, a contradiction. Consequently $G=P$ is locally finite; and we have proved the equivalence of (i)-(iii).

If $G$ is locally finite, then the intersection $J$, occurring in (iv.a), is equal to 1 and $G / J=G$ is locally finite; and (iv.b) is satisfied because of the absence of normal subgroups of $G$ which are not locally finite. Likewise (iv.c) is satisfied by default because of the absence of epimorphic images which are not locally finite. Thus (iv) is a consequence of (i).

Assume finally the validity of (iv). Then $G / J$ is locally finite by (iv.a), if $J$ is the intersection of all normal subgroups $X$ with locally finite $G / X$. Assume by way of contradiction that $J$ is not locally finite. Then there exists by (iv.b) a normal subgroup $N$ of $G$ with $N \subset J$ such that $J / N$ is locally finite or nilpotent. If we let $G^{*}=G / N$ and $J^{*}=J / N$, then $J^{*}$ is a normal subgroup of $G^{*}$ with locally finite $G^{*} / J^{*}$ and $J^{*}$ is locally finite or nilpotent.

Assume first that $J^{*}$ is nilpotent. Since every epimorphic image of $G^{*}$ is an epimorphic image of $G$, we deduce from (iv.c):
$(+)$ If an epimorphic image of $G^{*}$ is not locally finite, then it possesses a minimal normal subgroup.

Consider next an epimorphism $\sigma$ of $G^{*}$ upon some group which is not locally finite. Since $G^{*} / J^{*}$ is locally finite, $G^{* \sigma}$ is not an epimorphic image of $G^{*} / J^{*}$ so that $J^{* \sigma} \neq 1$. Since $J^{*}$ is nilpotent, so is $J^{* \sigma}$. It follows that the center $Z$ of $J^{* \sigma}$ is different from 1 . Since $Z$ is a
characteristic subgroup of the normal subgroup $J^{* \sigma}$ of $G^{* \sigma}$, it is a normal subgroup of $G^{* \sigma}$. Since $Z$ is centralized by $J^{* \sigma}$, the group of automorphisms, induced in $Z$ by $G^{* \sigma}$, is an epimorphic image of $G^{* \sigma} / J^{* \sigma}$ and hence of the locally finite group $G^{*} / J^{*}$. Thus we have shown:
$(++)$ If an epimorphic image of $G^{*}$ is not locally finite, then it possesses a normal subgroup, not 1 , in which it induces a locally finite group of automophisms.

Combining ( + ) and ( ++ ) we see that condition (ii) is satisfied by $G^{*}$. Hence $G^{*}=G / N$ is locally finite. Consequently $N \subset J \subseteq N$ by the definition of $J$, a contradiction showing that $J / N$ is locally finite. But then $G / N$ is an extension of the locally finite group $J / N$ by the locally finite group $G / J$ so that $G / N$ is by (1) locally finite. Again we obtain the impossible $N \subset J \subseteq N$. This contradiction shows that $J$ is locally finite. Hence $G$ is, by (1), locally finite as an extension of the locally finite group $J$ by the locally finite group $G / J$. Thus (i) is a consequence of (iv) and we have shown the equivalence of conditions (i)-(iv).

As usual we say that a group is almost-abelian, if it possesses an abelian subgroup of finite index. The principal more or less well known properties of almost-abelian groups that we are going to need are collected in the following

Lemma 2. Assume that $G$ is an almost-abelian torsion group.
(a) $G$ is locally finite and possesses an abelian normal subgroup of finite index in $G$.
(b) Every abelian normal subgroup of finite index in $G$ is a product of finite abelian normal subgroups of $G$.
(c) $G$ is an m-group if, and only if, the minimum condition is satisfied by the normal subgroups of $G$.

Terminological Note. The group $G$ is an $\boldsymbol{m}$-group, if the minimum condition is satisfied by the subgroups of $G$.

Proof. If $A$ is an abelian subgroup of finite index in $G$, then $A$ possesses but a finite number of conjugates in $G$, since the normalizer of $A$ contains $A$ and has therefore finite index in $A$. By Poincaré's Theorem the intersection $B$ of the subgroups conjugate to $A$ in $G$ has finite index too and is, naturally, an abelian normal subgroup of $G$.If $U$ is a finitely generated subgroup of $G$, then $U /(U \cap B) \cong U B / B$ is finite. It follows that $U \cap B$ is finitely generated; cp. e.g. Baer [1; p. 396, (1.3)]. The finitely generated subgroup $U \cap B$ of the abelian
torsion group $B$ is finite as is $U /(U \cap B)$ and hence $U$ is finite. This completes the proof of (a).

If $K$ is an abelian normal subgroup of $G$ with finite $G / K$, then $G$ induces in $K$ a finite group of automorphisms. Hence $t^{G}$ is, for every element $t$ in $K$, a finite class of conjugate elements. The finitely generated abelian torsion group $\left\{t^{G}\right\}$ is a finite abelian normal subgroup of $G$, proving (b).

Assume that the minimum condition is satisfied by the normal subgroups of $G$. There exists by (a) an abelian normal subgroup $N$ of $G$ with finite $G / N$. Thus $G$ induces in $N$ a group of automorphisms of finite order $n$. An immediate application of Baer [2; p. 4, Lemma 1] shows that $N$ is an $m$-group. Since $G / N$ is finite and $N$ an $m$-group, $G$ is an $m$-group, proving (c).

Theorem. If the irreducible group $\Gamma$ of automorphisms of the [non-trivial] abelian group $A$ is an almost-abelian torsion group, then
(A) $A$ is an elementary abelian p-group,
(B) the centralizer $\Delta$ of $\Gamma$ [within the ring of endomorphisms of $A]$ is a commutative, absolutely algebraic field of characteristic $p$,
(C) the rank of $A$ over $\Delta$ is finite,
(D) $\Gamma$ is of finite rank.

Note on Terminology. The group $X$ is of finite rank, if there exists a positive integer $n$, the rank of $X$, such that every finitely generated subgroup of $X$ may be generated by $n$ [or fewer] elements.

Note on Hypotheses. It is a consequence of Lemma 2, (a) that $\Gamma$ is locally finite. But this hypothesis which sufficed for the Proposition is not sufficient under the present circumstances as may be seen from the following construction: Suppose that $A$ is a countably infinite, elementary abelian $p$-group. Denote by $\Gamma$ the set of all automorphisms $\sigma$ of $A$ with the property:

The subgroup of fixed elements of $\sigma$ has finite index in $A$.
It is easy to see that this set $\Gamma$ of automorphisms of $A$ is a locally finite group and that it is an irreducible group of automorphisms of $A$. The centralizer $\Delta$ of $\Gamma$ [within the ring of endomorphisms of $A$ ] is the prime field of characteristic $p$ so that the rank of $A$ over $\Delta$ is infinite. Hence (C) does not hold and (D) does not hold either.

Proof. $\quad \Gamma$ is by Lemma 2, (a) locally finite so that properties (A) and (B) are immediate consequences of the Proposition. Before effecting
the general proof of (C) we treat the following
Special Case. $\Delta$ is algebraically closed.
We may consider $A$ as a vector space over $\Delta$ and the $\Delta$-admissible subgroups of $A$ we may consequently term subspaces. If $U$ is a subset of $A$, then we denote by [ $U$ ] the subspace $\sum_{u \in v} u \Delta$ of $A$ spanned by $U$.

Let $\theta$ be a finite abelian normal subgroup of $\Gamma$ and $\sigma$ a homomorphism of $\theta$ into the multiplicative group of roots of unity in $\Delta$. Then we term the subspace $S$ of $A$ a $\sigma$-subspace [or more precisely a $\theta-\sigma$-subspace] of $A$, if

$$
x \alpha=x \alpha^{\sigma} \text { for every } x \text { in } S \text { and every } \alpha \text { in } \theta .
$$

There exists an element $v \neq 0$ in $A$ and $v \theta$ is a finite subset of $A$, since $\theta$ is finite. Hence $[v \theta]$ is a subspace, not 0 , of $A$ which is of finite positive rank and $\theta$-admissible. Consequently there exists among the $\theta$-admissible subspaces of finite, positive rank one $R$ of minimal rank. In $R$ a finite abelian group $\theta^{*}$ of automorphisms [= linear transformations] is induced by $\theta$. From the minimality of the rank of $R$ we deduce

$$
R=[r \theta]=\left[r \theta^{*}\right] \text { for every } r \neq 0 \text { in } R .
$$

The ring $\Delta$ of endomorphisms of $R$ which is spanned by $\theta^{*}$ and $\Delta$ is commutative, since $\theta^{*}$ and $\Delta$ are commutative and centralize each other; and 0 and $R$ are the only $A$-admissible subgroups of $R$. Application of Schur's Lemma-cp. Jacobson [p. 26, Theorem 2]-shows that the centralizer $\Lambda^{*}$ of $\Lambda$ [within the ring of endomorphisms of $R$ ] is a field. From the commutativity of $\Lambda$ we deduce $\Lambda \cong \Lambda^{*}$. Hence $\Delta$ is part of some commutative field of characteristic $p$. All the roots of unity of this field are already contained in the algebraically closed subfield $\Delta$. Since $\theta^{*}$ is finite and contained in $\Lambda$, the elements in $\theta^{*}$ are roots of unity and belong therefore to $\Delta$. If $\sigma$ is the homomorphism of $\theta$ which maps every element upon the automorphism it induces in $R$, then $\sigma$ is the epimorphism of $\theta$ upon $\theta^{*} \cong \Delta$ with $r \alpha=r \alpha^{\sigma}$ for every $r$ in $R$ and $\alpha$ in $\theta$. Thus $R$ is a $\sigma$-subspace of $A$; and from the minimality of the positive rank of $R$ we deduce that the rank of $R$ is 1 . Thus we have shown:
(1) If $\theta$ is a finite abelian normal subgroup of $\Gamma$, then there exists a $\sigma$-subspace of rank 1 of $A$ for some homomorphism $\sigma$ of $\theta$ into $\Delta$.

If $\sigma$ is a homomorphism of the finite abelian normal subgroup $\theta$ of $\Gamma$ into $\Delta$, then there exist $\sigma$-subspaces of $A$ [like 0$]$ and the sum $A(\sigma)=A(\theta, \sigma)$ of all the $\sigma$-subspaces of $A$ is again a $\sigma$-subspace of $A$.

If $\gamma$ is an automorphism in $\Gamma$, then mapping the automorphism $\alpha$ in the finite abelian normal subgroup $\theta$ of $\Gamma$ upon $\gamma \alpha \gamma^{-1}=\alpha^{\gamma^{-1}}$ is an automorphism of $\theta$ and mapping the automorphism $\alpha$ in $\theta$ upon $\alpha^{\gamma^{-1} \sigma}$ is a homomorphism $\gamma^{-1} \sigma$ of $\theta$ in $\Delta$. Since the numbers in $\Delta$ commute with the automorphisms in $\Gamma$, we find that

$$
x \gamma \alpha=x \alpha^{\gamma^{-1}} \gamma=x\left(\alpha^{\gamma^{-1}}\right)^{\sigma} \gamma=x \gamma\left(\alpha^{\gamma^{-1}}\right)^{\sigma}=x \gamma \alpha^{\gamma^{-1} \sigma}
$$

for every $x$ in $A(\sigma)$ and $\alpha$ in $\theta$. This proves:
(2) If $\theta$ is a finite abelian normal subgroup of $\Gamma$, if $\sigma$ is a homomorphism of $\theta$ into $\Delta$ and $\gamma$ is an automorphism in $\Gamma$, then

$$
A(\sigma) \gamma=A\left(\gamma^{-1} \sigma\right)
$$

Consider again a finite abelian normal subgroup $\theta$ of $\Gamma$ and a finite set $\Xi$ of homomorphisms $\sigma$ of $\theta$ into $\Delta$ with $A(\theta, \sigma) \neq 0$. If the sum of the $A(\sigma)$ with $\sigma$ in $\Xi$ were not their direct sum, then there would exist a minimal subset $\Xi^{\prime}$ of $\Xi$ such that the sum of the $A(\sigma)$ with $\sigma$ in $\Xi^{\prime}$ is not their direct sum. It is clear that $\Xi^{\prime}$ contains at least two homomorphisms. Hence we may number the homomorphisms in $\Xi^{\prime}$ as follows: $\sigma(0), \sigma(1), \cdots, \sigma(k)$ with $0<k$. Because of the minimality of $\Xi^{\prime}$ we have: $S=\sum_{i=1}^{k} A[\sigma(i)]$ is the direct sum of the $A[\sigma(i)]$, but $\sum_{i=0}^{k} A[\sigma(i)]$ is not. Hence

$$
A[\sigma(0)] \cap S \neq 0 .
$$

Consequently there exists an element $s \neq 0$ in $A[\sigma(0)] \cap S$. Clearly

$$
s=\sum_{i=1}^{k} s_{i} \quad \text { with } s_{i} \text { in } A[\sigma(i)]
$$

If some $s_{i}$ were 0 , then $s$ would belong to $A[\sigma(0)] \cap \sum_{j \neq i} A[\sigma(j)]$ so that this intersection were not 0 and the sum of the $A[\sigma(j)]$ with $j \neq i$ were not their direct sum contradicting the minimality of $\Xi^{\prime}$. Thus $s_{i} \neq 0$ for $i=1, \cdots, k$. If $\alpha$ is an automorphism in $\theta$, then

$$
\sum_{i=1}^{k}\left(s_{i} \alpha^{\sigma(0)}\right)=s \alpha^{\sigma(0)}=s \alpha=\sum_{i=1}^{k}\left(s_{i} \alpha\right)=\sum_{i=1}^{k}\left(s_{i} \alpha^{\sigma(i)}\right) .
$$

Since $S$ is the direct sum of the $A[\sigma(i)]$ with $i=1, \cdots, k$, we deduce $s_{i} \alpha^{\sigma(0)}=s_{i} \alpha^{\sigma(i)}$ for $i=1, \cdots, k$ from this equation. Since every $s_{i} \neq 0$ and every $\alpha^{\sigma}$ is a number in the field $\Delta$, we conclude $\alpha^{\sigma(0)}=\alpha^{\sigma(i)}$ for every $i$. Since this last equation is true for every $\alpha$ in $\theta$, we have shown $\sigma(0)=\sigma(i)$ for $i=1, \cdots, k$; and this is impossible. Thus we have shown that the sum of the $A(\sigma)$ with $\sigma$ in $E$ is their direct sum.

Let now $B$ be the sum of all the $A(\sigma) \neq 0$. Then the result of the preceding paragraph of our proof shows that $B$ is the direct sum
of the $A(\sigma)$, If $\gamma$ is an automorphism in $\Gamma$, then we deduce $B=B \gamma$ from (2). Since $B \neq 0$ is therefore a $\Gamma$-admissible subspace of $A$, and since $\Gamma$ is an irreducible group of automorphisms, we have $B=A$. If finally $n$ is the exponent of $\theta$ [so that $\theta^{n}=1$ ], then $\theta$ is mapped by every homomorphism $\sigma$ of $\theta$ into $\Delta$ into the finite group of $n$th roots of unity in the field $\Delta$. Hence there exists only a finite number of homomorphisms of $\theta$ into $\Delta$. We summarize these results as follows:
(3) If $\theta$ is a finite abelian normal subgroup of $\Gamma$, then $A$ is the direct sum of the finitely many $A(\theta, \sigma) \neq 0$ [with $\sigma$ a homomorphism of $\theta$ into 4$]$.

Next we recall that $\Gamma$ is an almost-abelian torsion group. Application of Lemma 2 shows the existence of an abelian normal subgroup $A$ of $\Gamma$ with finite $\Gamma / \Lambda$; and $\Lambda$ is the product of finite normal subgroups of $\Gamma$. Let $h=[\Gamma: \Lambda]$.

Consider next a finite abelian normal subgroup $\theta$ of $\Gamma$ with $\theta \subseteq \Lambda$. If $\lambda$ is an automorphism in $\Lambda$, then $\lambda$ induces the identity automorphism in $\theta$ [since $\Delta$ is abelian]. If $\sigma$ is a homomorphism of $\theta$ into $\Delta$, then $\sigma=\lambda \sigma$; and consequently there exist at most $h$ distinct homomorphisms of the form $\gamma \sigma$ for $\gamma$ in $\Gamma$. Assume now that the homomorphism $\sigma$ of $\theta$ into $\Delta$ has the additional property $A(\sigma) \neq 0$. Denote the distinct homomorphisms of the form $\gamma \sigma$ for $\gamma$ in $\Gamma$ by $\sigma(1), \cdots, \sigma(k)$. Then $k \leqq h$. The subspace $S=\sum_{i=1}^{k} A[\sigma(i)]$ is different from 0 ; and $S$ is $\Gamma$-admissible because of (2). Application of the irreducibility of $\Gamma$ shows $S=A$. From (3) we deduce now that $S$ is the direct sum of the $A[\sigma(i)]$ and that to every homomorphism $\sigma^{\prime}$ of $\theta$ into $\Delta$ with $A\left(\sigma^{\prime}\right) \neq 0$ there exists an $i$ with $\sigma^{\prime}=\sigma(i)$. If we say now that $\sigma$ is a relevant homomorphism of $\theta$, if $\sigma$ is a homomorphism of $\theta$ into $\Delta$ with $A(\theta, \sigma) \neq 0$, then we may express our results as follows:
(4) If the finite abelian normal subgroup $\theta$ of $\Gamma$ is part of $A$, then there exist at most $h$ relevant homomorphisms $\sigma$ of $\theta$; and if $\sigma^{\prime}, \sigma^{\prime \prime}$ are relevant homomorphisms, then there exists an automorphism $\gamma$ in $\Gamma$ with $\sigma^{\prime}=\gamma \sigma^{\prime \prime}$.

Because of (4) there exists among the finite abelian normal subgroups of $\Gamma$ which are contained in $\Lambda$ one, say $\Lambda^{*}$, with a maximum number of relevant homomorphisms.

Suppose now that $\theta$ is a finite abelian normal subgroup of $\Gamma$ with $\Lambda^{*} \cong \theta \cong \Lambda$. If $\sigma$ is a relevant homomorphism of $\theta$ and $\sigma^{*}$ is the restriction of $\sigma$ to $\Lambda^{*}$, then

$$
x \alpha^{\sigma *}=x \alpha^{\sigma}=x \alpha \text { for } x \text { in } A(\theta, \sigma) \text { and } \alpha \text { in } \Lambda^{*} .
$$

It follows that $\boldsymbol{A}(\theta, \sigma) \cong A\left(\Lambda^{*}, \sigma^{*}\right)$. Hence $\sigma^{*}$ is a relevant homomorphism of $\Lambda^{*}$. But $A$ is by (3) both the direct sum of all the $A(\theta, \sigma)$
with relevant $\sigma$ and all the $A\left(\Lambda^{*}, \tau\right)$ with relevant $\tau$. This implies in particular that $A\left(\Lambda^{*}, \tau\right)$ is for every relevant $\tau$ the direct sum of all the $A(\theta, \sigma)$ with relevant $\sigma$ such that $\sigma^{*}=\tau$, since we have $A(\theta, \sigma) \subseteq A\left(\Lambda^{*}, \sigma^{*}\right)=A\left(\Lambda^{*}, \tau\right)$. Hence the mapping $\sigma \rightarrow \sigma^{*}$ is a single valued mapping of the set of all the relevant homomorphisms of $\theta$ upon the full set of all the relevant homomorphisms of $A^{*}$. Because of the maximality of the number of relevant homomorphisms of $\Lambda^{*}$ it follows that this mapping is actually one-to-one. This implies in particular that $A(\theta, \sigma)=A\left(\Lambda^{*}, \sigma^{*}\right)$ for every relevant homomorphism $\sigma$ of $\theta$. Thus we have shown the following facts:
(5) If $\sigma$ is a relevant homomorphism of $\Lambda^{*}$, if $\theta$ is a finite abelian normal subgroup of $\Gamma$ with $\Lambda^{*} \cong \theta \subseteq \Lambda$, then there exists one and only one relevant homomorphism $\sigma^{\prime}$ of $\theta$ with

$$
\begin{gathered}
A\left(A^{*}, \sigma\right)=A\left(\theta, \sigma^{\prime}\right) \text { and } \\
x \alpha^{\sigma}=x \alpha^{\sigma^{\prime}}=x \alpha \text { for every } x \text { in } A\left(\Lambda^{*}, \sigma\right) \text { and } \alpha \text { in } A^{*} .
\end{gathered}
$$

By (1) there exists at least one relevant homomorphism $\sigma$ of $\Lambda^{*}$. Let $S=A\left(\Lambda^{*}, \sigma\right)$. If $\lambda$ is an automorphism in $\Lambda$, then there exists a finite abelian normal subgroup $\theta$ of $\Gamma$ which contains $\Lambda^{*}$ and $\lambda$ and which in turn is contained in $\Lambda$, since $\Lambda$ is the product of finite abelian normal subgroups of $\Gamma$. By (5) there exists one and only one relevant homomorphism $\sigma^{\prime}$ of $\theta$ with $S=A\left(\theta, \sigma^{\prime}\right)$. It follows in particular that $S=S \lambda$ and that the automorphism induced in $S$ by $\lambda$ is just the multiplication by the number $\lambda^{\sigma^{\prime}}$ in 4 . Thus we have shown:
(6) $S=S \Lambda$ and the automorphisms induced in $S$ by elements in $\Lambda$ are multiplications by numbers in 4 .

If $t \neq 0$ is some element in $S$, then $T=t \Delta$ is a subspace of rank 1. By (6) we have $T=T \Lambda \cong S$. The automorphisms in $\Gamma$ map $T$ upon subspaces of rank 1 ; and because of $T=T \Lambda$ and $[\Gamma: \Lambda]=h$ the number of these subspaces is finite and does not exceed $h$. The sum of these subspaces $T \gamma$ for $\gamma$ in $\Gamma$ is different from 0 and it is $\Gamma$-admissible. Because of the irreducibility of $\Gamma$ it is $A$; and thus we have shown that $A$ is the sum of finitely many subspaces of rank 1 . Since their number does not exceed $h$, we have shown:
(7) the rank of $A$ over $\Delta$ does not exceed $h$.

By (7) we have proven (C) in the special case.
Reduction of the general case to the special case. We note first that $\Delta$ is by (B) a commutative, absolutely algebraic field of characteristic $p$. Let $\Delta^{*}$ be the algebraic closure of 4 . Then there exists a vector
space $V$ over $\Delta^{*}$ with the following properties:
(i) $A$ is a subgroup of $V$ and the subfield $\Delta$ of $\Delta^{*}$ operates on $A$ in the preassigned way.
(ii) The $\Delta^{*}$-vector space $V$ is spanned by its subset $A$.
(iii) There exists a group $\Gamma^{*}$ of $\Delta^{*}$-automorphisms of $V$ such that $A$ is $\Gamma^{*}$-admissible and mapping every automorphism in $\Gamma^{*}$ upon its restriction on $A$ effects an isomorphism of $\Gamma^{*}$ upon $\Gamma$.

Denote by $\Gamma^{* *}$ the group of automorphisms of the additive group $V$, generated by $\Gamma^{*}$ and the multiplications by elements, not 0 , in $\Delta^{*}$. The isomorphic groups $\Gamma$ and $\Gamma^{*}$ are almost-abelian torsion groups. Since $\Delta^{*}$ is an absolutely algebraic field of characteristic $p$, its multiplicative group is an abelian torsion group. Since $\Gamma^{*}$ and $\Delta^{*}$ centralize each other, $\Gamma^{* *}$ is an almost-abelian torsion group.

We don't claim that $\Gamma^{* *}$ is an irreducible group of automorphisms of $V$. Hence we consider the $\Gamma^{* *}$-admissible subgroups $X$ of $V$ [these are exactly the $\Gamma^{*}$-admissible $\Delta^{*}$-subspaces of $V$ ] which satisfy $A \cap X=0$. There exist such subgroups $X$ as for instance $X=0$. Application of the maximum principle of set theory shows that among these subgroups $X$ there exists a maximal one, say $M$. We may form the $\Delta^{*}$-vector space $V / M$ and $\Gamma^{* *}$ induces on $V / M$ a group of linear transformations $\Xi$ which, as an epimorphic image of $\Gamma^{* *}$, is an almost-abelian torsion group.

Suppose that $S / M$ is a $\Xi$-admissible subspace, not 0 , of $V / M$. Then $S$ is a $\Gamma^{* *}$-admissible subspace of $V$ with $M \subset S$. Because of the maximality of $M$ we have $S \cap A \neq 0$. Because of the irreducibility of $\Gamma$ the subgroup of $A$ which is spanned by the $\Gamma$-admissible subset ( $S \cap A$ ) $\Gamma$ is $A$. It follows from (i) to (iii) that $V$ is spanned by the subset $(S \cap A) \Gamma^{* *}$. Hence $S=V$, proving that $\Xi$ is an irreducible group of automorphisms of $V / M$. Its centralizer contains $\Delta^{*}$. Since $\Delta^{*}$ is algebraically closed, and since the centralizer of the irreducible, almost-abelian torsion group $E$ of automorphisms is, by Lemma 2, (a) and the Proposition, absolutely algebraic, $\Delta^{*}$ is exactly the centralizer of $\Xi$ [within the ring of endomorphisms of $V / M$ ]. Application of the Special Case shows that the rank of $V / M$ over $4^{*}$ is finite. From $M \cap A=0$ and (i)-(iii) we deduce that the ranks of $A$ over $\Delta$ and of $V / M$ over $\Delta^{*}$ are equal. Hence the rank of $A$ over $\Delta$ is finite, proving (C).

Since $\Delta$ and $\Lambda$ centralize each other, we may form the product $\phi$ of the abelian group $\Lambda$ and the multiplicative subgroup of the, by (B), commutative field $\Delta$. It is clear that $\phi$ is an abelian group of automorphisms of $A$. The group $\Lambda$ is a torsion group as a subgroup of the torsion group $\Gamma$. The field $\Delta$ is by (B) an absolutely algebraic field of prime characteristic so that its multiplicative group is a group of
roots of unity and hence a torsion group. The abelian group $\phi$ is therefore a product of two torsion subgroups and hence is a torsion group. Next we note that a subgroup of $A$ is $\phi$-admissible if, and only if, it is a $A$-admissible $\Delta$ - subspace of $A$.

Since the rank of $A$ over $\Delta$ is, by (C), finite, and since $\phi$-admissible subgroups of $A$ are subspaces of $A$, there exists among the $\phi$-admissible subspaces, not 0 , of $A$ one $D$ of minimal positive rank. The abelian group $\phi$ of automorphisms of $A$ induces in $D$ an abelian group $\phi^{*}$ of automorphisms. If $X \neq 0$ is a $\phi^{*}$-admissible subgroup of $D$, then $X$ is $\phi$-admissible and hence a subspace of $A$. Because of the minimality of the rank of $D$, the subspaces $X$ and $D$ have the same rank; and this implies $X=D$ so that $\phi^{*}$ is an irreducible group of automorphisms of D. It is a consequence of Schur's Lemma-cp. Jacobson [p. 26, Theorem 2]-that the centralizer $\phi^{* *}$ of $\phi^{*}$ within the ring of endomorphisms of $D$ is a [not necessarily commutative] field. But $\phi^{*}$ is a subgroup of the center of $\phi^{* *}$ which is a commutative field. Furthermore $\phi^{*}$ is a torsion group as an epimorphic image of $\phi$. Thus we see that $\phi^{*}$ is a subgroup of the group of roots of unity of a commutative field and as such $\phi^{*}$ is an abelian torsion group of rank 1.

Since $D \neq 0$ is $\phi$-admissible, $D$ is a $A$-admissible subspace of $A$. Since $\Gamma / \Lambda$ is finite, $D \Gamma$ is a finite set of subspaces of $A$. The sum $T=\sum_{\sigma \in \Gamma} D \sigma$ of these finitely many subspaces is a $\Gamma$-admissible subspace of $A$; and we deduce $T=A$ from the irreducibility of $\Gamma$. Denote by $D_{1}, \cdots, D_{f}$ the finitely many distinct subspaces of the form $D \sigma$ with $\sigma$ in $\Gamma$; and denote by $A_{i}$ the totality of automorphisms in $\Lambda$ which induce the identity automorphism in $D_{i}$. If [as we may assume without loss in generality] $D=D_{1}$, then $\Lambda / \Lambda_{1}$ is essentially the same as a subgroup of $\phi^{*}$ showing that $\Lambda / \Lambda_{1}$ is of rank 1. If $D_{i}=D_{1} \sigma$, then $\Lambda_{i}=\sigma^{-1} \Lambda_{1} \sigma$ proving the isomorphy $\Lambda / \Lambda_{i} \simeq \Lambda / \Lambda_{1}$. Hence all the $\Lambda / \Lambda_{i}$ are abelian torsion groups of rank 1. An automorphism in $\Lambda$ belongs to $\Lambda_{1} \cap \cdots \cap \Lambda_{f}$ if, and only if, it induces the identity automorphism in all the $D \sigma$ with $\sigma$ in $\Gamma$ and hence in their sum $T=A$. Thus $\Lambda_{1} \cap \cdots \cap \Lambda_{f}=1$; and this shows that $\Lambda$ is isomorphic to a subgroup of the direct product of the $f$ isomorphic groups $\Lambda / \Lambda_{i}$ of rank 1 . Hence $\Lambda$ is an abelian group of rank not exceeding $f$. But $\Gamma / \Lambda$ is finite [and $\Gamma$ is locally finite by Lemma 2, (a)] proving that $\Gamma$ too is of finite rank.

Remark 2. The reader should notice that throughout the proof of Properties (C) and (D) we have not fully used the requirement that $\Gamma$ be an irreducible group of automorphisms. All we used is the fact that $\Gamma$ is an irreducible group of linear transformations of $A$ over $\Delta$.

Remark 3. It is impossible to prove (D) in the stronger form:

For let $K$ be the algebraically closed, absolutely algebraic field of characteristic a prime $p$. If we denote by $A$ the additive group of $K$, then every element, not 0 , in $K$ induces in $A$ an automorphism by multiplication. The group $A$ of these automorphisms of $A$ is clearly irreducible and an abelian torsion group of rank 1 . But it is not an $\boldsymbol{m}$-group, since it contains elements of every positive order prime to $p$. For a similar construction see Duguid-McLain.

If $\Gamma$ is a group of automorphisms of the abelian group $A$, then a ring $\Lambda$ of endomorphisms of $A$ is spanned by $\Gamma$. It is clear that $\Gamma$ and $A$ are centralized by the same automorphisms of $A$ and that a subgroup of $A$ is $\Gamma$-admissible if, and only if, it is $A$-admissible. In particular $\Gamma$ is an irreducible group of automorphisms of $A$ if, and only if, $\Lambda$ is an irreducible ring of endomorphisms of $A$. Because of this relation between $\Gamma$ and $\Lambda$ it is possible to express our results more forcefully within the framework of the theory of endomorphism rings.

The following lemma puts a number of well known results in a form convenient for our applications.

Lemma 3. The following properties of the vector space $V$ of rank $>1$ over the [not necessarily commutative] field 4 are equivalent:
(a) The rank of $V$ over $\Delta$ is finite.
(b) If $\Delta$ is the centralizer of the irreducible ring 4 of endomorphisms of the abelian group $V$, then $\Lambda$ is the centralizer of $\Delta$.
(c) There exists a finite irreducible group of linear transformations of the vector space $V$ over $\Delta$.

Notational Remark. The set $\Xi$ of endomorphisms of the abelian group $A$ is irreducible, if 0 and $A$ are the only $E$-admissible subgroups of $A$; and the set $A$ of linear transformations of the vector space $V$ over $\Delta$ is irreducible, if 0 and $V$ are the only $A$-admissible subspaces of $V$.-Groups of linear transformations consist of automorphisms.

Proof. Assume first that the rank of $V$ over $\Delta$ be finite. If $\Delta$ is the centralizer of the irreducible ring $A$ of endomorphisms of the abelian group $V$, then we apply the Density Theorem of Jacobson [p. 28] to see that $A$ is the ring of all linear transformations of the vector space $V$ over $\Delta$. Hence (b) is a consequence of (a).

Assume next that the rank of $V$ over $\Delta$ be infinite. Denote by $\Lambda$ the ring of all the linear transformations $\sigma$ of the vector space $V$ over $\Delta$ with the property:

The rank of the subspace $V \sigma$ of $V$ is finite.

If $S$ is a subspace of $V$ of finite co-rank, then the transformations in $\Lambda$ annihilating $S$ induce in the vector space $V / S$ over $\Lambda$ the ring of all linear transformations. This implies in particular that $\Delta$ is the centralizer of $\Lambda$. If $v \neq 0$ is an element in $V$, then $v \Lambda=V$. Since the rank of $V$ over $\Delta$ is infinite, $\Lambda$ is not the ring of all linear transformations of the vector space $V$ over $\Delta$. Thus (b) is not satisfied by $V$ and $\Delta$; and this shows that (a) is a consequence of (b), proving the equivalence of (a) and (b).

Assume again that the rank $n$ of $V$ over $\Delta$ be finite. Then there exists a finite basis $B$ of $V$ over $\Delta$. We distinguish two cases.

Case 1. The characteristic of $\Delta$ is not 2 .
Denote by $\theta$ the set of all the linear transformations $\sigma$ of $V$ over $\Delta$ with the property:
$\sigma$ is an automorphism of $V$ which maps every element in $B$ upon an element of the form $\pm b$ for $b$ in $B$.

It is clear that $\theta$ is a group whose order is $2^{n}(n!)$. The ring of endomorphisms of $V$ which is spanned by $\theta$ contains for every pair of elements $x, y$ in $B$ one and only one linear transformation $\lambda$ of $V$ over $\Delta$ such that $x \lambda=y$ and $b \lambda=0$ for $b \neq x$ in $B$. These form a soc. system of matrix units over $A$, showing that $\theta$ is a finite irreducible group of linear transformations of the vector space $V$ over $\Delta$.

Case 2. The characteristic of $\Delta$ is 2 .
Then $B$ generates a subgroup $C$ of the abelian group $V$ whose order is exactly $2^{n}$. Denote by $\theta$ the set of all the linear transformations $\sigma$ of the vector space $V$ over $\Delta$ with the property:
$\sigma$ induces an automorphism in the abelian group $C$.
Every $\sigma$ in $\theta$ is an automorphism of $V$ and $\theta$ is a group of automorphisms of $V$ which is essentially the same as the group of all the automorphisms of $C$. Since $C$ is finite, so is $\theta$. The ring of endomorphisms of $V$ which is spanned by $\theta$ contains for every pair $x, y$ of elements in $B$ one and only one linear transformation of $V$ over $\Delta$ which maps $x$ onto $y$ and all the other elements in $B$ upon 0 , since $\theta$ is transitive on the elements, not 0 , in $C$. These linear transformations form a soc. system of matrix units over $\Lambda$, showing again that $\theta$ is a finite irreducible group of linear transformations of the vector space $V$ over 4 . Thus we have shown in both cases that (c) is a consequence of (a).

Assume finally the validity of (c). Then there exists a finite irreducible group $\theta$ of linear transformations of the vector space $V$ over 4 . If $v \neq 0$ is an element in $V$, then $v \theta$ is a finite subset of $V$ which spans a subspace $S \neq 0$ of the vector space $V$ over 4 . Since
$S$ is $\theta$-admissible and $\theta$ is irreducible, we have $S=V$; and from the finiteness of $v \theta$ we deduce the finiteness of the rank of $V$. This completes the proof.

Corollary 1. The following properties of the irreducible ring 4 of endomorphisms of the abelian group $A$ and of the centralizer $\Delta$ of $A$ [within the ring of endomorphisms of $A$ ] are equivalent provided the rank of $A$ over $\Delta$ is $>1$ :
(i) $\Lambda$ is spanned by an almost abelian torsion group of automorphisms of $A$.
(ii) $\Delta$ is a commutative, absolutely algebraic field of prime number characteristic $p$ [so that $p A=0$ ] and the rank of $A$ over $\Delta$ is finite.
(iii) The rank of $A$ over $\Delta$ is finite and the group of automorphisms in 4 is locally finite.
(iv) $\Delta$ is the centralizer of $\Delta$ and the group of automorphisms in $\Lambda$ is locally finite.

Proof. It is the content of our Theorem that (ii) is a consequence of (i).-If (ii) is true, then we note that $\Lambda$ is a ring of linear transformations of the vector space $V$ over $\Delta$; and it is well known [and easily verified] that because of (ii) finite subsets of $\Lambda$ span finite subrings of $\Lambda$; cp. Proposition (c). Thus (iii) is a consequence of (ii).

Assume the validity of (iii). Because of the irreducibility of $\Lambda$ we may deduce from Schur's Lemma-see Jacobson [p. 26, Theorem 2]-that $\Delta$ is a [not necessarily commutative] field. Since the rank of $A$ over $\Delta$ is finite, we may apply Lemma 3. Consequently
$(+) \quad \Lambda$ is the ring of all linear transformations of the vector space $A$ over the field 4 ; and
$(++)$ there exists a finite irreducible group $\theta$ of linear transformations of the vector space $A$ over the field $\Delta$.

Denote by $\Gamma$ the group of all the automorphisms in $\Lambda$. Then we deduce from ( + ) easily [because of the finiteness of the rank] that $\Lambda$ is spanned by $\Gamma$ and that $\Gamma$ is consequently an irreducible group of automorphisms of $A$. Since $\Gamma$ is locally finite [by (iii)], it follows from our Proposition that $\Delta$ is a commutative field. Application of ( + ) shows that $\Delta$ is the center of $\Lambda$. Another application of $(+)$ shows that the group $\theta$ [of $(++)]$ is contained in $\Lambda$. If $\Delta^{*}$ is the multiplicative group of all the elements, not 0 , in $\Delta$, then $\Delta^{*} \theta$ is a subgroup of $\Gamma$ which is clearly an almost abelian torsion group of automorphisms of $A$. The irreducibility of this group of automorphisms of $A$ is a consequence of ( ++ ); and thus we have deduced (i) from (iii).

If the equivalent conditions (i)-(iii) are satisfied by $A$, then $\Lambda$ is by Lemma 3 the centralizer of $\Delta$ so that (iv) is a consequence of (i) to (iii).-Assume conversely the validity of (iv). If the rank of $A$ over $\Delta$ were infinite, then there would exist a linear transformation $\sigma$ of the vector space $A$ over $\Delta$ which induces a permutation of order 0 on some basis of $A$ over $\Delta$. Clearly $\sigma$ is an automorphism of $A$; and $\sigma$ belongs by (iv) to the group of automorphisms in $A$. This group is consequently not a torsion group; but, by (iv), it is locally finite. This contradiction shows the finiteness of the rank of $A$ over $\Delta$ so that (iii) is a consequence of (iv), completing the proof.

Remark 4. The reader should note that we have deduced (i) from (iii) in the following somewhat stronger form:
(i*) $\Lambda$ is spanned by a torsion group of automorphisms with finite central quotient group.

Inspection of this proof shows that we have deduced from (iii) the following facts [which are clearly contained in the equivalent conditions (i)-(iv)]:
$\Delta$ is part and hence the center of $\Lambda$ and $\Lambda$ contains a finite group $\theta$ of automorphisms such that the ring $\Lambda$ is spanned by $\Delta, \theta$.

It is then clear that every element in $\Lambda$ has the form

$$
\sum_{\sigma \in \theta} \delta(\sigma) \sigma \quad \text { with } \delta(\sigma) \text { in } \Delta .
$$

As $\Lambda$ may be considered as a vector space over its commutative subfield [its center] $\Delta$, we may conclude now that
$\Delta$ has finite rank over its center $\Delta$.
Remark 5. Condition (iii) is contained in conditions (ii) and (iv); and it is an immediate consequence of Lemma 3 that (iv) may be deduced from (iii). Thus (iv) appears somewhat weaker than (iii) and (iii) does not tell anything that it is not contained in the other conditions. Observation of the proofs shows that the insertion of (iii) has been convenient for them.

Remark 6. Suppose that $\Delta$ is a commutative, absolutely algebraic field of prime number characteristic $p$, that $V$ is a vector space of finite rank over $\Delta$ and that $\Lambda$ is the ring of all the linear transformations of $V$ over $\Delta$. Assume furthermore that $\Gamma$ is a group of automorphisms in $\Lambda$ spanning $\Lambda$. Then $\Gamma$ and $\Lambda$ are irreducible; and it is a consequence of Corollary 1 that
(*) $\Gamma$ is locally finite;
and we deduce from Lemma 3 the existence of a finite irreducible group $\theta$ of linear transformations of the vector space $V$ over $\Delta$. Since the ring $\Delta$ is spanned by $\Gamma$, and since $\theta$ is finite, there exists a finite subset $\Sigma$ of $\Gamma$ such that $\theta$ is part of the subring $\Sigma$. By (*) a finite subgroup $\bar{\Sigma}$ of $\Gamma$ is generated by $\Sigma$. Since $\Sigma$ and $\bar{\Sigma}$ span the same subring $\Sigma^{*}$ of $\Lambda$ which contains the irreducible group $\theta$ of linear transformations, we have shown:
${ }^{(* *)} \Gamma$ contains a finite irreducible group of linear transformations of $V$ over $\Delta$.

If it were known that the elements, not 0 , in $\Delta$ are contained in $\Gamma$, then we would have shown that $\Gamma$ contains an irreducible torsion group of automorphisms of $V$ with finite central quotient group; and this would constitute a considerable improvement on the property (i*) of Remark 4. But we have not been able to decide whether or not $\Gamma$ contains an irreducible, almost abelian torsion group of automorphisms of $V$.

Corollary 2. The following properties of the irreducible, almost abelian torsion group $\Gamma$ of automorphisms of the abelian group $A$ are equivalent:
(i) $A$ is finite.
(ii) $A$ is of finite rank.
(iii) The orders of the elements in $\Gamma$ are bounded.
(iv) $\Gamma$ is finite.
(v) If the abelian torsion group $\theta$ of automorphisms of $A$ centralizes $\Gamma$, then the orders of the elements of $\theta$ are bounded.

Proof. It is fairly obvious that the conditions (ii)-(v) are consequences of the finiteness of $A$. To prove the converse we note first that as a consequence of the Theorem and of the general hypotheses of our Corollary the following properties of $A, \Gamma$ are satisfied:
(1) $A$ is an elementary abelian $p$-group.
(2) The centralizer $\Delta$ of $\Gamma$ within the ring of endomorphisms of $A$ is a commutative, absolutely algebraic field of characteristic $p$.
(3) The rank of $A$ over $\Delta$ is finite.
(4) The rank of $\Gamma$ is finite.

Elementary abelian $p$-groups of finite rank are finite, since the orders of its finite subgroups are bounded. Hence (i) is a consequence of (ii) and (1).

Assume next that the orders of the elements in $\Gamma$ are bounded. There exists by hypothesis an abelian subgroup $\Sigma$ of $\Gamma$ whose index [ $\Gamma: \Sigma$ ] is finite. The rank of $\Sigma$ is finite by (4) and $\Sigma$ is a torsion group the orders of whose elements are bounded. Then $\Sigma$ is the direct
product of finitely many primary groups; and the primary components of $\Sigma$ are finite, since they are of finite rank and the orders of their elements are bounded. Hence $\Sigma$ itself is finite, implying the finiteness of $\Gamma$. Thus (iv) is a consequence of (iii).

If $\Gamma$ is finite, then we deduce from (1) that every element in $A$ is contained in a finite $\Gamma$-admissible subgroup of $A$. Thus the finiteness of $A$ is a consequence of the irreducibility of $\Gamma$ and we have verified the equivalence of (i)-(iv).

Assume finally the validity of (v). The elements not 0 in $\Delta$ form by (2) an abelian torsion group $\theta$ of rank 1 which by (v) is finite. Hence $\Delta$ is finite. Application of (3) shows the finiteness of $A$, completing the proof.

COROLLARY 3. Assume that $\Delta$ is a commutative, absolutely algebraic field of characteristic $p$ [ $\alpha$ prime], that $V$ is a vector space over $\Delta$ and that $\Gamma$ is the group of all [regular] linear transformations of $V$ over 4 . Then the rank of $\Gamma$ is finite if, and only if, $V$ is finite or the rank of $V$ over $\Delta$ is $[0$ or $] 1$.

Proof. It is clear that our conditions are sufficient for the finiteness of the rank of $\Gamma$; and thus we assume next that the rank of $\Gamma$ is finite.

Assume first by way of contradiction that the rank of $V$ over $\Delta$ is infinite. Then it is easy to construct a subgroup of $\Gamma$ which induces a group of permutations in some preassigned basis of $V$ over $\Delta$ and which is an infinite, elementary abelian 2 -group. This subgroup is not of finite rank so that $l$ itself is not of finite rank. This is a contradiction showing that

## (+) the rank $n$ of $V$ over $\Delta$ is finite.

Assume next that $1<n$. Then we may represent $V$ in the form $V=S \oplus T$ where $S$ and $T$ are subspaces of $V$ over $\Delta$ and where the rank of $S$ is 2 . Denote by $a, b$ a basis of $S$. Consider the set $\theta$ of all the linear transformations of $V$ over $\Delta$ with the properties:

$$
\begin{aligned}
\alpha \sigma & =a+\delta b \text { with } \delta \text { in } \Delta, \\
b \sigma & =b \text { and } x \sigma=x \text { for } x \text { in } T .
\end{aligned}
$$

It is easily seen that $\theta$ is a subgroup of $\Delta$ which is isomorphic to the additive group of $\Delta$. Hence $\theta$ is an elementary abelian $p$-group; and the rank of $\theta$ is finite if, and only if, $\theta$ is finite. But the rank of $\Gamma$ is finite implying the finiteness of the rank of the subgroup $\theta$ of $\Gamma$. Consequently $\theta$ is finite; and this implies the finiteness of the field $\Delta$. Application of ( + ) shows that $V$ is finite; and thus we have shown:

If $1<n$, then $V$ is finite.
But this is just the fact that we wanted to prove.
Remark 7. One should compare Corollary 3 and the statement (D) of the Theorem.
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# AN ABSTRACT POTENTIAL THEORY WITH CONTINUOUS KERNEL 

H. S. Bear

1. Introduction. In the study of complex function algebras, it is a standard technique to consider the functions as being defined on the spectrum (maximal ideal space) of the algebra. In other words, one routinely replaces a function algebra $A$ by its Gelfand representation $\hat{A}$. Recall that the Gelfand representation of a Banach algebra is just the standard representation of any normed space $A$ as a family of functionals on $A^{*}$. Each $x \in A$ is represented as the functional $\bar{x}$ on points $F \in A^{*}$ defined by $\bar{x}(F)=F(x)$. The Gelfand representation simply restricts the domain of $\bar{x}$ to the very small set consisting of those $F \in A^{*}$ which are multiplicative (i.e., to the homomorphisms of the algebra $A$ ). Of course this restriction is necessary if $\hat{A}$ is to be again an algebra. However, a fair amount of structure accrues to the representation by virtue of this restriction (cf. [17]).

To consider the standard example, let $A$ be the algebra of continuous complex valued functions on the unit circle in the complex plane which have analytic extensions to the unit disc. Then the spectrum $S_{A}$ is (homeomorphic to) the disc, and the representation $\bar{f}$ gives the analytic extension for each $f \in A$. Now consider the space $C$ of all continuous real functions on the unit circle. These functions also have natural extensions, as harmonic functions, to the unit disc. It follows that the disc is embedded as a compact subset $\Sigma$ of $C^{*}$, and that the harmonic extensions appear as functionals on $C^{*}$ restricted to this set $\Sigma$. In this setting, the disc is not a unique set to which the functions extend "naturally," since the circle can be put on other Riemann surfaces on which the Dirichlet problem is solvable.

In this paper we present axioms for a subset $\Sigma$ of $C^{*}$, where $C=C(\Gamma)$ for an arbitrary compact space $\Gamma$, so that the representation described above does give an effective generalization of the classical potential theory on the disc or sphere in $n$-space. The theory we develop in this way is quite different in intent from those developed in recent years by Bauer, Brelot, and others (cf. [1], [2], [7]). In particular, we start with assumptions which insure that a global Dirichlet problem is automatically solvable.

Our set $\Sigma$ in $C^{*}$ consists of positive continuous functions $z$ on $\Gamma$ weighting a given positive measure $\mu$ on $\Gamma$. That is, we restrict the canonical representation of $C$ as functionals on $C^{*}$ to a subspace of

[^2]$C^{*}$ consisting of functionals of the form $z \mu$, where for each $u \in C$ we have $(z \mu)(u)=\int u z d \mu$. The functionals $z \mu$ are generalizations of the Poisson measures on the circle or sphere, and the representation $\bar{u}$ on $\Sigma$ obtained for each $u \in C$ is a generalized solution of the Dirichlet problem with boundary value $u$. A surprising amount of the classical theory of harmonic functions on the disc or sphere turns out to depend on the purely topological assumptions we make.
2. Basic assumptions. We list here a set of assumptions and some notation which will be used throughout.

Let $\Gamma$ be a compact Hausdorff space with topology $\mathscr{T}$.
Let $C=C(\Gamma)$ be the linear space of all continuous real-valued functions on $\Gamma$, with the topology $\mathscr{T}_{u}$ of uniform convergence. The uniform norm in $C$ is denoted $\|u\|$.

Assume there is given a positive probability measure $\mu$ on the Baire sets of $\Gamma$. In addition, we are given a set $\Delta$ of strictly positive continuous functions $z$ on $\Gamma$ such that

$$
\begin{equation*}
\int z(\theta) d \mu(\theta)=1 \tag{1}
\end{equation*}
$$

for all $z \in \Delta$. The function identically one is assumed to be in $\Delta$, and is denoted $z_{0}: z_{0}(\theta) \equiv 1$. Hence the measures $z \mu$, for $z \in \Delta$, are functionals of norm one in $C^{*}$, and include $\mu=z_{0} \mu$.

We want to extend the functions $u \in C$ to a compact set containing $\Gamma$, and consisting of $\Gamma$ and the points represented by the continuous kernels $z \in \Delta$. We do this by representing $C$ as a space of continuous functions on a subset of $C^{*}$ consisting of evaluation functionals, and the functionals $z \mu$. Accordingly, define $\Gamma^{*}=\left\{e_{\theta}: \theta \in \Gamma\right\}$, where $e_{\theta}(u)=u(\theta)$ for all $u \in C$. Similarly, let $\Delta^{*}=\{z \mu: z \in \Delta\}$, where $z \mu(u)=\int u z d \mu$ for all $u \in C$. We let $\Sigma^{*}=\Gamma^{*} \cup \Delta^{*}$, and introduce the axioms below on $\Sigma^{*}, \Delta^{*}, \Gamma^{*}$ and $\mu$. Unless otherwise specified, the topology in $C^{*}$, and subsets thereof, is the $w^{*}$ topology, $\mathscr{T}^{*}$.

Axiom 1. $\quad \Sigma^{*}=\Delta^{*} \cup \Gamma^{*}$ is a compact set in $C^{*}$.
Axiom 2. $\Gamma^{*}$ is the boundary of $\Delta^{*}$ in $\Sigma^{*}$.
Axiom 3. The mapping $z \rightarrow z \mu$ is a homeomorphism of $\Delta, \mathscr{T}_{u}$ onto $\Delta^{*}, \mathscr{T}^{*}$.

The representation of $C$ as functions on $\Sigma^{*}$ is as follows: for each $u \in C$, we define $\bar{u}$ on $\Sigma^{*}$ by

$$
\begin{equation*}
\bar{u}(\zeta)=\zeta(u) \quad\left(\zeta \in \Sigma^{*}\right) . \tag{2}
\end{equation*}
$$

That is, $\bar{u}\left(e_{\theta}\right)=u(\theta)$ for $\theta \in \Gamma$, and $\bar{u}(z \mu)=\int u z d \mu$ for $z \in \Delta$. For simplicity we will denote the points of $\Delta^{*}$ as $z$ rather than $z \mu$, and write

$$
\begin{equation*}
\bar{u}(z)=\int u(\theta) z(\theta) d \mu(\theta) \tag{3}
\end{equation*}
$$

We let $H$ denote the space of all functions $\bar{u}$ on $\Sigma^{*}$, for $u \in C$.
Axiom 1 merely expresses the fact that we want a compact extension of our given space $\Gamma$ (or its homeomorphic image $\Gamma^{*}$ ). The second axiom makes it clear that the Silov boundary of our linear space $H$ is in fact a bona fide topological boundary (cf. [5, p. 229], [2]). Although Axiom 3 appears to be quite strong, it turns out to be exactly the necessary assumption for a theory with jointly continuous kernel. Notice that the axioms above are satisfied in the classical case which we shall consider our model: $\Gamma$ is the unit circle in the plane, $\mu$ is the normalized Lebesgue measure, and $\Delta$ is the set of Poisson kernels.

Lemma 1. $\Sigma^{*}$ is Hausdorff. $\Gamma, \mathscr{T}$ is homeomorphic to $\Gamma^{*}, \mathscr{T}^{*}$. Each $\bar{u} \in H$ is continuous on $\Sigma^{*}$.

Proof. The subspace $\Sigma^{*}$ is Hausdorff since $C^{*}$ is. If $\theta_{n} \rightarrow \theta$ in $\mathscr{G}$, then certainly $u\left(\theta_{n}\right) \rightarrow u(\theta)$ for all $u \in C$, or $e_{\theta_{n}} \rightarrow e_{\theta}$ in $\mathscr{T}^{*}$. The mapping $\theta \rightarrow e_{\partial}$ is therefore a continuous one-to-one mapping on a compact space to a Hausdorff space, and hence a homeomorphism. The $w^{*}$ topology on $C^{*}$ is by definition the weakest such that the functions $\bar{u}$ of (2) are continuous. Therefore the functions $\bar{u}$ are in particular continuous on the subset $\Sigma^{*}$.

Lemma 2. $H$ is a uniformly closed linear subspace of $C\left(\Sigma^{*}\right)$ and $H$ contains the constant functions.

Proof. The functionals of $\Sigma^{*}$ are all of norm one, by (1), and the restriction $H \mid \Gamma^{*}$ can be identified with $C$ on $\Gamma$. Hence uniform convergence on $\Gamma^{*}$ is equivalent to uniform convergence on all of $\Sigma^{*}$, and $H$ is in fact isomorphic and isometric with $C$. The constant functions are in $H$ since $\bar{c}(z)=c$ for all $z \in \Delta$, by assumption (1).

Our axioms are given in terms of $\Gamma^{*}$ and $4^{*}$ as subsets of $C^{*}$ to facilitate the description of a topology on the union $\Gamma^{*} \cup \Delta^{*}$. However, the embedding $\Gamma \cup \Delta \rightarrow \Gamma^{*} \cup \Delta^{*}$ is one-to-one, as we shall show in Lemma 5. It follows that we can consider our assumptions as statements about a given compact set $\Gamma$ and a distinguished subset $\Delta$ of $C(\Gamma)$. Accordingly, we will drop the stars from $\Gamma^{*}$ and $\Delta^{*}$, and regard $\Sigma=\Gamma \cup \Delta$ as the object under consideration. The points of $\Sigma$ are the points $\theta$ of $\Gamma$, and the points (functions) $z$ of $\Delta$. The topology $\mathscr{T}^{*}$ on $\Sigma$ coincides on $\Gamma$ with the given compact topology $\mathscr{T}$, and on $\Delta$ with the uniform topology $\mathscr{G}_{u}$ of $C$ relativized to $\Delta$. We write $\bar{u}(\theta)=u(\theta)$ for $\theta \in \Gamma$, and $\bar{u}(z)=\int u(\theta) z(\theta) d \mu(\theta)$ for $z \in \Delta$.

Lemma 3. If $\bar{u}(z)=0$ for all $z \in \Delta$, then $u \equiv 0$. If $\bar{u}(z) \geqq 0$ for all $z \in \Delta$, then $u \geqq 0$.

Proof. Both of these statements are immediate from the facts that $\Delta$ is dense in $\Sigma$ (Axiom 2), and the functions $\bar{u}$ are continuous on $\Sigma$.

Lemma 4. If $U$ is a nonempty open set in $\Gamma$, then $\mu(U)>0$.
Proof. Assume that $\mu(U)=0$ for some nonempty open set $U \subset \Gamma$. Let $u$ be a function in $C$ such that $u=0$ outside $U$, and $u \not \equiv 0$. Then for every $z \in \Delta, \bar{u}(z)=\int u z d \mu=0$, since $u=0$ off $U$, and $\mu=0$ on $U$. This contradicts Lemma 3, and proves the statement.

Lemma 5. The mapping $\Gamma \cup \Delta \rightarrow \Gamma^{*} \cup \Delta^{*}=\Sigma^{*}$ is one-to-one.
Proof. The representation of a functional in $C^{*}$ as a measure on $\Gamma$ is of course unique. The lemma asserts that the representation of this measure in the form $z \mu$ for continuous positive $z$, or the form $e_{\theta}$ (unit point mass at $\theta$ ), is unique. This is clearly the case if (and only if) the support of $\mu$ is all of $\Gamma$.

Since $\Sigma=\Gamma \cup \Delta$ consists of distinct functionals in $C^{*}, H$ is a separating linear subspace of $C(\Sigma)$. Such a subspace has a Silov boundary in $\Sigma$; i.e., a unique minimal closed set $Y$ in $\Sigma$ such that each $\bar{u} \in H$ attains its maximum on Y . ([2], or for an elementary proof, [4]). Since each functional $\zeta \in \Sigma$ has norm one, it is clear that each $\bar{u} \in H$ attains its maximum on $\Gamma$. Moreover, $H \mid \Gamma=C(\Gamma)$, so $\Gamma$ is a minimal closed set with this property. We have proved the following:

Theorem 1. The Silov boundary for $H$ in $\Sigma$ is the topological boundary $\Gamma$ of $\Delta$ in $\Sigma$.

It is of course true by definition that a maximum principle holds for the functions in $H$ and the Silov boundary $\Gamma$. The fact that $\mu$ is supported by all of $\Gamma$, which follows from the fact that $\Gamma$ is the topological boundary of $\Delta$, allows us to sharpen the maximum principle to strict inequality. This situation also occurs in some function algebras (cf. [3], [13]).

Theorem 2. (Strict maximum principle) If $\bar{u}(z)=\|\bar{u}\|$ for some $z \in \Delta$, then $\bar{u}$ is a constant.

Proof. Assume that $\bar{u}(z)=\|\bar{u}\|=\|u\|$, and that $u$ is non-constant
and hence $\bar{u}$ is non-constant). Let $u(\theta)=\|u\|-v(\theta)$, where $v(\theta) \geqq 0$ and $v$ is not identically zero. Let $v(\theta) \geqq \varepsilon>0$ for all $\theta$ in some open set $U \subset \Gamma$. Then

$$
\begin{aligned}
u(z) & =\int u(\theta) z(\theta) d \mu(\theta) \\
& =\int[\|u\|-v(\theta)] z(\theta) d \mu(\theta) \\
& =\|u\|-\int v(\theta) z(\theta) d \mu(\theta) \\
& \leqq\|u\|-\varepsilon \mu(U) \min z \\
& <\|u\| .
\end{aligned}
$$

This contradicts the assumption that $\bar{u}(z)=\|u\|$. Hence $u$ and $\bar{u}$ are constant.

Corollary. If $\bar{u} \geqq 0$ on $\Sigma$ and $\bar{u}(z)=0$ for some $z \in \Delta$, then $\bar{u} \equiv 0$.

Proof. If $v=\|u\|-u$, then $\bar{v}=\|u\|-\bar{u}$, and $\bar{v}$ assumes its maximum, $\|u\|$, at the point $z \in \Delta$. Hence $\bar{v}$ is a constant, and $\bar{u} \equiv 0$.

Theorem 3. $\Delta$ is closed in $C$ if no singleton in $\Gamma$ is open and closed. In particular, $\Delta$ is closed in $C$ if $\Gamma$ is connected.

Proof. Let $\left\{z_{n}\right\}$ be a sequence of distinct functions in $\Delta$ which converges uniformly to $w \in C$. We must show that $w \in \Delta$. The uniform convergence of the $z_{n}$ implies that the functionals $z_{n} \mu$ converge in $\mathscr{T}^{*}$ to $w \mu$. Since $\Sigma$ is compact in the $w^{*}$ topolgy, $w \mu \in \Sigma$. Thus either $w \in \Delta$ and we are done, or $w \mu$ is evaluation at some $\theta_{0} \in \Gamma$, for all $u \in C$. For $w \mu$ to be unit point mass at $\theta_{0}$, we must have $\mu\left\{\theta_{0}\right\}>0$, $w\left(\theta_{0}\right)>0$, and $w=0$ on $\Gamma \sim\left\{\theta_{0}\right\}$. This implies that $\left\{\theta_{0}\right\}$ is open, since $w$ is continuous; $\left\{\theta_{0}\right\}$ is automatically closed since $\Gamma$ is Hausdorff.

The following example, which gives the natural "potential theory" in one dimension, shows that the hypothesis on $\Gamma$ in Theorem 3 is necessary.

Example. Let $\Gamma$ consist of the two points -1 and 1 , with the discrete topology. Let $\mu$ assign mass $1 / 2$ to each point. We denote functions $u$ on $\Gamma$ by pairs, $u=(a, b)$, where $a=u(-1), b=u(1)$. The family $\Delta$ will consist of the functions $z_{x}=(1-x, 1+x)$, for $-1<x<1$. The function $z_{0}$ is identically one, and for each function $z_{n}$ we have

$$
\int z_{x} d \mu=(1-x) \frac{1}{2}+(1+x) \frac{1}{2}=1
$$

The family $\Gamma^{*} \cup \Delta^{*}$ is clearly homeomorphic to the compact interval $[-1,1]$, and $\Gamma^{*}$ is the boundary of $\Delta^{*}$. Here $\Delta$ is not closed in $C(\Gamma)$, since the function $(0,2)$ is the uniform limit of functions $(1-x, 1+x)$. as $x \rightarrow 1$. The functions $\bar{u}$ can be represented as follows: if $u=(a, b)$, then

$$
\begin{aligned}
\bar{u}\left(z_{x}\right) & =\int u z_{x} d \mu \\
& =a\left(\frac{1-x}{2}\right)+b\left(\frac{1+x}{2}\right) .
\end{aligned}
$$

Hence the graph of $\bar{u}$ is the line joining ( $-1, a$ ) and ( $1, b$ ), and $\bar{u}\left(z_{x}\right)$ is the point on this line above $x$.
3. The harmonic functions on $\Delta$. In this section we extend our class $H$ to a class of functions which are "harmonic" on $\Delta$, without necessarily being continuously extendable to all of $\Sigma$. We show that. the kernels $P(z, \theta)=z(\theta)$ are harmonic in $z$ for each fixed $\theta$, and that they are extreme points of certain compact convex sets of harmonic functions. With one additional assumption on $\Delta$, which holds in the classical case, we show that the set of differences of positive harmonic functions is isomorphic and homeomorphic with $C^{*}$.

Lemma 6. If $P(z, \theta)=z(\theta)$ for all $z \in \Delta$, all $\theta \in \Gamma$, then $P$ is jointly continuous on $\Delta \times \Gamma$ with the product topology.

Proof. The statement of the lemma holds for any family (here 4 ) of continuous functions on a compact space, with the uniform topology [14, p. 224].

In connection with the above lemma, it is worth noting that the uniform topology is the weakest such that $P$ is jointly continuous. Thus Axiom 3 is necessary if we are to develope a theory based on the idea of a jointly continuous kernel.

With the above definition of $P$, the representation (3) for functions $\bar{u} \in H$ can be written in the familiar form

$$
\begin{equation*}
\bar{u}(z)=\int u(\theta) P(z, \theta) d \mu(\theta) \tag{4}
\end{equation*}
$$

Definition. Let $\mathscr{U}$ be the topology of uniform convergence on compact subsets of 4 (the u.c.c. topology, or compact-open topology). Let $\mathscr{H}$ denote the $\mathscr{U}$-closure of $H \mid \Delta$. That is, $\mathscr{H}$ is the set of all u.c.c. limits on $\Delta$ of functions in $H$. The functions in $\mathscr{H}$ will be called harmonic. The set $\mathscr{H}$ forms a locally convex real linear topological space with the topology $\mathscr{U}$, since the basic neighborhoods.
of zero, $\left\{v: \sup _{K}|v(z)|<\varepsilon\right\}$, are convex.
We interrupt our development here to point out explicitly that the family $\mathscr{H}$ just defined is the set of all harmonic functions in the classical case.

Proposition. If $\Gamma=\{z:|z|=1\}, \Delta$ is the set of Poisson kernels on $\Gamma$ (or the open unit disc $\{z:|z|<1\}$, and $\mu$ is normalized Lebesgue measure on $\Gamma$, then $\mathscr{H}$ is the set of all functions on $\Delta$ which are harmonic in the classical sense.

Proof. The proposition is simply the observation that every harmonic function on the open unit disc is the u.c.c. limit of harmonic functions continuous on the closed disc. To see this, let $v$ be harmonic on $\Delta, v+i w$ be analytic on $\Delta$, and $\left\{p_{n}\right\}$ be a sequence of polynomials in $z$ which converge u.c.c. to $v+i w$ on $\Delta$. Then the continuous harmonic functions $\left\{R e p_{n}\right\}$ converge u.c.c. to $v$.

Lemma 7. $\Delta$ is locally compact, and each harmonic function is continuous on $\Delta$.

Proof. For each $z \in \Delta$ there are disjoint neighborhoods $U$ and $V$ in $\Sigma$ such that $z \in U$ and $\Gamma \subset V$. Hence $U^{-}$is compact, and each point of $\Delta$ has a compact neighborhood $U^{-} \subset \Delta$. Since a harmonic function is a uniform limit of continuous functions on some (compact) neighborhood of each $z \in \Delta$, each $v \in \mathscr{H}$ is continuous on $\Delta$.

Lemma 8. If $K$ is a compact subset of $\Delta$, then $K$ is an equicontinuous family of functions on $\Gamma$. The functions in $K$ are uniformly bounded, and uniformly bounded away from zero.

Proof. Since $K \subset A$, the hypothesis is that $K$ is compact in the uniform topology $\mathscr{T}_{u} . K$ is therefore a bounded set in the norm \|\| of $\mathscr{T}_{u}$, which means the functions $z \in K$ are uniformly bounded on $\Gamma$. If the functions in $K$ were not uniformly bounded away from zero, then there would be a limit point $z \in K$, since $K$ is compact, with minimum value zero. This minimum value would be attained on the compact set $\Gamma$, which contradicts the assumption that all $z \in A$ are strictly positive. The set $K$ is equicontinuous since the uniform topology $\mathscr{T}_{u}$ is jointly continuous, and $K$ is compact in $\mathscr{T}_{u}[14, \mathrm{p} .233]$.

Definition. We will let $H^{+}$denote the nonnegative functions in $H$, and $\mathscr{H}^{+}$the closure in $\mathscr{U}$ of $H^{+} \mid \Delta$.

THEOREM 4. (Harnack's inequality-see e.g. [8, p. 153]) If $K$ is
a compact subset of $\Delta$, then there are positive numbers $m$ and $M$ such that for every $v \in \mathscr{H}^{+}$,

$$
\begin{equation*}
m v\left(z_{0}\right) \leqq v(z) \leqq M v\left(z_{0}\right) \tag{5}
\end{equation*}
$$

for all $z \in K$.

Proof. Recall that the function $z_{0}$ in (5) in identically one: $z_{0}(\theta) \equiv$ 1. We prove that the inequality (5) holds for every $\bar{u} \in H^{+}$, and then the theorem follows by taking uniform limits on the compact set $K \cup\left\{z_{0}\right\}$.

Assume that $u \geqq 0$ on $\Gamma$, and let $\min z=\min \{z(\theta): \theta \in \Gamma\}$. We have

$$
\begin{aligned}
\min z \bar{u}\left(z_{0}\right) & =\min z \int u \cdot 1 d \mu \\
& \leqq \int u z d \mu \\
& =\bar{u}(z) \\
& \leqq\|z\| \int u \cdot 1 d \mu \\
& =\|z\| \bar{u}\left(z_{0}\right) .
\end{aligned}
$$

If $m$ is a uniform lower bound for the functions $z \in K$, and $M$ is a uniform upper bound, then we have

$$
m \bar{u}\left(z_{0}\right) \leqq \bar{u}(z) \leqq M \bar{u}\left(z_{0}\right)
$$

for all $z \in K$, all $\bar{u} \in H^{+}$.

Corollary. (Harnack's second convergence theorem) If $\left\{\bar{u}_{n}\right\}$ is an increasing sequence of functions in $H^{+}$, and $\left\{\bar{u}_{n}(z)\right\}$ is bounded for any $z \in \Delta$, then $\left\{\bar{u}_{n}\right\}$ converges u.c.c. on $\Delta$.

Proof. Suppose that $\bar{u}_{n}(z) \leqq B$ for all $n$, so that the positive series $\sum\left[\bar{u}_{n}\left(z_{1}\right)-\bar{u}_{n-1}\left(z_{1}\right)\right]$ converges. Let $K$ be any compact set in $\Delta$ and let $m$ and $M$ be the constants of Theorem 4 for the set $K \cup\left\{z_{1}\right\}$. Then from (5) we have

$$
\bar{u}_{n}\left(z_{0}\right)-\bar{u}_{n-1}\left(z_{0}\right) \leqq \frac{1}{m}\left[\bar{u}_{n}\left(z_{1}\right)-\bar{u}_{n-1}\left(z_{1}\right)\right]
$$

and hence for all $z \in K$,

$$
\bar{u}_{n}(z)-\bar{u}_{n-1}(z) \leqq \frac{M}{m}\left[\bar{u}_{n}\left(z_{1}\right)-\bar{u}_{n-1}\left(z_{1}\right)\right]
$$

Therefore the series $\sum\left[\bar{u}_{n}(z)-\bar{u}_{n-1}(z)\right]$ converges uniformly on $K$.

Since $K$ is arbitrary, this says that $\left\{\bar{u}_{n}\right\}$ converges u.c.c. on $\Delta$.
Notice that the corollary is stated for $H^{+}$, rather than $\mathscr{H}^{+}$. This is because it is not clear that if $v, w \in \mathscr{H}^{+}$, and $v-w \geqq 0$, that $v-w \in \mathscr{H}^{+}$, as would be required in the above proof ( $\mathscr{C}^{+}$is defined as the set of limits of $H^{+}$, and not as the positive functions in $\mathscr{H}$ ).

Now we can prove that the kernel $P(z, \theta)$ is harmonic in $z$ for each fixed $\theta \in \Gamma$, and moreover, that each $P(\cdot, \theta) \in \mathscr{H}$.

Theorem 5. If $\theta_{0} \in \Gamma$, then $P\left(\cdot, \theta_{0}\right) \in \mathscr{Z}^{+}$.
Proof. Let $K$ be a compact subset of $\Delta$, and $\varepsilon>0$. We must find $\bar{u} \in H^{+}$such that

$$
\left|\bar{u}(z)-P\left(z, \theta_{0}\right)\right|<\varepsilon
$$

for all $z \in K$.
Since $K$ is an equicontinuous family, there is a neighborhood $U$ of $\theta_{0}$ in $\Gamma$ such that $\left|z(\theta)-z\left(\theta_{0}\right)\right|<\varepsilon$ for all $z \in K$ and all $\theta \in U$. Let $u$ be a nonnegative continuous function on $\Gamma$ such that $u=0$ off $U$, and $\int u d \mu=1$. For $z \in K$ we have

$$
\begin{aligned}
\left|\bar{u}(z)-P\left(z, \theta_{0}\right)\right| & =\left|\int u(\theta) z(\theta) d \mu(\theta)-z\left(\theta_{0}\right)\right| \\
& =\left|\int u(\theta)\left[z(\theta)-z\left(\theta_{0}\right)\right] d \mu(\theta)\right| \\
& \leqq \sup _{\theta \in \bar{V}}\left|z(\theta)-z\left(\theta_{0}\right)\right| \int u(\theta) d \mu(\theta) \\
& <\varepsilon .
\end{aligned}
$$

Since $K$ and $\varepsilon$ are arbitrary, and $\bar{u} \geqq 0, P\left(\cdot, \theta_{0}\right) \in \mathscr{C}^{+}$.
The next two theorems are extensions to our abstract setting of classical results of Herglotz [11], Bray-Evans [6], Evans [9], and Martin [15, p. 153].

Theorem 6. A function $v$ on $\Delta$ is in $\mathscr{H}^{+}$if and only if there is a positive Baire measure $\nu$ on $\Gamma$ such that for all $z \in \Delta$,

$$
\begin{equation*}
v(z)=\int P(z, \theta) d \nu(\theta) . \tag{6}
\end{equation*}
$$

Proof. Assume first that $v$ is given by (6). The integral in (6) can be approximated at any finite number of points $z \in \Delta$ by a Riemann sum of the form

$$
\begin{equation*}
\sum P\left(z, \theta_{i}\right) \nu\left(E_{i}\right) . \tag{7}
\end{equation*}
$$

Any function of the form (7) is in $\mathscr{L}^{+}$by Theorem 5. The set of
functions of the form (7) is equicontinuous on $\Delta$, since

$$
\begin{aligned}
\mid \Sigma P(z & \left.\theta_{i}\right) \nu\left(E_{i}\right)-\Sigma P\left(z_{1}, \theta_{i}\right) \nu\left(E_{i}\right) \\
& \leqq \Sigma\left|z\left(\theta_{i}\right)-z_{1}\left(\theta_{i}\right)\right| \nu\left(E_{i}\right) \\
& \leqq\left\|z-z_{1}\right\| \Sigma \nu\left(E_{i}\right) \\
& =\left\|z-z_{1}\right\| \nu(\Gamma) .
\end{aligned}
$$

That is, any function of the form (7) will vary by less than $\varepsilon$ on the sphere of radius $\varepsilon / \nu(\Gamma)$ around $z_{1}$. Therefore pointwise convergence of sums (7) will be uniform on any compact set $K \subset \Delta$ [14, p. 232]. Hence $v$ is in the $\mathscr{U}$-closure of the $\mathscr{U}$-closed set $\mathscr{H}^{+}$; i.e., $v \in \mathscr{H}^{+}$.

Now assume that $v \in \mathscr{C}^{+}$, and let $\left\{\bar{u}_{\alpha}\right\}$ be a net of functions in $H^{+}$which converges uniformly on compact sets to $v$ :

$$
\begin{aligned}
v(z) & =\lim \bar{u}_{\alpha}(z) \\
& =\lim \int P(z, \theta) u_{\alpha}(\theta) d \mu(\theta) .
\end{aligned}
$$

The measures $\left\{u_{\alpha} \mu\right\}$ are all in some closed ball of $C^{*}$, since

$$
\left\|u_{\alpha} \mu\right\|=\int u_{\alpha}(\theta) d \mu(\theta)=u_{\alpha}\left(z_{0}\right) \rightarrow v\left(z_{0}\right)
$$

(recall that $z_{0}(\theta) \equiv 1$ ). The closed balls in $C^{*}$ are $\mathscr{T}^{*}$ compact, so there is a subnet of $\left\{u_{\alpha} \mu\right\}$ which converges $w^{*}$ to a positive measure $\nu$. For this subnet, also denoted $\left\{u_{\alpha} \mu\right\}$, and the continuous function $P(z, \cdot)$ on $\Gamma$, we have

$$
\begin{aligned}
v(z) & =\lim \int P(z, \theta) u_{\infty}(\theta) d \mu(\theta) \\
& =\int P(z, \theta) d \nu(\theta)
\end{aligned}
$$

Corollary. $v \in \mathscr{H}^{+}-\mathscr{H}^{+}$if and only if $v=\int P d \nu$ for some signed Baire measure ע.

Definition. $H_{u}=\left\{\bar{u} \in H: \int|u| d \mu \leqq M\right\}$. Let $\mathscr{H}_{M}$ be the $\mathscr{U}$ closure of $H_{H} \mid \Delta$.

The hypothesis $v \in \mathscr{H}_{M}$ is our replacement of the classical Fatou condition for harmonic functions in the disc: $(1 / 2 \pi) \int_{0}^{2 \pi}\left|v\left(r e^{i \theta}\right)\right| d \theta \leqq M$ for all $r<1$ (Fatou [10] or [16, p. 201]). If $\Gamma \xlongequal[=]{J_{0}}\{z:|z|=1\}, \Delta$ is the set of Poisson kernels, etc., so the classical situation obtains, then $\mathscr{E}_{M}$ is the set of harmonic functions $v$ such that the functions $v_{r}$ are uniformly bounded by $M$ in the $L_{1}$ norm, where $v_{r}\left(e^{i g}\right)=v\left(r e^{i \theta}\right)$ (see
[12, pp. 33-39]). The families $\mathscr{H}_{\mu}$ are compact sets of harmonic functions (Theorem 8 below), and this compactness accounts for much of their tractability.

Lemma 9. For each $\theta_{0} \in \Gamma, P\left(\cdot, \theta_{0}\right) \in \mathscr{\mathscr { C }}_{1}$.
Proof. In the proof of Theorem 5 (that $P\left(\cdot, \theta_{0}\right) \in \mathscr{H}^{+}$) we found for a given compact $K \subset \Delta$ a function $\bar{u} \in H^{+}$such that $\left|\bar{u}(z)-P\left(z, \theta_{0}\right)\right|<\varepsilon$ for all $z \in K$. This function $\bar{u}$ was in $H_{1}$, since $u \geqq 0$ and $\int u d \mu=1$. Thus $P\left(\cdot, \theta_{0}\right)$ is the u.c.c. limit of functions in $H_{1}$, or $P\left(\cdot, \theta_{0}\right) \in \mathscr{H}_{1}$.

For the following theorem in the classical context, see [18, p. 143] or [12, p. 33].

Theorem 7. A function $v$ is in $\mathscr{H}_{\mu}$ if and only if there is a signed measure $\nu$ on $\Gamma$, with $\|\nu\| \leqq M$, such that for all $z \in \Delta$,

$$
\begin{equation*}
v(z)=\int P(z, \theta) d \nu(\theta) \tag{7}
\end{equation*}
$$

Proof. Assume that $v \in \mathscr{H}_{M}$, and that $\left\{\bar{u}_{\alpha}\right\}$ is a net of functions in $H_{H}$ which converges uniformly to $v$ on compact subsets:

$$
\begin{aligned}
v(z) & =\lim \bar{u}_{\alpha}(z) \\
& =\lim \int P(z, \theta) u_{\alpha}(\theta) d \mu(\theta) .
\end{aligned}
$$

The measures $\left\{u_{\alpha} \mu\right\}$ are all in the $M$-ball of $C^{*}$, since by hypothesis

$$
\left\|u_{\alpha} \mu\right\|=\int\left|u_{\alpha}\right| d \mu \leqq M .
$$

As in the proof of Theorem 6, there is a $w^{*}$ accumulation point $\nu$ of $\left\{u_{\alpha} \mu\right\}$, and $\|\nu\| \leqq M$. If $\left\{u_{\alpha} \mu\right\}$ is a subnet converging $w^{*}$ to $\nu$, then

$$
\begin{aligned}
v(z) & =\lim \int P(z, \theta) u_{\alpha}(\theta) d \mu(\theta) \\
& =\int P(z, \theta) d \nu(\theta)
\end{aligned}
$$

for each $z \in \Delta$.
Now assume that $\|\nu\| \leqq M$ and $v$ is given by (7). We showed in the proof of Theorem 6 that $v$ can be uniformly approximated on any compact $K \subset \Delta$ by a finite sum $\Sigma P\left(\cdot, \theta_{i}\right) \nu\left(E_{i}\right)$, where $\left\{E_{i}\right\}$ is a partition of $\Gamma$. By Lemma 9 , each $P\left(\cdot, \theta_{i}\right)$ occuring in this sum can be uniformly approximated (within $\varepsilon / n\|\nu\|$, if there are $n$ summands) by a function $\bar{u}_{i} \in H_{1} \cap H^{+}$. Hence there is a sum $\bar{w}=\Sigma \nu\left(E_{i}\right) \bar{u}_{i}$ which is uniformly close to $v$ on the given compact set $K$. Clearly $\bar{w} \in H$,
and we have

$$
\begin{aligned}
\int|w| d \mu & \leqq \sum\left|\nu\left(E_{i}\right)\right| \int \bar{u}_{i} d \mu \\
& =\sum\left|\nu\left(E_{i}\right)\right| \\
& \leqq\|\nu\| \\
& =M .
\end{aligned}
$$

Thus $\bar{w} \in H_{u}$, and $v$ can be uniformly approximated on $K$ by functions in $H_{M}$, so $v \in \mathscr{H}_{M}$.

Corollary. $\mathscr{H}^{+}-\mathscr{H}^{+}=\cup\left\{\mathscr{C}_{M}: M=1,2, \cdots\right\}$.
Proof. This follows from the corollary of Theorem 6.
Lemma 10. $H_{u}$ is equicontinuous on 4 .
Proof. If $z, z_{1} \in \Delta$ and $u \in H_{\mu}$, then

$$
\begin{aligned}
\left|\bar{u}(z)-\bar{u}\left(z_{1}\right)\right| & =\left|\int u(\theta)\left[z(\theta)-z_{1}(\theta)\right] d \mu(\theta)\right| \\
& \leqq\left\|z-z_{1}\right\| \int|u(\theta)| d \mu(\theta) \\
& \leqq M\left\|z-z_{1}\right\| .
\end{aligned}
$$

Theorem 8. $\mathscr{H}_{\text {M }}$ is compact in the topology $\mathscr{K}$.
Proof. The pointwise closure (and, a fortiori, u.c.c. closure) of an equicontinuous family is equicontinuous, and hence $\mathscr{H}_{\mu}$ is equicontinuous. By Ascoli's theorem [14, p. 233], the subfamily $\mathscr{C}_{s}$ of $C(\Delta)$ is compact in the topology $\mathscr{U}_{\mathcal{U}}$ if and only if $\mathscr{H}_{H}$ is closed, $\mathscr{H}_{H}$ is equicontinuous, and $\left\{v(z): v \in \mathscr{H}_{\mu}\right\}$ is bounded for each $z \in \Delta$. We have only the last condition to check. For each $z \in \Delta,\left\{|v(z)|: v \in \mathscr{H}_{M}\right\}$ is bounded by $M\|z\|$, since for $\bar{u} \in H_{u}^{\prime}$,

$$
|\bar{u}(z)| \leqq \int|u(\theta)| z(\theta) d \mu(\theta) \leqq M\|z\|,
$$

and this estimate carries over to $\mathscr{\mathscr { C }}_{M}$ on the compact set $\{z\}$.
Corollary. $\mathscr{H}^{+}-\mathscr{H}^{+}$is $\sigma$-compact.
Proof. This follows from the corollary of Theorem 7.
In the classical case of the unit ball in Euclidean space, the correspondence between functions in $\mathscr{H}^{+}-\mathscr{H}^{+}$and measures is one-to-
one. The proof uses the specific form of the Poisson kernels [18, p. $143,144]$. The uniqueness of a representing measure $\nu$ is of course equivalent to the non-existence of a nontrivial measure orthogonal to all the functions $z \in \Delta$. Restated, the measure corresponding to a function in $\mathscr{H}^{+}-\mathscr{H}^{+}$is unique if the linear span of $\Delta$ is uniformly dense in $C$. We incorporate this hypothesis in the next theorem to make the statement explicit for the classical case.

Theorem 9. If the linear span of $\Delta$ is uniformly dense in $C$, then the isomorphism $\nu \rightarrow \int P d \nu$ is a homeomorphism of $C^{*}$ onto $\mathscr{H}^{+}-\mathscr{H}^{+}$.

Proof. As noted above the hypothesis contains the assumption that the mapping is one-to-one. Since this isomorphism maps the compact $M$-ball of $C^{*}$ onto the compact set $\mathscr{H}_{s}$, it is sufficient to show the mapping is continuous in either direction. We will show the mapping $v \rightarrow \nu$ from $\mathscr{H}^{+}-\mathscr{\mathscr { C }}^{+}$to $C^{*}$ is continuous. Let $v_{\alpha} \rightarrow v$ in the topology $\mathscr{U}$, and let $\nu_{\alpha}, \nu$ be the corresponding measures. Then $\int z d \nu_{\alpha} \rightarrow \int z d \nu$ for all $z \in \Delta$. Since the linear span of $\Delta$ is uniformly dense in $C$, we have $\int g d \nu_{\alpha} \rightarrow \int g d \nu$ for every continuous $g$, or $\nu_{\alpha} \rightarrow \nu$ in $\mathscr{T}^{*}$.

Corollary. The extreme points of $\mathscr{H}_{1}$ are the functions $\pm P(\cdot, \theta)$, for $\theta \in \Gamma^{\prime}$.

Proof. These are the images under the isomorphism above of the unit point masses on $\Gamma$ which are the extreme points of the unit ball of $C^{*}$. (The positive extreme points are the minimal positive harmonic functions of R. S. Martin [15].)
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## SUPERADDITIVITY INEQUALITIES

E. F. Beckenbach

1. Introduction. In the theory of analytic inequalities, a principal tool is the notion of convex function [6, 1]. A hierarchy of convexity conditions, useful in this theory, can be expressed as follows: Let $K^{\alpha}(a, b)$ denote the class of functions $p$ that are positive and continuous on an interval $a \leqq x \leqq b$ and such that sign $(x)[p(x)]^{\alpha}$ is convex on [ $a, b$ ] if $\alpha \neq 0$, and $\log p(x)$ is convex on $[a, b]$ if $\alpha=0$; then for all real $\alpha$ and $\beta$ with $\beta>\alpha$ we have $K^{\alpha}(a, b) \subset K^{\beta}(a, b)[8]$.

A different sort of hierarchy has been established by Bruckner and Ostrow [3]. In the present paper we are concerned with an illustration and some applications of this latter hierarchy. To describe it, we need a few definitions.
2. Definitions. Let $K(b)$ be the class of real-valued functions $f$ that are continuous and nonnegative on a given closed interval $0 \leqq x \leqq b$ and vanish at the origin, $f(0)=0$.

The average function $F$ of a function $f \in K(b)$ is the function $F \in K(b)$ defined by

$$
\begin{aligned}
& F(x) \equiv \frac{1}{x} \int_{0}^{x} f(t) d t, \quad 0<x \leqq b, \\
& F(0)=0
\end{aligned}
$$

The function $f \in K(b)$, with average function $F$, will be said to be of class
$K_{1}(b)$ if and only if $f$ is convex on $[0, b]$, i.e., if and only if for every $x$ and $y \in[0, b]$, and for every $\alpha, 0 \leqq \alpha \leqq 1$, we have

$$
\begin{equation*}
f[\alpha x+(1-\alpha) y] \leqq \alpha f(x)+(1-\alpha) f(y) ; \tag{1}
\end{equation*}
$$

$K_{2}(b)$ if and only if $F \in K_{1}(b)$;
$K_{3}(b)$ if and only if $f$ is starshaped (with respect to the origin) on $[0, b]$, i.e., if and only if for every $x \in[0, b]$, and for every $\alpha, 0 \leqq \alpha \leqq 1$, we have

$$
\begin{equation*}
f(\alpha x) \leqq \alpha f(x) ; \tag{2}
\end{equation*}
$$

$K_{4}(b)$ if and only if $f$ is superadditive on [0, b], i.e., if and only if for every $x$ and $y \in[0, b]$ such that also $(x+y) \in[0, b]$ we have

[^3]\[

$$
\begin{equation*}
f(x+y) \geqq f(x)+f(y) ; \tag{3}
\end{equation*}
$$

\]

$K_{5}(b)$ if and only if $F \in K_{3}(b)$;
$K_{\ell}(b)$ if and only if $F \in K_{4}(b)$.
If $f \in K_{2}(b), K_{5}(b)$, or $K_{6}(b)$, then $f$ is said [3] to be, respectively, convex, starshaped, or superadditive on the average on $[0, b]$.

If $f \in K_{i}\left(b_{0}\right)$, then clearly $f \in K_{i}(b)$ for all positive $b<b_{0}$.
3. The hierarchy. The following class-inclusion implications have been established by Bruckner and Ostrow [3]:

$$
K_{1}(b) \subset K_{2}(b) \subset K_{3}(b) \subset K_{4}(b) \subset K_{5}(b) \subset K_{6}(b) .
$$

They have further given examples to show that none of the reverse implications are valid; i.e., they have given examples showing that

$$
\begin{equation*}
K_{6}(b) \not \subset K_{5}(b), K_{5}(b) \not \subset K_{4}(b), K_{4}(b) \not \subset K_{3}(b), K_{3}(b) \not \subset K_{2}(b), K_{2}(b) \not \subset K_{1}(b) . \tag{4}
\end{equation*}
$$

Thus they have pointed out that the function $f$ defined on $[0,1]$ by

$$
f(x) \equiv x^{2}-x^{3}
$$

is convex on the average on $[0,4 / 9]$ but convex only on $[0,1 / 3]$, that the function $g$ defined on $[0, \infty)$ by

$$
g(x) \equiv \begin{cases}x^{2}, & 0 \leqq x \leqq 1 \\ x, & x>1\end{cases}
$$

is starshaped on $[0, b]$ for an arbitrarily large value of $b$ but convex on the average only on $[0,1]$, that the function $h$ defined on $[0, \infty)$ by

$$
h(x) \equiv n+(x-n)^{2}, \quad n \leqq x<n+1, \quad n=0,1,2, \cdots,
$$

is superadditive on $[0, b]$ for an arbitrarily larger value of $b$ but starshaped only on $[0,1]$, etc.

It is our purpose first to use a single illustrative function $f$ and its average function $F$ to establish the fact that none of the foregoing reverse implications hold, and secondly to derive some general inequalities for convex, starshaped, and superadditive functions and to apply them to our particular illustrative functions.
4. Example. From

$$
F(x)=\frac{1}{x} \int_{0}^{x} f(t) d t, \quad 0<x \leqq b,
$$

we obtain

$$
F^{\prime}(x)=\frac{1}{x} f(x)-\frac{1}{x^{2}} \int_{0}^{x} f(t) d t=\frac{1}{x}[f(x)-F(x)],
$$

whence

$$
\begin{equation*}
f(x)=F(x)+x F^{\prime}(x) \tag{5}
\end{equation*}
$$

We might call $f$ the inverse average function of $F$.
Let us consider the function $F$ defined on $[0, \infty)$ by

$$
\begin{align*}
& F(x) \equiv e^{-1 / x}, \quad 0<x<\infty \\
& F(0)=0 \tag{6}
\end{align*}
$$

Then (5) gives

$$
\begin{align*}
& f(x) \equiv\left(1+\frac{1}{x}\right) e^{-1 / x}, \quad 0<x<\infty  \tag{7}\\
& f(0)=0
\end{align*}
$$

In the following Sections 5-9 we establish the maximum values $b_{i}$ such that the function $f$ defined by (7) is of class $K_{i}\left(b_{i}\right), i=$ $1,2, \cdots, 6$.
5. Convexity. A function $f$ of class $C^{\prime \prime}$ is convex on an interval if and only if we have $f^{\prime \prime}(x) \geqq 0$ throughout the interval.

For the function $f$ given by (7), a computation yields

$$
f^{\prime \prime}(x)=\frac{1}{x^{5}}(1-3 x) e^{-1 / x}
$$

Accordingly, $f \in K_{1}(b)$ for

$$
\begin{equation*}
b=b_{1}=\frac{1}{3} \tag{8}
\end{equation*}
$$

but for no larger value of $b$. The function is concave on the interval $[1 / 3, \infty)$.

Similarly, for the function $F$ given by (6), we have

$$
F^{\prime \prime}(x)=\frac{1}{x^{4}}(1-2 x) e^{-1 / x}
$$

Thus the maximum interval of convexity of $F$ is $[0,1 / 2]$, and $F$ is concave on the interval $[1 / 2, \infty)$. Therefore $f \in K_{2}(b)$ for

$$
\begin{equation*}
b=b_{2}=\frac{1}{2} \tag{9}
\end{equation*}
$$

but for no larger value of $b$.
A function that is convex on a left-hand portion of its interval of definition, and concave on the complementary right-hand portion, is said to be convexo-concave [1]. Thus both the function $f$ given by (7) and the function $F$ given by (6) are convexo-concave on the interval $[0, \infty)$.
6. Starshapedness. A function $f$ of class $C^{\prime}, f \in K(b)$, is starshaped on the interval $[0, b]$, i.e., $f \in K_{3}(b)$, if and only if [3]

$$
f^{\prime}(x) \geqq \frac{f(x)}{x} \text { for all } x \in(0, b] .
$$

For the function $f$ given by (7), we have

$$
f^{\prime}(x)-\frac{f(x)}{x}=\frac{1}{x^{3}}\left(1-x-x^{2}\right) e^{-1 / x},
$$

whence it follows that $f \in K_{3}(b)$ for

$$
\begin{equation*}
b=b_{3}=\frac{\sqrt{5}-1}{2}, \tag{10}
\end{equation*}
$$

but for no larger value of $b$.
Similarly, for the function $F$ given by (6) we obtain

$$
F^{\prime}(x)-\frac{F(x)}{x}=\frac{1}{x^{2}}(1-x) e^{-1 / x},
$$

so that $f \in K_{5}(b)$ for

$$
\begin{equation*}
b=b_{5}=1, \tag{11}
\end{equation*}
$$

but for no larger value of $b$.
Thus it happens that the maximum interval of starshapedness of the function $f$ forms a golden section [7] of the maximum interval of starshapedness of the function $F$.
7. Superadditivity. Tests for superadditivity appear to be difficult to establish, and more difficult to apply. None are given, for example, in the treatments [5] and [9] of superadditive functions. A few tests, however, have been advanced by Bruckner [2]; see also $\S 14$, below. One of Bruckner's tests, which we shall use in order somewhat to shorten our determination of the maximum interval of superadditivity of the function $f$ given by (7), and of the function $F$ given by (6), can be stated as follows:

Bruckner's Test. Let the function $f \in K(b)$ be convexo-concave.

Then $f$ is superadditive on $[0, b]$, i.e., $f \in K_{4}(b)$, if and only if

$$
f\left(\frac{b}{2}+x\right)+f\left(\frac{b}{2}-x\right) \leqq f(b) \text { for all } x \in\left[0, \frac{b}{2}\right] .
$$

In $\S \S 8$ and 9 , below, we shall prove the following results:
Theorem 1. The function $f$, defined by

$$
\begin{aligned}
& f(x) \equiv\left(1+\frac{1}{x}\right) e^{-1 / x}, \quad 0<x<\infty \\
& f(0)=0
\end{aligned}
$$

is superadditive on $[0, b]$ for

$$
0<b \leqq b^{*},
$$

where $b^{*}$ is the unique positive solution of the transcendental equation

$$
b=\frac{1-4 e^{-1 / b}}{2 e^{-1 / b}-1}
$$

(approx. $b^{*}=0.8955$ ), but for no larger value of $b$.
That is, the function $f \in K_{4}(b)$ for

$$
\begin{equation*}
b=b_{4}=b^{*} \doteq 0.8955 \tag{12}
\end{equation*}
$$

but for no larger value of $b$.
Theorem 2. The function $F$, defined by

$$
\begin{aligned}
& F(x) \equiv e^{-1 / x}, \quad 0<x<\infty, \\
& F(0)=0,
\end{aligned}
$$

is superadditive on $[0, b]$ for

$$
0<b \leqq \frac{1}{\log 2}
$$

but for no larger value of $b$.
That is, the function $f \in K_{6}(b)$ for

$$
\begin{equation*}
b=b_{6}=\frac{1}{\log 2}, \tag{13}
\end{equation*}
$$

but for no larger value of $b$.
8. Proof of Theorem 2. The method of proof we shall use is largely the same for both theorems. Since the formulas are simpler and the details shorter for Theorem 2, we shall treat it first and
then follow substantially the same pattern for Theorem 1.
Relative to the function $F$ given by (6), consider the function $G$ defined for $b \in(0, \infty)$ and $x \in[0, b / 2]$ by

$$
\begin{align*}
G(x ; b) & \equiv e^{-1 /(b / 2+x)}+e^{-1 /(b / 2-x)}-e^{-1 / b}, \quad x \neq \frac{b}{2} \\
G\left(\frac{b}{2} ; b\right) & =0 \tag{14}
\end{align*}
$$

In accordance with Bruckner's test, we shall establish the maximum interval $[0, b]$ of superadditivity of the function $F$ by determining the maximum value $b$ such that

$$
G(x ; b) \leqq 0 \text { for all } x \in\left[0, \frac{b}{2}\right]
$$

In particular, for $F$ to be superadditive on $[0, b]$, it is necessary that we have

$$
\begin{equation*}
G(0 ; b) \equiv 2 e^{-2 / b}-e^{-1 / b} \leqq 0 \tag{15}
\end{equation*}
$$

or

$$
\log 2-\frac{2}{b} \leqq-\frac{1}{b}
$$

whence

$$
b \leqq b_{6}=\frac{1}{\log 2}
$$

Hence the function $F$ is not superadditive on $[0, b]$ for any $b>b_{6}$. We shall show, however, that $F$ is superadditive on $\left[0, b_{6}\right]$ (and therefore, of course, on $[0, b]$ for every positive $b<b_{6}$ ). That is, we show that

$$
\begin{equation*}
G\left(x ; b_{6}\right) \leqq 0 \text { for all } x \in\left[0, \frac{b_{6}}{2}\right] \tag{16}
\end{equation*}
$$

By (14), we have

$$
\begin{equation*}
G\left(\frac{b_{6}}{2} ; b_{\theta}\right)=0 \tag{17}
\end{equation*}
$$

and by the choice of $b_{6}$ we have also

$$
\begin{equation*}
G\left(0 ; b_{6}\right)=2 e^{-2 / b_{6}}-e^{-1 / b_{6}}=0 \tag{18}
\end{equation*}
$$

We shall prove somewhat more than is needed for what is claimed in Theorem 2; namely, we shall show that we have not merely (16)
but actually the strict inequality

$$
\begin{equation*}
G\left(x ; b_{6}\right)<0 \text { for all } x \in\left(0, \frac{b_{6}}{2}\right) . \tag{19}
\end{equation*}
$$

In $\S 11$, below, we shall make essential use of the fact that this is a strict inequality.

If (19) did not hold, then, by (17) and (18), $G\left(x ; b_{6}\right)$ would attain a nonnegative maximum value at some interior point $x_{0}$ of $\left(0, b_{6} / 2\right)$. At $x_{0}$ we would have

$$
\frac{d G\left(x: b_{6}\right)}{d x} \equiv \frac{1}{\left(b_{6} / 2+x\right)^{2}} e^{-1 /\left(b_{6} / 2+x\right)}-\frac{1}{\left(b_{6} / 2-x\right)^{2}} e^{-1 /\left(b_{6} / 2-x\right)}=0,
$$

and therefore we would have

$$
\begin{equation*}
G\left(x_{0} ; b_{6}\right)=\Phi\left(x_{0}\right) \geqq 0, \tag{20}
\end{equation*}
$$

in which the function $\Phi$ is defined by

$$
\Phi(x) \equiv\left[1+\left(\frac{b_{6} / 2-x}{b_{6} / 2+x}\right)^{2}\right] e^{--1 /\left(b_{6} / 2+x\right)}-e^{-1 / b_{6}}, \quad x \in\left(\frac{b_{6}}{2}\right) .
$$

The function $\Phi$ is more tractable than the function $G$, in that it permits us rigorously to establish the transcendental inequality (19) by investigating only a quadratic function. We shall show that we have

$$
\begin{equation*}
\Phi(x)<0 \text { for all } x \in\left(0, \frac{b_{6}}{2}\right), \tag{21}
\end{equation*}
$$

thus contradicting (20) and establishing the theorem.
A computation yields

$$
\begin{equation*}
\frac{d \Phi}{d x}=\frac{2 e^{-1 /\left(b_{6} / 2+x\right)}}{\left(b_{6} / 2+x\right)^{4}} Q(x), \tag{22}
\end{equation*}
$$

where $Q$ is the quadratic polynomial function defined by

$$
\begin{equation*}
Q(x) \equiv(1+\log 2) x^{2}-(1-\log 2)\left(\frac{b_{\mathrm{f}}}{2}\right)^{2} . \tag{23}
\end{equation*}
$$

Since

$$
\begin{aligned}
Q(0) & =-(1-\log 2)\left(\frac{b_{6}}{2}\right)<0, \\
Q\left(\frac{b_{6}}{2}\right) & =2 \log 2\left(\frac{b_{6}}{2}\right)>0,
\end{aligned}
$$

and the coefficient of $x^{2}$ in (23) is positive, it follows that $Q(x)$ has
precisely one zero on ( $0, b_{6} / 2$ ), actually at

$$
x_{0}=\frac{b_{6}}{2} \sqrt{\frac{1-\log 2}{1+\log 2}},
$$

being negative on ( $0, x_{0}$ ) and positive on ( $x_{0}, b_{6} / 2$ ). Accordingly, by (22), $\Phi(x)$ is strictly decreasing on ( $0, x_{0}$ ) and strictly increasing on ( $x_{0}, b_{6} / 2$ ), whence the desired inequality (21) follows from

$$
\Phi(0)=\Phi\left(\frac{b_{6}}{2}\right)=0 .
$$

9. Proof of Theorem 1. In place of the function $G$ of $\S 8$, relative to the function $F$ given by (6), we now consider, relative to the function $f$ given by (7), the function $g$ defined for $b \in(0, \infty)$ and $x \in[0, b / 2]$ by

$$
\begin{align*}
g(x ; b) & \equiv\left(1+\frac{1}{b / 2+x}\right) e^{-(b / 2+x)} \\
& +\left(1+\frac{1}{b / 2-x}\right) e^{-1 /(b / 2-x)}-\left(1+\frac{1}{b}\right) e^{-1 / b}, \quad x \neq \frac{b}{2},  \tag{24}\\
g\left(\frac{b}{2} ; b\right) & =0
\end{align*}
$$

To prove the theorem, we shall show that the maximum value $b$ such that

$$
g(x ; b) \leqq 0 \text { for all } x \in\left[0, \frac{b}{2}\right]
$$

is given by (12).
In particular, for $f$ to be superadditive on $[0, b]$, it is necessary that we have

$$
\begin{align*}
g(0 ; b) & \equiv 2\left(1+\frac{2}{b}\right) e^{-2 / b}-\left(1+\frac{1}{b}\right) e^{-1 / b} \\
& \equiv \frac{e^{-1 / b}}{b}\left[b\left(2 e^{-1 / b}-1\right)-\left(1-4 e^{-1 / b}\right)\right] \leqq 0 . \tag{25}
\end{align*}
$$

Now, as we see through differentiation, on $[0, \infty)$ the function $\alpha$, defined by

$$
\begin{align*}
& \alpha(b) \equiv b\left(2 \mathrm{e}^{-1 / b}-1\right), \quad 0<b<\infty,  \tag{26}\\
& \alpha(0)=0,
\end{align*}
$$

is convex; $\alpha(b)$ is strictly decreasing from the value 0 at $b=0$ to a negative value at the root $b_{0}$ (approx. $b_{0}=0.60$ ) of the transcendental equation

$$
b=\frac{2}{e^{1 / b}-2}
$$

which expresses the relation $d \alpha / d b=0$, and then $\alpha(b)$ is strictly increasing on $\left[b_{0}, \infty\right)$.

On the other hand, the function $\beta$, defined on $[0, \infty)$ by

$$
\begin{align*}
& \beta(b) \equiv 1-4 e^{-1 / b}, \quad 0<b<\infty, \\
& \beta(0)=1, \tag{27}
\end{align*}
$$

is strictly decreasing on its entire interval of definition.
Since

$$
\alpha\left(b_{0}\right)<0 \text { and } \beta\left(b_{0}\right)=\frac{1-b_{0}}{1+b_{0}}>0
$$

it therefore follows from (25), (26), and (27) that the equation

$$
g(0 ; b)=0
$$

has a single root $b \in(0, \infty)$, namely, at the solution

$$
b=b_{4}=b^{*} \doteq 0.8955
$$

of the transcendental equation

$$
\alpha(b)=\beta(b),
$$

and that further $g(0 ; b)$ satisfies the inequalities

$$
\begin{array}{ll}
g(0 ; b)<0, & 0<b<b_{4},  \tag{28}\\
g(0 ; b)>0, & b>b_{4} .
\end{array}
$$

By (28), the function $f$ is not superadditive on $[0, b]$ for any $b>b_{4}$; it remains for us to show that $f$ is superadditive on $\left[0, b_{4}\right]$.

For this, it is sufficient that we establish the inequality

$$
\begin{equation*}
g\left(x ; b_{4}\right) \leqq 0 \text { for all } x \in\left[0, \frac{b_{4}}{2}\right] . \tag{29}
\end{equation*}
$$

By (24), we have

$$
\begin{equation*}
g\left(\frac{b_{4}}{2} ; b_{4}\right)=0 \tag{30}
\end{equation*}
$$

and by the choice of $b_{4}$ we have also

$$
\begin{equation*}
g\left(0 ; b_{4}\right)=\frac{e^{-1 / b_{4}}}{b_{4}}\left[b_{4}\left(2 e^{-1 / b_{4}}-1\right)-\left(1-4 e^{-1 / b_{4}}\right)\right]=0 . \tag{31}
\end{equation*}
$$

We shall prove that

$$
\begin{equation*}
g\left(x ; b_{4}\right)<0 \text { for all } x \in\left(0, \frac{b_{4}}{2}\right), \tag{32}
\end{equation*}
$$

thus establishing (29) and with it the validity of the theorem.
If (32) did not hold, then, by (30) and (31), $g\left(x ; b_{4}\right)$ would attain a nonnegative maximum value at some interior point $x_{0}$ of $\left(0, b_{4} / 2\right)$. At $x_{0}$ we would have

$$
\frac{d g\left(x ; b_{4}\right)}{d x} \equiv \frac{1}{\left(b_{4} / 2+x\right)^{3}} e^{-1 /\left(b_{4} / 2+x\right)}-\frac{1}{\left(b_{4} / 2-x\right)^{3}} e^{-1 /\left(b_{4} / 2-x\right)}=0,
$$

and therefore

$$
\begin{equation*}
g\left(x_{0} ; b_{4}\right)=\varphi\left(x_{0}\right) \geqq 0, \tag{33}
\end{equation*}
$$

in which the function $\varphi$ is defined by

$$
\begin{aligned}
\varphi(x) \equiv & {\left[1+\frac{1}{b_{4} / 2+x}+\left(1+\frac{1}{b_{4} / 2-x}\right)\left(\frac{b_{4} / 2-x}{b_{4} / 2+x}\right)^{3}\right] e^{-1 /\left(b_{4} / 2+x\right)} } \\
& -\left(1+\frac{1}{b_{4}}\right) e^{-1 / b_{4}}, \quad x \in\left(0, \frac{b_{4}}{2}\right) .
\end{aligned}
$$

We shall show that we have

$$
\begin{equation*}
\varphi(x)<0 \text { for all } x \in\left(0, \frac{b_{4}}{2}\right), \tag{34}
\end{equation*}
$$

thus contradicting (33) and establishing the theorem.
A computation yields

$$
\begin{equation*}
\frac{d \varphi}{d x}=\frac{2 e^{-1 /\left(b_{4} / 2+x\right)}}{\left(b_{4} / 2+x\right)^{9}} q(x), \tag{35}
\end{equation*}
$$

where $q$ is the cubic polynomial function defined by

$$
\begin{align*}
q(x) \equiv & \left.\equiv-3\left(\frac{b_{4}}{2}\right)-1\right] x^{3}+\left[3\left(\frac{b_{4}}{2}\right)^{2}+4\left(\frac{b_{4}}{2}\right)+1\right] x^{2} \\
& +\left[3\left(\frac{b_{4}}{2}\right)^{3}-\left(\frac{b_{4}}{2}\right)^{2}\right] x+\left[-3\left(\frac{b_{4}}{2}\right)^{4}-2\left(\frac{b_{4}}{2}\right)^{3}+\left(\frac{b_{4}}{2}\right)^{2}\right] . \tag{36}
\end{align*}
$$

Since

$$
\begin{aligned}
q(0) & =\left[-3\left(\frac{b_{4}}{2}\right)^{2}-2\left(\frac{b_{4}}{2}\right)+1\right]\left(\frac{b_{4}}{2}\right)^{2} \doteq-0.497\left(\frac{b_{4}}{2}\right)^{2}<0, \\
q\left(\frac{b_{4}}{2}\right) & =2\left(\frac{b_{4}}{2}\right)^{2}>0,
\end{aligned}
$$

and the coefficient of $x^{3}$ in (36) is negative, it follows that $q(x)$ has
precisely one zero on $\left(0, b_{4} / 2\right)$, say at $x=x_{0}$. Then $q(x)$ is negative on $\left(0, x_{0}\right)$ and positive on $\left(x_{0}, b_{4} / 2\right)$. Accordingly, by (35), $\varphi(x)$ is strictly decreasing on $\left(0, x_{0}\right)$ and strictly increasing on $\left(x_{0}, b_{4} / 2\right)$, whence the desired inequality (34) follows from

$$
\varphi(0)=\varphi\left(\frac{b_{4}}{2}\right)=0 .
$$

10. The reverse implications. The numbers $b_{i}, i=1,2, \cdots, 6$, as given by (8)-(13), satisfy

$$
b_{i-1}<b_{i}, \quad i=2,3, \cdots, 6,
$$

in accordance with the following table of approximations:

| $i$ | $b_{i}$ |
| :---: | :---: |
| 1 | 0.3333 |
| 2 | 0.5000 |
| 3 | 0.6180 |
| 4 | 0.8955 |
| 5 | 1.0000 |
| 6 | 1.4428 |

Accordingly, since $b_{i}$ is the maximum of all numbers $b$ such that the function $f$ given by (7) is of class $K_{i}(b)$, it follows that $f \in K_{i}\left(b_{i}\right)$ but $f \notin K_{i-1}\left(b_{i}\right)$, whence

$$
K_{i}\left(b_{i}\right) \not \subset K_{i-1}\left(b_{i}\right), \quad i=2,3, \cdots, 6
$$

This establishes (4).
11. The sign of equality. In determining maximum intervals of superadditivity, we have established the following results, except for the specification of the conditions under which the sign of equality holds.

THEOREM 3. With the notation of Theorem 1, we have

$$
\begin{equation*}
f(x+y) \geqq f(x)+f(y) \tag{37}
\end{equation*}
$$

for all nonnegative $x$ and $y$ satisfying

$$
x+y \leqq b^{*}
$$

The sign of equality holds in (37) if and only if either at most one of $x$ and $y$ is different from 0 or else

$$
x=y=\frac{b^{*}}{2}
$$

Theorem 4. With the notation of Theorem 2, we have

$$
\begin{equation*}
F(x+y) \geqq F(x)+F(y) \tag{38}
\end{equation*}
$$

for all nonnegative $x$ and $y$ satisfying

$$
x+y \leqq \frac{1}{\log 2} .
$$

The sign of equality holds in (38) if and only if either at most one of $x$ and $y$ is different from 0 or else

$$
x=y=\frac{1}{2 \log 2} .
$$

Proof. We have only to discuss the conditions under which the sign of equality holds in (37) and (38).

To establish the validity of Bruckner's test, which we have used in the proof of Theorems 1 and 2, we observe that if $f \in K(b)$ is convexo-concave, then the difference

$$
\begin{equation*}
[f(x)+f(y)]-f(x+y) \tag{39}
\end{equation*}
$$

is either nonincreasing, or nondecreasing, or first nonincreasing and then nondecreasing, in each of its variables, in the triangular region

$$
x \geqq 0, \quad y \geqq 0, \quad x+y \leqq b,
$$

and hence attains its maximum value either on the line $x+y=b$ or at the origin. For the functions with which we are dealing, however, the above difference is either strictly decreasing, or strictly increasing, or first strictly decreasing and then strictly increasing, in each of its variables, except when the other is 0 .

Hence, in applying Bruckner's test, the only points we have bypassed at which the sign of equality might hold lie along the axes, and thus the difference attains it maximum value only on the triangular boundary.

The boundary consists of the segments $0 \leqq x \leqq b_{i}, 0 \leqq y \leqq b_{i}$, and the portion of the line $x+y=b_{i}$ in the first quadrant, where $b_{i}=b_{4}=b^{*}$ and $b_{i}=b_{6}=1 /(\log 2)$ for Theorems 3 and 4, respectively. The difference (39), for the functions of Theorems 3 and 4 , vanishes identically on the axes, whereas on the interior of the remaining side, by (18) and (19), and by (31) and (32), it vanishes at the midpoint and otherwise is negative, as specified in the statement of the two theorem.

We note, in passing, that to establish Theorems 2 and 4 without recourse to Bruckner's test, we might adjust the foregoing proofs as follows. For any $b^{\prime}, 0<b^{\prime} \leqq b_{\theta}$, by (14) we have

$$
\begin{equation*}
G\left(\frac{b^{\prime}}{2} ; b^{\prime}\right)=0 ; \tag{40}
\end{equation*}
$$

further, by (15), we have

$$
\begin{equation*}
G\left(0 ; b^{\prime}\right) \leqq 0 \tag{41}
\end{equation*}
$$

with equality if and only if $b^{\prime}=b_{6}$. The proof of (19) can now be extended to give

$$
\begin{equation*}
G\left(x ; b^{\prime}\right)<0 \text { for all } x \in\left(0, \frac{b^{\prime}}{2}\right) . \tag{42}
\end{equation*}
$$

The conclusion of Theorems 2 and 4, including the condition for equality, follows from (40), (41), and (42). Analogous remarks hold for Theorems 1 and 3.
12. Superadditivity inequalities. Let $f \in K_{4}(b)$. An immediate induction on (3) yields

$$
\begin{equation*}
\sum_{i=1}^{n} f\left(x_{i}\right) \leqq f\left(\sum_{i=1}^{n} x_{i}\right), \quad 0 \leqq x_{i} \leqq b, \quad \sum_{i=1}^{n} x_{i} \leqq b \tag{43}
\end{equation*}
$$

Since, by definition, any function $f \in K_{4}(b)$ is nonnegative, it follows from (3) that $f$ is nondecreasing. Therefore, by (43), we have

$$
\begin{equation*}
\sum_{i=1}^{n} f\left(x_{i}\right) \leqq f(b), \quad 0 \leqq x_{i} \leqq b, \quad \sum_{i=1}^{n} x_{i} \leqq b \tag{44}
\end{equation*}
$$

Thus, for example, for positive numbers $x_{i}, i=1,2, \cdots, n, n \geqq 1$, such that

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}=x_{0} \leqq b^{*} \tag{45}
\end{equation*}
$$

by Theorem 3 we have

$$
\sum_{i=1}^{n}\left(1+\frac{1}{x_{i}}\right) e^{-1 / x_{i}} \leqq\left(1+\frac{1}{x_{0}}\right) e^{-1 / x_{0}},
$$

with equality if and only if either (a) $n=1$, or (b) $n=2$ and $x_{1}=x_{2}=b^{*} / 2$.

Also, for positive numbers $x_{i}$ satisfying (45), we have the weaker inequality

$$
\sum_{i=1}^{n}\left(1+\frac{1}{x_{i}}\right) e^{-1 / x_{i}} \leqq\left(1+\frac{1}{b^{*}}\right) e^{-1 / b^{*}}
$$

with equality if and only if either (a) $n=1$ and $x_{1}=b^{*}$, or (b) $n=2$ and $x_{1}=x_{2}=b^{*} / 2$.

Similarly, for positive numbers $x_{i}, i=1,2, \cdots, n$, such that

$$
\sum_{i=1}^{n} x_{i}=x_{0} \leqq \frac{1}{\log 2}
$$

we have

$$
\sum_{i=1}^{n} e^{-1 / x_{i}} \leqq e^{-1 / x_{0}} \leqq e^{-\log 2}
$$

with analogous conditions for the sign of equality to hold.
13. Whittaker's inequality. If, for any number $a>1$, in the foregoing discussions we substitute $x / \log a$ for $x$, then we obtain the following results:

The function $f_{a}$, defined by

$$
\begin{aligned}
& f_{a}(x) \equiv a^{-1 / x}\left(1+\frac{1}{x} \log a\right), \quad 0<x<\infty \\
& f_{a}(0)=0
\end{aligned}
$$

is convex on the interval $[0,(1 / 3) \log \alpha]$, starshaped on the interval $[0,(1 / 2)(\sqrt{5}-1) \log a]$, and superadditive on the interval $\left[0, b^{*} \log a\right]$.

The function $F_{a}$, defined by

$$
\begin{aligned}
& F_{a}(x) \equiv a^{-1 / x}, \quad 0<x<\infty \\
& F_{a}(0)=0
\end{aligned}
$$

is convex on the interval $[0,(1 / 2) \log a]$, starshaped on the interval [ $0, \log a]$, and superadditive on the interval $[0, \log a / \log 2]$.

In particular, the function $F_{2}$ is superadditive on the interval $[0,1]$. Therefore, for positive numbers $x_{i}, i=1,2, \cdots, n, n \geqq 1$, such that

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}=x_{0} \leqq 1 \tag{46}
\end{equation*}
$$

we have the inequality

$$
\sum_{i=1}^{n} 2^{-1 / x_{i}} \leqq 2^{-1 / x_{0}}
$$

and the weaker inequality

$$
\begin{equation*}
\sum_{i=1}^{n} 2^{-1 / x_{i}} \leqq 2^{-1} \tag{47}
\end{equation*}
$$

Substituting $1 /\left(y_{i}+1\right)$ for $x_{i}$ in (46) and (47), we obtain the following result:

If the nonnegative numbers $y_{i}, \quad i=1,2, \cdots, n, n \geqq 1$, are such that

$$
\sum_{i=1}^{n} \frac{1}{1+y_{i}} \leqq 1
$$

then we have

$$
\begin{equation*}
\sum_{i=1}^{n} 2^{-y_{i}} \leqq 1 \tag{48}
\end{equation*}
$$

with equality if and only if either (a) $n=1$ and $y_{1}=0$, or (b) $n=2$ and $y_{1}=y_{2}=1$.

The relation (48) is Whittaker's inequality [10, 4].
14. The method of Boas. The following sufficient condition for superadditivity was suggested to the author by R. P. Boas in personal correspondence:

Boas's Test. If the function $f \in K(b)$ is of class $C^{\prime}$, and there are numbers $a \leqq b / 2$ and $c \leqq a$ such that
(i) $f$ is starshaped on $[0,2 a]$,
(ii) $f$ is concave and satisfies $f(x / 2) \leqq(1 / 2) f(x)$ on $[c, b]$,
(iii) $f^{\prime}(0)<f^{\prime}(b)$,
(iv) $f^{\prime}(x)-f^{\prime}(b-x)$ has at most one zero in $(0, \alpha)$,
then $f$ is superadditive on $[0, b]$.
The validity of the test can be established by considering separately the following three cases:
(i) $0 \leqq x \leqq \alpha, \quad 0 \leqq y \leqq \alpha$,
(ii) $x \geqq a, \quad y \geqq a, \quad x+y \leqq b$,
(iii) $\quad x<a<y<b, \quad x+y \leqq b$.

Boas has observed that his test applies to such convexo-concave functions, or functions having ogive-shaped graphs, as $e^{-1 / x \alpha}$ for $0<\alpha \leqq 1, \log \left(1+x^{\lambda}\right)$, and arc tan $x^{\lambda}$, yielding intervals of superadditivity and consequent inequalities typified by the inequality of Whittaker given in $\S 13$, above.

A systematic tabulation of maximum intervals of superadditivity of such functions, of their average functions, and of their inverse average functions, might well be desirable.
15. Combination inequalities. If the function $f$ is convex for $x \in[a, b]$, then, by Jensen's inequality $[6,1]$, for any numbers

$$
x_{i} \in[a, b], \quad i=1,2, \cdots, n,
$$

and any weights

$$
\alpha_{i}, \alpha_{i}>0, \sum_{i=1}^{n} \alpha_{i}=1
$$

we have

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} \alpha_{i} x_{i}\right) \leqq \sum_{i=1}^{n} \alpha_{i} f\left(x_{i}\right) \tag{49}
\end{equation*}
$$

This inequality is an extension of the defining inequality (1).
Analogues of the inequality (49), for functions of the sort treated in this paper, are given in the two theorems that follow.

THEOREM 5. If the function $f \in K(b)$ is convex for $x \in[0, a]$ and starshaped for $x \in[0, b], b>a$, then for any numbers

$$
x_{i} \in[0, b], \quad i-1,2, \cdots, n
$$

and any weights

$$
\alpha_{i}, \alpha_{i}>0, \sum_{i=1}^{n} \alpha_{i}=1
$$

we have

$$
\begin{equation*}
f\left(\frac{a}{b} \sum_{i=1}^{n} \alpha_{i} x_{i}\right) \leqq \frac{a}{b} \sum_{i=1}^{n} \alpha_{i} f\left(x_{i}\right) \tag{50}
\end{equation*}
$$

Proof. Since the numbers $x_{i}$ satisfy $0 \leqq x_{i} \leqq b$, we have $0 \leqq$ $a x_{i} / b \leqq a$, so that Jensen's inequality (49) can be applied for the numbers $a x_{i} / b$, yielding

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} \alpha_{i} \frac{a}{b} x_{i}\right) \leqq \sum_{i=1}^{n} \alpha_{i} f\left(\frac{a}{b} x_{i}\right) \tag{51}
\end{equation*}
$$

Now since $0 \leqq x_{i} \leqq b$, and $a / b<1$, the defining inequality (2) for starshapedness gives

$$
\begin{equation*}
f\left(\frac{a}{b} x_{i}\right) \leqq \frac{a}{b} f\left(x_{i}\right), \quad i=1,2, \cdots, n \tag{52}
\end{equation*}
$$

and (50) follows from (51) and (52).
For example, for the function $f$ defined by (7) we have $a=1 / 2$, $b=1$, so that for positive numbers $x_{i} \leqq 1$ and weights $\alpha_{i}$ we have

$$
\exp \frac{-2}{\sum_{i=1}^{n} \alpha_{i} x_{i}} \leqq \frac{1}{2} \sum_{i=1}^{n} \alpha_{i} e^{-1 / x_{i}}
$$

THEOREM 6. If the function $f \in K(c)$ is convex for $x \in[0, a]$, starshaped for $x \in[0, b]$, and superadditive for $x \in[0, c], c>b>a$, then for any numbers

$$
x_{i} \in[0, b],
$$

$$
i=1,2, \cdots, n
$$

satisfying

$$
\begin{equation*}
\sum_{\imath=1}^{n} x_{i}=c_{0} \leqq c \tag{53}
\end{equation*}
$$

we have

$$
\begin{align*}
f\left(\frac{a c_{0}}{b n}\right) & =f\left(\frac{a}{b n} \sum_{i=1}^{n} x_{i}\right) \leqq \frac{a}{b n} \sum_{i=1}^{n} f\left(x_{i}\right) \leqq \frac{a}{b n} f\left(\sum_{i=1}^{n} x_{i}\right)  \tag{54}\\
& =\frac{a}{b n} f\left(c_{0}\right) \leqq \frac{a}{b n} f(c)
\end{align*}
$$

Proof. By (50), we have

$$
\begin{equation*}
f\left(\frac{a}{b n} \sum_{i=1}^{n} x_{i}\right) \leqq \frac{a}{b n} \sum_{i=1}^{n} f\left(x_{i}\right) \tag{55}
\end{equation*}
$$

and from (43) and (53) we obtain

$$
\begin{equation*}
\sum_{i=1}^{n} f\left(x_{i}\right) \leqq f\left(\sum_{i=1}^{n} x_{i}\right) \tag{56}
\end{equation*}
$$

whence (54) follows from (55), (56), and the fact that $f$ is a nondecreasing function.

By way of illustration, for positive numbers $x_{i} \leqq 1$ satisfying

$$
\sum_{i=1}^{n} x_{i}=c_{0} \leqq \frac{1}{\log 2},
$$

we have both lower and upper bounds for

$$
\sum_{i=1}^{n} e^{-1 / x_{i}}
$$

given by

$$
\begin{aligned}
e^{-2 n / c_{0}} & =\exp \frac{-2 n}{\sum_{i=1}^{n} x_{i}} \leqq \frac{1}{2 n} \sum_{i=1}^{n} e^{-1 / x_{i}} \leqq \frac{1}{2 n} \exp \frac{-1}{\sum_{i=1}^{n} x_{i}} \\
& =\frac{1}{2 n} e^{-1 / c_{0}} \leqq \frac{1}{2 n} e^{-\log 2}=\frac{1}{4 n}
\end{aligned}
$$

For a function having a relatively longer interval of superadditivity, a more useful inequality would result.
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# THE SIMPLE CONNECTIVITY OF THE SUM OF TWO DISKS 

R. H. Bing

1. Introduction. The following question was called to the author's attention several years ago by Eldon Dyer.

Question. Is the sum of two disks simply connected if their intersection is connected?
Later, the author saw a communication in which an erroneous proof was given that Example 1 of the present paper is not simply connected. We show in § 2 that Example 1 is simply connected. However, we give some examples (Examples 2, 3, 4) in $\S \S 3,4,5$ that are not simply connected.

A topological characterization is given in §4 of intersections that will prevent closed curves which finitely oscillate between two disks from being shrunk. If the intersection is snake-like or arcwise connected, such finitely oscillating curves can always be shrunk but there are examples in which infinitely oscillating curves cannot. It is the topology of the intersection which prevents the sum of two disks from being simply connected rather than the embeddings of the intersection in the disks as shown in $\S \S 4$ and 5 . In fact, as pointed out in §6, much of what we have learned about the sums of disks applies to the sums of continuous curves.

We use Example 1 in $\S 7$ to construct a peculiar group and show that a certain relation kills it.

All sets treated in this paper are metric.
Let $I^{n}$ denote an $n$-cell and $B d I^{n}$ its boundary. A set $A$ is $n$-connected if each map (continuous transformation) $f$ of $B d I^{n+1}$ into $A$ can be extended to map $I^{n+1}$ into $A$. We say that $f\left(B d I^{n+1}\right)$ can be shrunk to a point if the map can be extended. A set is called an $\varepsilon$-set if its diameter is less than or equal to $\varepsilon$. A set $A$ is $n$ - ULC if for each $\varepsilon>0$ there is a $\delta>0$ such that each map of $B d I^{n+1}$ onto a $\delta$-subset of $A$ can be shrunk to a point on an $\varepsilon$-subset. A compact continuum is called a continuous curve if it is $0-U L C$. A set is simply connected if it is 1-connected. It is uniformly locally simply connected if it is $1-U L C$. We shall not treat higher types of connectivity in this paper.

We find it convenient to consider an abstract disk $D$ rather than the square $I^{2}$. A map of $B d D$ is a closed curve. If $h$ is a homeomorphism, $h(B d D)$ is a simple closed curve.

[^4]We shall use cylindrical coordinates $(\rho, \theta, z)$ to describe examples in $E^{3}$ (Euclidean 3 space). If no $z$ coordinate is given, it is understood that $z=0$. When we use $D$ alone without subscripts it is understood that we mean the unit disk ( $\rho \leqq 1$ ) in the $z=0$ plane.

Let $f$ be a map of $B d D$ into $E^{2}$ so that the $\rho$ value of each point of $f(B d D)$ is positive. Let $k(\theta)$ be a map of the reals into the reals such that $k(\theta) \bmod 2 \pi$ is the $\theta$ value of $f(1, \theta)$. We say that $f$ circles the origin $n$ times if $k(2 \pi)-k(0)=2 \pi n$.
2. A false example. Let $a, b$ be fixed numbers with $0<a<b<1$ and $K_{1}$ be a spiral connecting the circles $\rho=a$ and $\rho=b$ as shown in Figure 1 and given by the following formula.


Figure 1

$$
K_{1}=\left\{(\rho, \theta) / \rho=a, b, \text { or }\left(b+a e^{\theta}\right) /\left(1+e^{\theta}\right)\right\} .
$$

M. K. Fort showed [3] that any bounded plane continuum which has $K_{1}$ as a continuous image separates the plane.

Example 1. Let $D_{1}$ be a disk in $E^{3}$ defined by

$$
D_{1}=\left\{(\rho, \theta, z) / \rho \leqq 1, z=\text { distance from }(\rho, \theta, 0) \text { to } K_{1}\right\} .
$$

Let $D_{2}$ be the reflection of $D_{1}$ through the $z=0$ plane. Then $D_{1}+D_{2}$ is the sum of two disks whose intersection is the connected set $K_{1}$.

Theorem 1. Example 1 is simply connected.
Proof. Let $f$ be a map of $B d D$ into $D_{1}+D_{2}$. We show that $D_{1}+D_{2}$ is simply connected by showing that $f$ can be extended to map $D$ into $D_{1}+D_{2}$.

With no loss of generality we suppose that the $\rho$ value of each point of $f(B d D) \geqq a$.

Special case. (The $\theta$ value of each point is fixed under $f$ and the $\rho$ value of each point of $f(B d D)<b$.) In this special case we start by extending $f$ to the circle $\rho=a$ by insisting that $f$ is fixed on this circle.

For each point $q=\left(1, \theta_{q}\right)$ of $B d D$ such that $f(q) \in K_{1}$, let $S_{q}$ be the spiral from $q$ about the circle $\rho=a$ described by the formulas $\rho \leqq 1, \quad \rho=\left(2-a+a e^{\left(\theta-\theta_{q}\right)}\right) /\left(1+e^{\left(\theta-\theta_{q}\right)}\right), \theta_{q} \leqq \theta$. Let $f$ be extended to map $S_{q}$ into $K_{1}$ so that $f$ preserves the $\theta$ value of each point of $S_{q}$. This extension is made for each such spiral $S_{q}$ for each point $q$ of $B d D$ such that $f(q) \in K_{1}$. Note that we have mapped a closed subset of $D$ into $K_{1}$ and each component of $D-f^{-1}\left(K_{1}\right)$ other than the interior of $\rho=a$ intersects $B d D$ in an open arc.

Let $g_{1}$ be the map of $f^{-1}\left(K_{1}+D_{1} \cdot f(B d D)\right)=f^{-1}\left(D_{1}\right)$ into $D_{1}$ given by extended $f$. Then $g_{1}$ can be extended to take $D$ into $D_{1}$. For convenience we also call this extended map $g_{1}$. Similarly there is a map $g_{2}$ of $D$ into $D_{2}$ such that $g_{2}=f$ on $f^{-1}\left(K_{1}+D_{2} \cdot f(B d D)\right)=$ $f^{-1}\left(D_{2}\right)$. Let $g$ be the map of $D$ into $D_{1}+D_{2}$ given by $g_{1}$ on each component of $D-f^{-1}\left(K_{1}\right)$ which has an arc which goes into $D_{1}$ under $f$ and $g=g_{2}$ on the rest of $D$.

Less special case. ( $f$ circles the origin once and the $\rho$ value of each point of $f(B d D)$ is less than $b$.) We show that there is a homotopy $h_{t}(0 \leqq t \leqq 1)$ of $B d D$ into $D_{1}+D_{2}$ such that $h_{0}=f, h_{1}$ preserves the $\theta$ value of each point of $B d D$ while the $\rho$ value of each point of $h_{1}(B d D)$ is less than $b$. The less special case then follows from the special case.

Let $k(\theta)$ be the function that shows that $f$ circles the origin once. For convenience we suppose that $k(0)=0, k(2 \pi)=2 \pi$. Let $k_{t}(\theta)=t \theta+(1-t) k(\theta), \quad(0 \leqq t \leqq 1)$. As $t$ goes from 0 to $1, k_{t}(\theta)$ goes from $k(\theta)$ to $\theta$. For each point $p=\left(1, \theta_{p}\right)$ of $f^{-1}\left(K_{1}\right)$ we define $h_{t}(p)$ as a point in $K_{1}$ so that the $\theta$ value of $h_{t}(p)$ is $k_{t}\left(\theta_{p}\right)$. The $\rho$ value of $h_{t}(p)$ is uniquely determined since the three arc components of $K_{1}$ are 1-manifolds almost normal to lines through the origin.

The homotopy $h_{t}$ on $f^{-1}\left(K_{1}\right)$ is extended to $B d D$ so that $h_{t}(p) \in D_{i}(i=1,2)$ if $f(p) \in D_{i}, h_{1}$ preserves the $\theta$ value of points of $B d D$ and the value of each point of $h_{1}(B d D)$ is less than $b$.

The following version of the less special case follows by a similar argument.

Alternative less special case. ( $f$ circles the origin once and the value of each point of $f(B d D)$ is greater than $a$.)

General case. We suppose that $f(B d D)$ intersects the spiral of $K_{1}$ in at least three points. Subdivide $B d D$ into arcs $x_{1} x_{2}, x_{2} x_{3}, \cdots, x_{n} x_{1}(n \geqq 3)$ so that no $f\left(x_{i} x_{i+1}\right)$ (addition on subscripts is mod $n$ so that $x_{n} x_{n+1}=x_{n} x_{1}$ ) intersects both circles in $K_{1}$ but each $f\left(x_{i}\right)$ is on the spiral of $K_{1}$. Let $x_{i} z_{i} x_{i+1}$ be the chord in $D$ from $x_{i}$ to $x_{i+1}$.

Extend the map $f$ of $B d D$ into $D_{1}+D_{2}$ to map the chord $x_{i} z_{i} x_{i+1}$ into $D_{1}$ so that $f\left(x_{i} z_{i} x_{i}\right)$ misses the circles in $K_{1}$ and $f$ on $x_{i} x_{i+1}+x_{i} z_{i} x_{i+1}$ circles the origin once. It follows from applications of the less special case and its alternative form that we can extend $f$ to take the interiors of the $\left(x_{i} x_{i+1}+x_{i} z_{i} x_{i+1}\right)$ 's into $D_{1}+D_{2}$. We can then extend $f$ to the disk in $D$ bounded by the chords into $D_{1}$.
3. A true example. Let $C$ be a Cantor set on the numbers between $1 / 2$ and 1 . Let $K_{2}$ be the set in the plane consisting of the sum of circles in the plane with centers at the origin and radii in $C$ and spirals joining adjacent circles as shown in Figure 2 and given by the following formula.

$$
K_{2}=\left\{(\rho, \theta) / \rho \in C \text { or } \rho=\left(b+a e^{\theta}\right) /\left(1+e^{\theta}\right)\right\}
$$

where $a, b$ are adjacent numbers of $C$ with $a<b$.
Example 2. Let $E_{1}$ be the disk in $E^{2}$ defined by

$$
E_{1}=\left\{(\rho, \theta, z) / \rho \leqq 1, z=\text { distance from }(\rho, \theta, 0) \text { to } K_{2}\right\} .
$$

Let $E_{2}$ be the reflection of $E_{1}$ through the plane $z=0$. Then $E_{1}+E_{2}$ is the sum of two disks whose sum is the connected set $K_{2}$.

Before proving that Example 2 is not simply connected we investigate an interesting property of $K_{2}$. M. K. Fort, Jr. showed [3] that any compact continuum in the plane separates the plane if it maps onto $K_{1}$. We modify his argument slightly to show the following.

Theorem 2. If $f$ maps a closed bounded connected subset of the


Figure 2
plane onto $K_{2}$ then for each circle $J$ in $K_{2}$, each component of $f^{-1}(J)$ separates the plane.

Proof. Let $S^{1}$ be the circle $\rho=1$ and define $g: K_{2} \rightarrow S^{1}$ by $g(\rho, \theta)=(1, \theta)$. It is easy to verify that $\left(K_{2}, S^{1}, g\right)$ is a locally trivial fiber space with totally disconnected fibers.

Suppose $X$ is a component of $f^{-1}(J)$ that does not separate the plane. There is a homotopy pulling the map $g f$ of $X$ into $S^{1}$ to a constant map. Since $S^{1}$ is an ANR there is a neighborhood $N$ of $X$ such that the map $g f$ of $\bar{N} \cdot f^{-1}\left(K_{2}\right)$ into $S^{1}$ is homotopic to a constant map. Take $N$ so close to $X$ that $\bar{N}$ does not cover $f^{-1}\left(K_{2}\right)$.

Let $Y$ be a continuum in $f^{-1}\left(K_{2}\right)$ irreducible from $E^{2}-N$ to $X$. Note that $Y \subset \bar{N}, Y \cdot X \neq 0$, and $Y \not \subset X$. It follows from the lemma on page 542 of [3] that $f(Y)$ is contained in an arc component of $K_{2}$. This violates the condition that the arc component of $K_{2}$ containing $J$ does not intersect $K_{2}-J$.

Theorem 3. Example 2 is not simply connected.
Proof. Let $x$ and $y$ be points on the inner and outer circles in
$K_{2}$ and $x z_{i} y$ be an arc in $E_{i}$ from $x$ to $y$. Let $f$ be a map of $B d D$ onto $x z_{1} y+x z_{2} y$ so that the upper half of $B d D$ goes homeomorphically onto $x z_{1} y$ and the lower half of $B d D$ goes homeomorphically onto $x z_{2} y$. We show that Example 2 is not simply connected by showing that $f$ cannot be extended to map $D$ into $E_{1}+E_{2}$.

Assume that $f$ can be extended to send all of $D$ into $E_{1}+E_{2}$. We show that under this false assumption that $p=(1,0,0)$ and $q=(1, \pi, 0)$ belong to the same component of $f^{-1}\left(K_{2}\right)$. If they did not belong to the same component, it follows from Theorem 14 on page 171 of [6] (Theorem 10 on page 185 of 1932 edition) that there is a simple closed curve $J$ in the plane $z=0$ which misses $f^{-1}\left(K_{2}\right)$ and separates $p$ from $q$ in this plane. There would then be an arc $A$ in $J \cdot D$ that intersects both the upper and lower halves of $B d D$. This is impossible since $f$ takes the upper half of $B d D$ into $E_{1}$ and the lower half into $E_{2}$ but no point of $A$ into $E_{1} \cdot E_{2}=K_{2}$.

Let $Y$ be the component of $f^{-1}\left(K_{2}\right)$ containing $p$ and $q$. Let $Z$ be a subcontinuum of $Y$ irreducible from $p$ to $q$. Note that $f$ maps $Z$ onto $K_{2}$.

If $F$ is a subcontinuum of $Z$ which separates the plane $E^{2}$, no bounded component of $E^{2}-F$ intersects $Z$ since $Z$ is irreducible from $p$ to $q$ and neither $p$ nor $q$ is in a bounded component of $E^{2}-F$. Hence $Z$ does not contain uncountably many mutually exclusive subcontinua each of which separates $E^{2}$. This contradicts Theorem 2 which says that for each circle $J$ in $K_{2}, Z \cdot f^{-1}(J)$ separates $E^{2}$.
4. Finitely oscillating curves. A map of a simple closed curve $J$ into the sum of two disks has only finite oscillation with respect to the two disks if $J$ is the sum of a finite number of arcs such that the image of each lies in one of the disks. In some examples (Examples 3, 4, 5 to follow) finitely oscillating curves can be shrunk to points but some others cannot. The proof of Theorem 3 showed that Example 2 contained a finitely oscillating curve which could not be shrunk to a point.

We shall show that whether or not all finitely oscillating curves in the sum of two disks can be shrunk to points in the sum is dependent on whether or not the intersection has a certain extremal inverse property. A set $X$ has the extremal inverse property with respect to its points $p, q$ if there is a continuum $Z$ in disk $D$ with points $p^{\prime}, q^{\prime}$ on $B d D$ and a map of $Z$ into $X$ that takes $p^{\prime}, q^{\prime}$ to $p, q$ respectively.

Let $K_{3}$ be the sum of a triod $T$ and a spiral $S$ about $T$ as shown in Figure 3 and given by the following equations.


Figure 3

$$
\begin{aligned}
& T=\{(\rho, \theta) / \rho \leqq 1, \theta=0,2 \pi / 3, \text { or } 4 \pi / 3\} \\
& S=\left\{(\rho, \theta) / \rho=|\cos 3 \theta / 2|^{\theta}+1 / \theta, \theta \geqq 2 \pi\right\}
\end{aligned}
$$

Example 3. Let $D_{1}, D_{2}$ be two disks whose intersection is $K_{3}$.
THEOREM 4. $K_{3}$ has the extremal inverse property with respect to each pair of its points.

Proof. We consider only the case where $p \in T$ and $q \in S$. Let $S^{\prime}$ be another spiral about $T$ which misses $S, f$ be a retraction of $S^{\prime}+T$ onto $T$, and $p^{\prime}$ be a point of $S^{\prime}$ that maps onto $p$ under $f$. Extend $f$ to the identity on $S+T$. There is a disk containing $T+S+S^{\prime}$ which has $p^{\prime}$ and $q$ on its boundary.

Theorem 5. Each snake-like continuum has the extremal inverse property with respect to each pair of its points.

Proof. Apply the following result to a subcontinuum of the snake-like continuum irreducible between the two points under consideration.

Theorem 6. Each snake-like continuum is the image of a pseudo-arc.

Proof. This theorem has been proved by each of Fearnley [2], Lelek [4], and Mioduszewski [5] but we include a slightly different proof.

Let $D_{1}, D_{2}, \cdots$ be a sequence such that $D_{i}$ is a $1 / i$ chain properly covering snake-like continuum $X$ and such that $D_{i+1}$ is a refinement of $D_{i}$. It follows from Theorem 7 of [1] that if $P$ is a pseudo-arc there is a sequence of proper open coverings $E_{1}, E_{2}, \cdots$ of $P$ such that $E_{i}$ has the same number of links as $D_{i}$ and for the $j$ th link of $D_{i+1}$ there is an integer $n(i, j)$ such that the $j$ th link of $D_{i+1}$ lies in the $n(i, j)$ th link of $D_{i}$ and the $j$ th link of $E_{i+1}$ lies in the $n(i, j)$ th link of $E_{i}$.

For each point $p$ of $P$ let $e(p, i)$ be the sum of the links of $E_{i}$ containing $p$ and $d(p, i)$ be the sum of the corresponding links of $D_{i}$. Note that $e(p, i+1) \subset e(p, i)$ and $d(p, i+1) \subset d(p, i)$. For each point $p$ of $P$ let $f(p)$ be the intersection of the closures of $d(p, i)$ 's. Then $f$ is a continuous transformation of $P$ onto $X$.

Theorem 7. If a set has the extremal inverse property, so does each of its continuous images.

Theorem 8. Each arcwise connected set has the extremal inverse property with respect to each pair of its points.

Note that the following theorem applies to simply connected and uniformly locally simply connected continuous curves as well as merely to disks.

Theorem 9. Let $A_{1}, A_{2}$ be two compact sets each of which is 0 -connected, 1-connected, 0-ULC, and 1-ULC. A necessary and sufficient condition that each finitely oscillating curve with respect to $A_{1}, A_{2}$ can be shrunk to a point in $A_{1}+A_{2}$ is that $A_{1} \cdot A_{2}$ has the extremal inverse property with respect to each pair of its points.

Proof. If $A_{1} \cdot A_{2}$ does not have the extremal inverse property with respect to point $x, y$ of $A_{1} \cdot A_{2}$, let $f$ be a map of $B d D$ into $A_{1}+A_{2}$ such that the upper half of $B d D$ goes into a path in $A_{1}$ from $x$ to $y$ and the lower half of $B d D$ goes into a path in $A_{2}$ from $x$ to $y$. It follows from the proof of Theorem 3 that $f(B d D)$ cannot be shrunk to a point in $A_{1}+A_{2}$.

To prove the sufficiency case consider a map $f$ of $B d D$ into $A_{1}+A_{2}$ so that $B d D$ is the sum of $\operatorname{arcs} x_{1} x_{2}, x_{2} x_{3}, \cdots, x_{n} x_{1}$ so that each $f\left(x_{i}\right)$ lies on $A_{1} \cdot A_{2}$ and each $f\left(x_{i} x_{i+1}\right)$ lies in one of $A_{1}, A_{2}$. Just as we used chords in the general case of the proof of Theorem 1, we consider continua $Z_{1}, Z_{2}, \cdots, Z_{n}$ in $D$ so that $Z_{i}$ contains $x_{i}$ and $x_{i+1}$ and $f$ can be extended to take $Z_{1}+Z_{2}+\cdots+Z_{n}$ into $A_{1} \cdot A_{2}$. Then as in the proof of the General Case of the proof of Theorem 1
we extend $f$ to take the components of $D-\left(Z_{1}+Z_{2}+\cdots+Z_{n}\right)$ which intersect $B d D$ into the appropriate one of $A_{1}, A_{2}$ and then extend $f$ to take the rest of $D$ into $A_{1}$. To extend $f$ to take $D$ into $A_{i}$ for example, one would add a null sequence of arcs in $D$ to $Z_{1}+Z_{2}+\cdots+Z_{n}$ to get a set $Z_{0}$ so that $D-Z_{0}$ is a null sequence of open disks, use the fact that $A_{i}$ is 0 -connected and 0-ULC to extend $f$ to $Z_{0}$, and finally use the fact that $A_{i}$ is 1-connected and 1-ULC to extend $f$ to take $D$ into $A_{i}$.

Theorem 10. Suppose $D_{1}, D_{2}$ are two disks whose intersection is a continuum $X$ and axb is an arc in $D_{1}$ that intersects $X$ only at $a$ and $b$. If $f$ is a map of $B d D$ into $D_{1}+D_{2}$ such that $f$ takes the upper half of $B d D$ onto axb and the lower half into $D_{2}$, then $f(B d D)$ can be shrunk to a point in $D_{1}+D_{2}$.

Proof. Since $X$ has the extremal inverse property with respect to $a$ and $b$ as shown by its embedding in $D_{1}$, there is a continuum $X^{\prime}$ in $D$ intersecting the inverses under $f$ of $a$ and $b$ such that $f$ may be extended to $X^{\prime}+B d D$. Then $f$ is extended to take the part of $D$ in component of $D-X^{\prime}$ that contains upper arc of $B d D$ into $D_{1}$ and the rest of $D$ into $D_{2}$.

Question. The question suggests itself as to which continua have the extremal inverse property with respect to each pair of their points. Example 2 does not have it. Example 1 and 3 do. So do Examples 4 and 5 to be given in the next section. Perhaps Example 2 is unnecessarily complicated as an example of a continuum without the extremal inverse property in that it separates the plane into infinitely many pieces. Perhaps there is an example that does not separate the plane. Does each three branched tree-like plane continuum have the extremal inverse property with respect to each pair of its points? (A compact continuum is a three branched tree-like continuum if it is not snake-like but for each positive number $\varepsilon$ it has an $\varepsilon$-cover whose 1 -nerve is a triod.)
5. Infinite oscillation. We use rectilinear coordinates to define the two sets shown in Figures 4, 5.

$$
\begin{array}{r}
K_{4}=\{(x, y) /(x=0,-2 \leqq y \leqq 2),(y=1+\sin 1 / x, 0<x \leqq 1), \\
\\
\text { or }(y=-1+\sin 1 / x,-1 \leqq x<0)\}
\end{array}
$$

$K_{5}=$ sum of points of $K_{3}$ on or to the left of the vertical line through ( 1,0 ) plus the interval from ( 1,0 ) to $(1,1)$.
Theorems 5 and 8 show that $K_{4}$ and $K_{5}$ have the extremal


Figure 4
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inverse property with respect to each pair of their points. It follows from Theorem 9 that finitely oscillating curves in the following two examples can be shrunk to points in the examples.

Example 4. Two disks sewed together along $K_{4}$.
Example 5. Two disks sewed together along $K_{5}$.
Theorem 11. Examples 3, 4,5 are not simply connected.

We only prove the first third of this theorem since the other parts are analogous. We suppose that the disks $D_{1}, D_{2}$ of Example 3 are obtained by pushing parts of a circular disk in the $z=0$ plane up and down respectively as done in Examples 1 and 2. Theorem 13 shows that there is no loss of generality in supposing this. The disks would be larger than those in Examples 1 and 2 since $K_{3}$ is larger than those disks.

Proof that Example 3 is not simply connected. Let $a_{1}, a_{2}, \ldots$ be the points of $K_{3}$ on the open ray $\theta=\pi / 3$ ordered inversely according to their distances from the origin $q_{0}$. Let $b_{1}, b_{2}, \cdots$ be the corresponding points of $K_{3}$ on the open ray $\theta=\pi$ and $c_{1}, c_{2}, \cdots$ be the corresponding points on the ray $\theta=5 \pi / 3$.

Let $p_{i}$ be the point of $B d D$ whose $\theta$ value is $1 / i$. Let $p_{0}$ be the point of $B d D$ whose $\theta$ value is 0 . Use $p_{i} p_{j}$ to denote the arc on $B d D$ in a clockwise direction from $p_{i}$ to $p_{j}$.

Let $f$ be a map of $B d D$ into $D_{1}+D_{2}$ satisfying the following conditions.

$$
\begin{aligned}
& f\left(p_{j}\right)=q_{0} \text { (origin) }(j=0,2,4,6, \cdots), \\
& f\left(p_{6 i-5}\right)=a_{i}, \\
& f\left(p_{6 i-3}\right)=b_{i}, \\
& f\left(p_{6 i-1}\right)=c_{i}, \\
& f\left(p_{2 i-2} p_{2 i-1}\right) \subset D_{1}, \\
& f\left(p_{2 i-1} p_{2 i}\right) \subset D_{2} .
\end{aligned}
$$

The $\theta$ value on each $f\left(p_{i} p_{i+1}\right)$ is a constant and $f$ takes the $\theta$ values of $p_{i} p_{i+1}$ linearly onto the $\rho$ values of $f\left(p_{i} p_{i+1}\right)$.

Assume $f$ can be extended to take $D$ into $D_{1}+D_{2}$. We call the extended map $f$. In this extension we suppose that no component of $f^{-1}\left(q_{0}\right)$ separates the $z=0$ plane. (If a component $X$ did separate the plane, we could modify $f$ to map $X$ plus each of its bounded complementary domains in $z=0$ into $q_{0}$.)

Let $F$ be the part of $D_{1}+D_{2}$ whose $\rho$ value is less than or equal to 1. A finite number of spanning arcs in $D$ separates $p_{0}$ from $f^{-1}\left(D_{1}+D_{2}-F\right)$ in $D$ so that no one of the arcs intersects $f^{-1}\left(q_{0}\right)$. Hence, we can cut down the disk $D$ to a disk $E$ such that $E$ agrees with $D$ in a neighborhood of $p_{0}, f(E) \subset F$, each point of $B d E \cdot f^{-1}\left(q_{0}\right)$ lies on $B d D$, and $E$ agrees with $D$ in a neighborhood of each such point. Let $Z$ be the closure of $B d E-B d D$. Note that $q_{0} \notin f(Z)$. We shall obtain a contradiction to the assumption that $f$ can be extended to take $D$ into $D_{1}+D_{2}$ by showing that the map $f$ of $B d E$ into $F$ cannot be extended to take $E$ into $F$.

With no loss of generality we suppose that $p_{0}, p_{1}, p_{2}, \cdots$ all belong to $B d E$. Note that no component of $E \cdot f^{-1}\left(K_{3}\right)$ intersects
two $p_{i}$ 's unless perhaps they both have even subscripts since no two of $a_{1}, a_{2}, \cdots, b_{1}, b_{2}, \cdots, c_{1}, c_{2}, \cdots$ belong to the same component of $K_{3} \cdot F$. For $i$ odd, the component $Y_{i}$ of $E \cdot f^{-1}\left(K_{3}\right)$ containing $p_{i}$ separates $B d E$ since $f(B d E)$ crosses from $D_{1}$ to $D_{2}$ at $f\left(p_{i}\right)$. Since $B d D$ intersects $Y_{i}$ in at most a finite number of points and $f(B d D)$ does not cross from $D_{1}$ to $D_{2}$ at the image of any of these points other than $p_{i}, Y_{i}$ must intersect $Z$. Let $q_{i}$ be a point of $Y_{i} \cdot Z$.

Note that since $a_{1}, a_{2}, \cdots, b_{1}, b_{2}, \cdots, c_{1}, c_{2}, \cdots$ belong to different components of $F \cdot K_{3}, Y_{i} \neq Y_{j}$ if $i, j$ are different odd positive integers. Let $q_{\infty}$ be a limit point of $q_{1}, q_{3}, q_{5}, \cdots$. Since for $i$ sufficiently large $Y_{i+2}$ separates $Y_{i}$ from $p_{0}$ in $E, q_{1}, q_{3}, \cdots$ converges to $q_{\infty}$ from the clockwise side. Since $q_{\infty}$ is a limit point of each of $\Sigma Y_{6 i-5}, \Sigma Y_{6 i-3}$, $\Sigma Y_{6 i-1}$, then $f\left(q_{\infty}\right)$ is a limit point of each of $f\left(\Sigma Y_{6 i-5}\right), f\left(\Sigma Y_{6 i-3}\right)$, $f\left(\Sigma Y_{\text {} i-1}\right)$. The only point common to the closures of these sets is the point $q_{0}$, so $f\left(q_{\infty}\right)=q_{0}$. However, $f\left(q_{\infty}\right) \neq q_{0}$ since $q_{\infty} \in Z$ and $q_{0} \notin f(Z)$.

Theorem 12. The sum of two disks is simply connected if their intersection is connected and locally arcwise connected.

Proof. Let $f$ be a map of $B d D$ into the sum of two disks $D_{1}, D_{2}$ such that $D_{1} \cdot D_{2}$ is a continuous curve. For each arc $a b$ of $B d D$ which intersects $f^{-1}\left(D_{1} \cdot D_{2}\right)$ only in its end points, extend $f$ to map the chord $a c b$ of $D$ into an arc in $D_{1} \cdot D_{2}$ such that the diameter of $f(a c b)$ is no more than twice the diameter of any other arc in $D_{1} \cdot D_{2}$ from $f(a)$ to $f(b)$. Let $f_{i}$ be a mapping of $D$ into $D_{i}$ that agrees with $f$ on the part of $D$ going into $D_{i}$ under $f$. Then the extended $f$ is $f_{1}$ on the components of $D$ minus the chords which contain a point of $B d D$ that $f$ sends into $D_{1}-D_{2}$ and is $f_{2}$ on the rest of $D$.

Theorem 13. The topology of the intersection of two disks determines whether or not their sum is simply connected.

Proof. Suppose $D_{1}, D_{2}, E_{1}, E_{2}$ are disks and $h$ is a homeomorphism of $D_{1} \cdot D_{2}$ onto $E_{1} \cdot E_{2}$. Let $D$ be a circular disk and $f$ a map of $B d D$ into $D_{1}+D_{2}$. We assume that $E_{1}+E_{2}$ is simply connected and show that this assumption implies that $f$ can be extended to map $D$ into $D_{1}+D_{2}$. We assume there are at least three points of $B d D$ that $f$ sends into $D_{1} \cdot D_{2}$

Let $g$ be a map of $f^{-1}\left(D_{1} \cdot D_{2} \cdot f(B d D)\right.$ ) into $E_{1} \cdot E_{2}$ given by $g=h f$. For each arc $a b$ of $B d D$ which intersects $f^{-1}\left(D_{1} \cdot D_{2} \cdot f(B d D)\right.$ ) only in its end points, extend $g$ to map the chord acb of $D$ onto an arc in $E_{i}$ if $f(a b) \subset D_{i}$ with the restriction that the diameter of
$g(a c b)$ is not more than twice the diameter of any other arc in $E_{i}$ from $g(a)$ to $g(b)$. Let $E$ be the subdisk of $D$ such that $g$ has been defined to map $B d E$ into $E_{1}+E_{2}$.

Since $E_{1}+E_{2}$ is simply connected, we extend $g$ to map $E$ into $E_{1}+E_{2}$. Call the extension $g$. Consider $g^{-1}\left(E_{1} \cdot E_{2} \cdot g(E)\right)=X$. No two points of $B d D$ can be joined by an arc in $D-X$ unless the points go into the same one of $D_{1}, D_{2}$ under $f$.

Define $f$ on $X$ to be $h^{-1} g$. Let $f_{i}$ be the extended $f$ restricted to $f^{-1}\left(D_{i} \cdot f(X+B d D)\right.$ ). Extend $f_{i}$ to map $D$ into $D_{i}$ and call the extended map $f_{i}$. The extended map $f$ is $f_{1}$ on each component of $D-X$ which has points of $B d D$ which are sent by $f$ into $D_{1}$ and is $f_{2}$ on the rest of $D$.
6. Adding continuous curves. What we have learned about the sum of disks partially applies to the sums of other continua. If the intersection of two disks is so bad as to make the sum of the disks not simply connected, it is bad enough to keep any two continuous curves whatever with the same intersection from being simply connected. The following example illustrated in Figure 6 shows that the converse is not true.


Figure 6

Example 6. Let $C_{i}(i=1,2,3, \cdots)$ be the circle in the $x, y$ plane with equation $(x-1 / i)^{2}+y^{2}=(1 / i)^{2}$. Denote the origin by $q_{0}$. Let $K_{6}=C_{1}+C_{2}+\cdots+q_{0}+C_{-1}+C_{-2}+\cdots$. The cone $X_{1}$. over $C_{1}+C_{2}+\cdots+q_{0}$ from a point above the $x y$ plane is simply connected as is the cone $X_{2}$ over $q_{0}+C_{-1}+C_{-2}+\cdots$ from a point below the $x y$ plane. Although $X_{1} \cdot X_{2}$ is a point, $X_{1}+X_{2}$ is not simply connected.

Theorem 14. Suppose $D_{1}, D_{2}$ are two disks and $F_{1}, F_{2}$ are two continuous curves such that $D_{1} \cdot D_{2}$ is homeomorphic with $F_{1} \cdot F_{2}$. Then $D_{1}+D_{2}$ is simply connected if $F_{1}+F_{2}$ is.

Proof. The proof is the same as the proof of Theorem 13 except that $g$ maps $B d E$ into $F_{1}+F_{2}$ instead of into $E_{1}+E_{2}$.

Theorem 15. Suppose $G_{1}, G_{2}, G_{3}, G_{4}$ are four simply connected and uniformly locally simply connected continuous such that $G_{1} \cdot G_{2}$ is topologically equivalent to $G_{3} \cdot G_{4}$. Then the fundamental group of $G_{1}+G_{2}$ is isomorphic to the fundamental group of $G_{3}+G_{4}$.

Proof. Whether or not a loop in $G_{1}+G_{2}$ can be shrunk to a point depends on how it crosses back and forth between $G_{1}$ and $G_{2}$. Suppose $h$ is a homeomorphism of $G_{1} \cdot G_{2}$ onto $G_{3} \cdot G_{4}$ and $x_{0}$ is a point of $G_{1} \cdot G_{2}$ that acts as a starting point of loops in $G_{1}+G_{2}$ to determine the fundamental group of $G_{1}+G_{2}$. We use $h\left(x_{0}\right)$ as a starting point for the loops in $G_{3}+G_{4}$ to determine the fundamental group of $G_{3}+G_{4}$.

Let $\{f\}$ be an element of the fundamental group of $G_{1}+G_{2}$. It is an equivalence class of maps of the interval $[0,1]$ into $G_{1}+G_{2}$ such that the ends of $[0,1]$ go into $x_{0}$. Let $f$ be an element of $\{f\}$. Let $f^{\prime}$ be a map of $[0,1]$ into $G_{3}+G_{4}$ such that

$$
\begin{aligned}
& f^{\prime}(x)=h f(x) \text { if } f(x) \in G_{1} \cdot G_{2}, \\
& f^{\prime}(x) \in G_{i+2} \text { if } f(x) \in G_{i} .
\end{aligned}
$$

Although these two conditions do not precisely define $f^{\prime}$, any two maps satisfying this condition are homotopic in $G_{3}+G_{4}$. The element of the fundamental group of $G_{3}+G_{4}$ corresponding to the element $\{f\}$ of the fundamental group of $G_{1}+G_{2}$ is the equivalence class of loops containing $f^{\prime}$.

Question. The preceding theorem suggests a topological invariant of compact closed sets. Two sets $A, B$ are alike in a certain sense provided the sum of two Hilbert cubes sewed together along $A$ have
the same fundamental group as the sum of two Hilbert cubes sewed together along $B$. Is there a simpler characterization of this property?
7. An interesting group. One might attempt to compute the fundamental group of Example 1 by cutting it into two pieces with a vertical plane through the origin, fatten each piece to make them intersect in an open subset of their sum, find the fundamental group of each piece, and then apply Van Kampen's theorem to get the fundamental group of Example 1. We ignore the fattening since, being equivalent to taking the slice slightly to one side of the origin, it does not change the fundamental group of the pieces.

Each piece can be folded like a fan and deformed onto a set topologically equivalent to a set $K_{7}$ shown in Figure 7 and defined as follows.
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$$
K_{7}=\text { closure of }\left(C_{1}+C_{2}+\cdots+C_{-1}+C_{-2}+\cdots\right)
$$

where $C_{i}$ is the circle in the $x y$ plane with $[(i-1) / i, \quad i /(i+1)]$ as diameter and $C_{-i}$ is the circle with $[(-(i-1) / i,-i /(i+1)]$ as diameter. (We used $[a, b]$ to denote the interval on the $x$ axis from $a$ to $b$.) The fundamental group of each piece into which we cut Example 1 is the same as the fundamental group of $K_{7}$.

Consider the origin as the starting point of loops in $K_{7}$ to determine its fundamental group $G\left(K_{7}\right)$. Then a loop is a map of the interval $[0,1]$ into $K_{7}$ that sends the ends of the interval to the origin and an element of $G\left(K_{7}\right)$ is an equivalence class of loops. We can associate words with loops. If a loop goes across the top semicircle of $C_{i}$ from left to right we write $i$; if it goes across this semicircle from right to left we write $\bar{i}$ and say $i$ inverse. We call $i$ and $\bar{i}$ letters and say that the letter is positive or negative according as $i$ is positive or negative. Since we are permitting $C_{i}$ 's with negative subscripts, $i$ inverse differs from $-i$. The inverse of $\bar{i}$ is $i$. A loop then corresponds to an ordered collection of letters (called a word) with the following restrictions.
a. No letter appears in any word more than a finite number of times.
b. There is not infinite oscillation between positive and negative letters.

Let us consider what words are equated if two pieces into which we divided Example 1 are joined together again. If a loop is slid from one piece to the other until it comes back to the first in one direction, each letter $i$ (or $\bar{i}$ ) in it has been changed to $i+1$ (or $\overline{i+1}$ ) and if the loop is slid in the other direction, these are replaced by $i-1$ (or $\overline{i-1}$ ). Since we skipped 0 in putting subscripts on the $C_{i}$ 's we suppose $-1+1=1$ and $1-1=-1$. When we replace each $i$ or $\bar{i}$ in a word $W$ by $i+1$ or $\overline{i+1}$, we have produced a right shift and call the new word $R(W)$. We note that if $W_{1}=$ $R\left(W_{2}\right)$, then $W_{2}$ may be obtained from $W_{1}$ by a left shift and say $W_{2}=\bar{R}\left(W_{1}\right)$.

Let us change the group $G$ \{equivalence classes of $W_{a}$ 's\} by also putting words in the same equivalence class if they are equivalent after a shift. This shifting operation is to be permitted in equating words only a finite number of times as opposed to cancellation which was permitted infinitely often. We call the resulting group $G$ \{equivalence classes of $W_{\alpha}$ 's $\left./ R\left(W_{\alpha}\right)=W_{\alpha}\right\}$. Since the fundamental group of Example 1 is trivial, it follows that this group is trivial.

The inverse of a word is obtained by reversing the order of the letters and replacing each letter with its inverse. If in a word there appears two adjacent subwords which are inverses of each other, the word obtained by canceling the subwords belongs to the same equivalence class with the original word. Infinite cancellation is permitted so that for example ( $1, \overline{1}, 2, \overline{2}, 3, \overline{3}, \cdots$ ) is equivalent to the trivial word.

Two words are, equivalent if and only if they can be cancelled down to a common word. (We could have given more extensive rules but they boil down to this.) To multiply two words, we write one after the other. If $\left\{W_{a}\right\}$ denotes the collection of words and $G$ \{equivalence classes of $W_{\alpha}$ 's\} denotes the group of equivalence classes of words, then

$$
G\left(K_{7}\right)=G\left\{\text { equivalence classes of } W_{a}^{\prime} \text { 's }\right\} .
$$

To show algebraically that $G$ \{equivalence classes of $W_{a}$ 's $/ R\left(W_{a}\right)=$ $\left.W_{a}\right\}$ is trivial, consider a word $W$. Since we did not permit infinite oscillation between positive and negative letters of $W$, we can express $W$ as $W_{1} W_{2} \cdots W_{n}$ where each $W_{i}$ has either all positive or all negative letters. We show that $W$ is trivial by showing that each $W_{i}$ is. We consider only the case where $W_{i}$ consists of positive
letters since the other case is analogous.
Consider $X=\bar{W}_{i} R\left(\bar{W}_{i}\right) R^{2}\left(\bar{W}_{i}\right) R^{3}\left(\bar{W}_{i}\right) \cdots$. It is a word since it only contains positive letters and none appears more than a finite number of times. Then

$$
W_{i}=W_{i} X \bar{X}=R\left(\bar{W}_{i}\right) R^{2}\left(\bar{W}_{i}\right) \cdots \bar{X}=R(X) \bar{X}=X \bar{X}=1 .
$$

One might wonder what would have happened if we had not imposed the condition that there is not infinite oscillation between the positive and negative letters in words. This would have been equivalent to the fundamental group of $K_{7}$ after the sum of the bottom simicircles were shrunk to a point. Even after a shift, it seems that the group is not killed. After the shift we would have the fundamental group of Example 1 if the annulus in $D_{2}$ outside $\rho=a$ is shrunk to the circle $\rho=a$.
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## LENGTH-PRESERVING MAPS

## Herbert Busemann

1. Introduction. If any two points of the metric space $R$ can be connected by a rectifiable curve then a map of $R$ into a metric space $R^{\prime}$ is length-preserving or equilong, if the length of any curve in $R$ equals that of its image in $R^{\prime}$. An equilong map of $R$ means such a map of $R$ into itself.

Folding a piece of paper repeatedly and in different ways exhibits a great variety of equilong maps of the euclidean plane. The original purpose of the present investigation was to determine all equilong maps which are not too pathological of the euclidean spaces and to find out whether other interesting ${ }^{1}$ spaces admit length preserving maps which are not isometries.

However, equilong maps are connected with other important concepts. If the metric of $R$ is intrinsic, i.e., if the distance of any two points equals the infimum of the lengths of all curves in $R$ connecting these points, then an equilong map $\alpha$ of $R$ into a metric space $R^{\prime}$ does not increase distance: $x y \geqq \alpha x \alpha y$. We denote as shrinkage any map of a metric space $R$ into $R^{\prime}$ satisfying this inequality. Shrinkages which are not equilong enter significantly many branches of mathematics. ${ }^{2}$ In fact, the linguistically preferable term "contraction" was avoided here, because it is widely used in functional analysis for the special shrinkages satisfying $x y \geqq k \alpha x \alpha y$ with $k>1$ (see, for example, [5]). Therefore it seemed worthwhile to study the elementary properties of shrinkages as such.

On the other hand, isometries and local isometries are most important special maps (the latter in the theory of covering spaces) which preserve length. Our results on equilong maps will allow us to weaken the hypotheses in various theorems concerning (local) isometries. It often turns out that the axioms for a $G$-space (see [1]) need not all be satisfied and that a map can be proved to be onto where hitherto this had been assumed.

As to our original aims: we will determine all locally finite equilong maps of the euclidean, hyperbolic, and spherical spaces. The maximal open connected sets on which an equilong map is in-

[^5]jective are-in contrast to fundamental sets-uniquely determined. They are convex and their closures cover the space. Local finiteness refers to this covering. We thus obtain a division of the space into convex polyhedral regions $D_{1}, D_{2}, \cdots$, from which the equilong map is easily reconstructed.

A locally finite division of the space into convex polyhedral regions $D_{1}, D_{2}, \cdots$ belonging to an equilong map is characterized by the following property which is appealing through its simplicity (although the proof is not simple): the number of ( $n-1$ )-dimensional faces of the $D_{i}$ having a common ( $n-2$ )-face is even and if $\delta_{1}, \cdots, \delta_{2 k}$ are the angles between these $(n-1)$-faces in cyclic order then

$$
\delta_{1}+\delta_{3}+\cdots+\delta_{2 k-1}=\delta_{2}+\delta_{4}+\cdots+\delta_{2 k}
$$

Because the existence of length preserving maps implies homogeneity properties of the space, the most interesting spaces from the point of view of these maps are those which possess large groups of motions. We will see that neither general Minkowski spaces nor the hermitian and quarternion elliptic or hyperbolic spaces admit other locally finite equilong maps than motions.

The initial stages of this work profited from discussions of the author with Professor G. Tallini in Rome.
2. Shrinkages. For purposes of comparison we define an expansion of one metric space $R$ into another, $R^{\prime}$, as a map $\beta$ satisfying $x y \leqq \beta x \beta y$. A shrinkage of $R$ into $R^{\prime}$ is continuous but need not be injective. An expansion $\beta$ is injective, the inverse map $\beta^{-1}$ of $\beta(R)$ on $R$ is a shrinkage and hence continuous, but $\beta$ may be nowhere continuous. For $R=R^{\prime}$ we speak of a shrinkage or an expansion of $R$.

The symbol $(x, y, z)$ means that $x \neq y, y \neq z$ and $x y+y z=x z$. We begin with a simple observation concerning the displacement $x \alpha x$ of a point under a shrinkage. This function is continuous because

$$
|x \alpha x-y \alpha y| \leqq x y+\alpha x \alpha y \leqq 2 x y .
$$

(1) Let $\alpha$ be a shrinkage of $R$. If $(p, x, \alpha p)$ then $x \alpha x \leqq p \alpha p$ with equality only when $p x=\alpha p \alpha x$ and $(x, \alpha p, \alpha x)$.

If $(x, p, \alpha p)$ then $x \alpha x \geqq p \alpha p$ with equality only when $\alpha x \alpha p=x p$ and ( $x, \alpha x, \alpha p$ ).

For ( $p, x, \alpha p$ ) gives

$$
x \alpha x \leqq x \alpha p+\alpha p \alpha x \leqq p x+x \alpha p=p \alpha p
$$

and $x \alpha x=p \alpha p$ implies first that $\alpha p \alpha x=p x>0$ and then $(x, \alpha p, \alpha x)$. From ( $x, p, \alpha p$ ) we conclude

$$
x \alpha x \geqq x \alpha p-\alpha x \alpha p \geqq x \alpha p-x p=p \alpha p>0 .
$$

(2) If $\beta$ is an expansion of $R$ and $(p, \beta p, x)$ then $x \beta x \geqq p \beta p$ with equality only when $\beta p \beta x=p x$ and $(\beta p, x, \beta x)$.

This follows from

$$
x \beta x \geqq \beta p \beta x-\beta p x \geqq p x-\beta p x=p \beta p>0 .
$$

The length of the curve $C: x(t)(a \leqq t \leqq b)$ in a metric space (see [1] or [7]) is denoted by $L(C)$. Obviously,
(3) If $\alpha$ is a shrinkage of $R$ in $R^{\prime}$ and $C: x(t)$ is a rectifiable curve in $R$ and $\alpha C$ : $\alpha x(t)$ is its image then $L(\alpha C) \leqq L(C)$.

If $C$ is the curve $x(t)(a \leqq t \leqq b)$ and we put $x(a)=u, x(b)=v$ then $L(C) \geqq u v$. If the equality sign holds we call $C$ a segment $T(u, v)$ from $u$ to $v$, because $T(u, v)$ is isometric to an interval of length $u v$ on the real axis ([1] or [7]|).
(4) If $\alpha$ is a shrinkage of $R$ in $R^{\prime}$ and $u v=\alpha u \alpha v$ then $\alpha$ maps a segment $T(u, v)$ isometrically on a segment $T(\alpha u, \alpha v)$.

For if $z \in T(u, v)$ then

$$
u v=u z+z v \geqq \alpha u \alpha z+\alpha z \alpha v \geqq \alpha u \alpha v=u v,
$$

whence $u z=\alpha u \alpha z$ and $z v=\alpha z \alpha v$. If $w$ is a fourth point of $T(u, v)$, say on the subsegment $T(u, z)$, then it follows from what we just proved that $w z=\alpha w \alpha z$. This yields:
(5) If $p$ and $q$ are fixed points of $a$ shrinkage of $R$ and if exactly one segment $T(p, q)$ exists then $\alpha$ leaves all points of $T(p, q)$ fixed.

Thus the fixed points of a shrinkage of a euclidean or hyperbolic space form a set which is empty or convex and closed.
$A$ ray in a metric space $R$ is the isometric image of the nonnegative real axis and hence may be represented in the form $p(t)$ ( $t \geqq 0$ ) with $p\left(t_{1}\right) p\left(t_{2}\right)=\left|t_{1}-t_{2}\right|$. We prove:
(6) Assume that for any two points $x, y$ in $R$ a segment $T(x, y)$ exists and that $(w, x, y)$ and $(x, y, z)$ imply $(w, x, z)$. If $\alpha$ is a
shrinkage of $R$ and the displacement attains at $p$ a positive minimum (i.e., $p \alpha p=\inf _{x \in R} x \alpha x>0$ ), then $p$ is the origin of a ray which $\alpha$ translates into itself.

Conversely, if $p$ is the origin of a ray which $\alpha$ translates (properly) into itself then $p \alpha p=\inf _{x \in R} x \alpha x$.

Let $T$ be a segment from $p$ to $\alpha p$ and $x$ an interior point of $T$. Put $T_{i}=\alpha^{i} T, p_{i}=\alpha^{i} p, x_{i}=\alpha^{i} x,(i=0,1, \cdots), p \alpha p=\rho$. Then (1) yields $x \alpha x=\rho$ and $\left(x, p_{1}, x_{1}\right)$. Hence by hypothesis ( $p, p_{1}, x_{1}$ ). Applying (1) to $x$ and $x_{1}$ we obtain $\left(p_{1}, x_{1}, p_{2}\right)$ hence $\left(p, x_{1}, p_{2}\right)$ and $x x_{1}=$ $p_{1} p_{2}=p p_{1}$. From (4) we conclude that $T_{1}$ is a segment from $p_{1}$ to $p_{2}$ and from $\left(x, p_{1}, x_{1}\right)$ and $\left(p, x_{1}, p_{2}\right)$ that $T \cup T_{1}$ is a $T\left(p, p_{2}\right)$. Continuing in this manner we prove that $\bigcup_{i=0}^{\infty} T_{i}$ is a ray $p(t)(t \geqq 0)$ with $\alpha p(t)=p(t+\rho)$.

Conversely, if $\alpha$ induces the translation $\alpha p(t)=p(t+\rho)(\rho>0)$ of the ray $p(t)$, then for an arbitrary point $x$

$$
p x+n x x_{1}+x p \geqq p x+\sum_{i=1}^{n} x_{i-1} x_{i}+x_{n} p_{n} \geqq p p_{n}=n p p_{1}
$$

Dividing by $n$ and letting $n \rightarrow \infty$ we obtain $x x_{1} \geqq p p_{1}$.
In order to see how (6) can be applied we prove
(7) Let $R$ be a convex subset of a Banach space with strictly convex spheres and $\alpha$ a shrinkage of $R$. The set $S$ of the points where the displacement $x \alpha x$ takes its minimal value is either empty or convex. If the minimum is positive then $S$ is the union of parallel rays and $\alpha$ coincides on $S$ with a translation $\delta$ of the space.

If the minimum is 0 we know from (5) that $S$ is convex. If $p \alpha p=\inf x \alpha x=\rho>0$ then, by (6) $\alpha$ induces a translation on a ray $S_{p}$ with origin $p$. If also $q \alpha q=\rho$ then the says $S_{p}$ and $S_{q}$ are parallel because otherwise $\alpha^{i} p \alpha^{i} q \rightarrow \infty$ for $i \rightarrow \infty$ whereas $\alpha^{i} p \alpha^{i} q \leqq p q$. Therefore $\alpha$ coincides on $S_{p} \cup S_{q}$ with an ordinary translation $\delta$ of the space. This implies $p q=\alpha p \alpha q$ and it follows from (4) that $\alpha$ maps $T(p, q)$ isometrically on $T(\alpha p, \alpha q)$. (Segments are unique because the spheres are strictly convex) Therefore $x \alpha x=p \alpha p$ for $x \in T(p, q)$, whence $T(p, q) \subset S$ and $\alpha x=\delta x$ on $S$.

We add an observation which is of interest in connection with contraction maps (see Introduction).
(8) For any two points $x, y$ of $R$ let a segment $T(x, y)$ exist and let $\alpha$ be a map of $R$ in itself satisfying $x y>\alpha x \alpha y$ for $x \neq y$. If the displacement $x \alpha x$ attains a relative minimum at $f$, then $f$ is
a fixed point (so that the minimum is absolute) and there is no other fixed point. If xax attains at $g$ a relative maximum then no point $z$ with ( $z, g, \alpha g$ ) exists.

If $f \neq \alpha f$ then by (1) any point $x$ on a $T(f, \alpha f)$ would satisfy either $x \alpha x<f \alpha f$ or $f x=\alpha f \alpha x$. Both relations contradict the hypothesis. A second fixed point $f^{\prime}$ satisfies $f f^{\prime}=\alpha f \alpha f^{\prime}$ hence $f^{\prime}=f$. If a point $z$ with $(z, g, \alpha g)$ existed then a segment $T(z, g)$ would contain a point $x$ with ( $x, g, \alpha g$ ) and arbitrarily small $x g$. But (1) would yield either $x g=\alpha x \alpha g$ or $x \alpha x>g \alpha g$.

If $R$ is a differentiable manifold with a Riemann or Finsler metric then the nonexistence of $z$ means that $g$ lies on the so called cut locus or minimum point locus of $\alpha g$. For compact $R$ both $f$ and $g$ exist. If $R$ is a spherical, or more generally, a spherelike ([1, p 128]) space, then $g$ is also unique because $\alpha g$ is then the antipode to $g$ and any two points and their antipodes have equal distance.

As mentioned in the introduction, the metric of $R$ is called intrinsic if any two points $x, y$ of $R$ can be connected by a curve of finite length and

$$
x y=\inf _{\sigma_{x y}} L\left(C_{x y}\right),
$$

where $C_{x y}$ traverses all curves from $x$ to $y$. If in such a space a curve of minimal length from $x$ to $y$ exists it is a segment $T(x, y)$.

Denote by $S(p, q)(p>0)$ the set of all points $x$ for which $p x<\rho$. If the metric of $R$ is intrinsic and the closure $\bar{S}(p, 2 \rho)$ of $S(p, 2 \rho)$ is compact then a segment $T(x, y)$ exists for any two points $x, y$ in $\bar{S}(p, \rho)$. In particular, if $R$ is compact or finitely compact (which means that all $\bar{S}(p, \rho)$ are compact) then a $T(x, y)$ exists for arbitrary $x, y$. (These facts are implicit in the results of [1] and [7, p 142])

If the metric of $R$ is intrinsic the following converse of (4) holds:
(9) If $\alpha$ is a shrinkage of the space $R$ with an intrinsic metric in the space $R^{\prime}$, moreover $u v=\alpha u \alpha v$ and the image $\alpha C$ of the curve $C$ from $u$ to $v$ is a segment $T(\alpha u, \alpha v)$ then $C$ is $a T(u, v)$ and $\alpha$ maps $C$ isometrically on $\alpha C$.

For if $C$ were not a $T(u, v)$, a curve $C_{0}$ from $u$ to $v$ with $L\left(C_{0}\right)<u v$ would exist and it would follow that

$$
\begin{equation*}
\alpha u \alpha v \leqq L\left(\alpha C_{0}\right) \leqq L\left(C_{0}\right)<u w . \tag{10}
\end{equation*}
$$

Let $R$ be a space with an intrinsic metric and $\alpha$ a con-
tinuous map of $R$ in $R^{\prime}$. Then $\alpha$ is a shrinkage if and only if, $L(C) \geqq L(\alpha C)$ for any curve $C$ in $R$.

The necessity follows from (3). Let $C$ be a curve from $x$ to $y$ with $L(C)<x y+\varepsilon$; then

$$
x y+\varepsilon>L(C) \geqq L(\alpha C) \geqq \alpha x \alpha y
$$

proves the sufficiency.
An important corollary of (9) was already mentioned:
(11) A length preserving map of a space $R$ with an intrinsic metric into a space $R^{\prime}$ is a shrinkage.

It is clear that a shrinkage of a noncompact space onto itself or of a compact space into itself need not be an isometry. However Freudenthal and Hurewicz proved in [4]:
(12) A shrinkage of a compact space onto itself is a motion. ${ }^{3}$

In conjunction with (11) this yields:
(13) A length preserving map of a compact space with an intrinsic metric onto itself is a motion.

In particular, a locally isometric map of a compact $G$-space onto itself is a motion, a fact which the author proved in [1, p 172] without being aware of the paper [4]. A much more interesting generalization is given in (19).

It may be useful to emphasize that in (13) compactness cannot be replaced by finite compactness. If $\left(x_{1}, \cdots, x_{n-1}, z\right)=(x, z)$ are cartesian coordinates in $E^{n}$ then the relations

$$
\alpha(x, z)=\left\{\begin{array}{l}
(x, z+1) \text { for } z<0 \\
(x, 1-z) \text { for } 0 \leqq z \leqq 1 \\
(x, z-1) \text { for } z>1
\end{array}\right.
$$

define an equilong map of $E^{n}$ on itself which is not a motion.
Since the inverse of an expansion is a shrinkage, (12) is valid also for expansions. However, according to [4] a stronger statement holds:
(14) An expansion of a compact space into itself is a motion.

[^6]In particular:
(15) An isometry $\beta$ of a compact space $R$ into itself is a motion.

Since we will apply (15) we give a short proof: If $p \in R-\beta R$ existed then putting $p=p_{0}, p_{i}=\beta^{i} p, R=R_{0}, R_{i}=\beta^{i} R$ we would have (for $k \geqq 1$ ) $p_{i} \in R_{i}-R_{i+1}, p_{i} p_{i+k}=p R_{k} \geqq p R_{1}>0$, and the $p_{i}$ would not have an accumulation point.

From (12) interesting results on special spaces may be obtained. For example:
(16) Let $\alpha$ be a shrinkage of the spherical space $S^{n}$ which is not a motion. Then $\alpha$ has at least one fixed point, maps at least one point on its antipode, and sends at least one pair of antipodes into the same point. $\alpha\left(S^{n}\right)$ lies in a closed hemisphere.

The first two statements follow from well known topological facts, because by (12) the degree of the mapping $\alpha$ is zero. They can also be seen directly: If $\alpha x$ were never antipodal to $x$ then the point $x_{t}$ on $T(x, \alpha x)$ with $x x_{t}=t(x \alpha x) \quad(0 \leqq t \leqq 1)$ would be well defined and depend continuously on $x$, so that $x \rightarrow x_{t}$ would by (12) yield a continuous deformation of $S^{n}$ into a proper subset. If $\delta$ is the antipodal map then $\delta \alpha$ is a shrinkage, hence maps some point $u$ on its antipode, and $\alpha u=u$.

If $\alpha$ is not a motion then it may by (12) be regarded as a map of $S^{n}$ into the $n$-dimensional euclidean space, and it follows from the Theorem of Borsuk and Ulam see [3, p. 337], that $\alpha$ sends at least one pair $a, \alpha^{\prime}$ of antipodal points into the same point $b$.

If $S^{n}$ has curvature 1 , then any point $x$ satisfies $\min \left(x a, x a^{\prime}\right) \leqq \pi / 2$. Therefore $\alpha x b \leqq \pi / 2$ for all $x$ and $\alpha\left(S^{n}\right)$ lies in the hemisphere of $S^{n}$ with center $b$.
3. Locally injective equilong maps. From now on we concentrate on length preserving maps. In particular we study regions in which these maps are injective. At each stage we will make it clear which properties on the spaces enter. The first is domain equivalence. We say:

Domain equivalence holds for two topological spaces $R, R^{\prime}$ if the topological image in $R^{\prime}(R)$ of an open set in $R\left(R^{\prime}\right)$ is open in $R^{\prime}(R)$.

For $R=R^{\prime}$ we follow the classical terminology and speak of domain invariance rather than equivalence. Brouwer's theorem
states that domain equivalence holds for any two topological manifolds of the same dimension. Therefore all manifolds considered in differential geometry have the property of domain invariance. The finite dimensional, and probably all, $G$-spaces have this property.

Some simple examples will help to elucidate this concept and the facts which we are going to prove. First let $R$ be the set in $E^{3}$ with cartesian coordinates $x, y, z$ consisting of the plane $z=0$ and the line $x=y=0$. The metric of $R$ is here and in the second example the intrinsic metric induced by the euclidean metric in $E^{3}$. The interval $1<z<3, x=y=0$ is isometric to the interval $1<y<3$, $x=z=0$ but the former is the sphere $S((0,0,2), 1)$ and is open, the second is not. Domain invariance does not hold in $R$. The map $\alpha$ of $R$ in itself defined by

$$
\alpha(x, y, 0)=(x, y, 0), \quad \alpha(0,0, t)=(0, t, 0)
$$

preserves length and takes the first interval into the second.
Next take $R$ as the set in $E^{3}$ consisting of the three coordinate axes. The interval $x=y=0,1<z<3$, is isometric to the interval $x=y=0,-1<z<1$. The former is open in $R$, the second is not. The map $\alpha$ which leaves all points on the $x$-axis, on the $y$-axis and the points $z \leqq 1$ on the $z$-axis fixed and maps $(0,0, z)$ with $z>1$ on $(0,0,1-z)$ preserves length and takes the first interval into the second.

For later purposes we point out that in both these spaces motions exist which are not the identity and leave $S((0,0,2), 1)$ pointwise fixed.

As third example we take the ray $t \geqq 0$ with the metric $\left|t_{1}-t_{2}\right|$. The set $0 \leqq t<1$ is isometric to $1 \leqq t<2$, the first is open, the second is not. $t^{\prime}=t+1$ takes the first set into the second and is an isometry, but is not a motion because it does not map $R$ onto itself.

Denoting the restriction of a map $\alpha$ to a set $M$ by $\alpha_{\mu}$ we say that $\alpha$ is injective on $M$ if $\alpha_{\mu}$ maps $M$ bijectively on $\alpha(M)$. We prove
(17) Let $R, R^{\prime}$ be locally compact spaces with intrinsic metrics and domain equivalence and $\alpha$ an equilong map of $R$ in $R^{\prime}$ which is injective on the open set $G$. Then for every point $p$ of $G$ a positive $\rho_{p}$ exists such that $\alpha_{G}$ (and hence $\alpha$ ) maps $S\left(p, \rho_{p}\right)$ isometrically on $S\left(\alpha p, \rho_{p}\right)$.

Choose $\delta>0$ such that $\bar{S}(p, \delta)$ is compact and lies in $G$. Then $\alpha_{\sigma}$ maps $\bar{S}(p, \delta)$ topologically on $\alpha_{G} \bar{S}(p, \delta)=\alpha \bar{S}(p, \delta)$. It follows from
domain equivalence that $\alpha S(p, \delta)$ is open, hence $\rho=\rho_{p}>0$ exists such that $\bar{S}\left(p^{\prime}, 2 \rho\right)\left(p^{\prime}=\alpha p=\alpha_{G} p\right)$ lies in $\alpha S(p, \delta)$ and is compact.

For any two points $x^{\prime}, y^{\prime}$ in $\bar{S}\left(p^{\prime}, \rho\right)$ there is a segment $T\left(x^{\prime}, y^{\prime}\right)$ which is contained in $\bar{S}(p, 2 \rho)$. Since $\alpha_{\theta}$ is topological in $\bar{S}(p, \delta)$ and preserves length $\alpha_{\theta}^{-1} T\left(x^{\prime}, y^{\prime}\right)$ is a curve from $x=\alpha_{\theta}^{-1} x^{\prime}$ to $y=\alpha_{\sigma}^{-1} y^{\prime}$ of length $L\left(T\left(x^{\prime}, y^{\prime}\right)\right)=x^{\prime} y^{\prime} \geqq x y$, hence by (11) $x^{\prime} y^{\prime}=x y$. In particular $p^{\prime} x^{\prime}=p x$. Therefore $\alpha_{\sigma}^{-1} \bar{S}\left(p^{\prime} \rho\right)$ is isometric to $\bar{S}(p, \rho)$ and contained in $\bar{S}(p, \rho)$. It follows from (15) that $\bar{S}(p, \rho)=\alpha_{\sigma}^{-1} \bar{S}\left(p^{\prime}, \rho\right)$, which proves (17). Our examples show that (17) is not valid without the hypothesis of domain equivalence.

A map $\beta$ of $R$ in $R^{\prime}$ is locally injective if every point of $R$ has a neighborhood on which $\beta$ is injective. Adhering to the terminology of [1] we do not use the strict analogue to define local isometries but require a little more: The map $\alpha$ of $R$ in $R^{\prime}$ is locally isometric if for every point $p$ of $R$ a positive $\rho_{p}$ exists such that $\alpha$ maps $S\left(p, \rho_{p}\right)$ isometrically on $S\left(\alpha p, \rho_{p}\right)$. We now prove the important fact
(18) Theorem. If $R$ and $R^{\prime}$ are finitely compact spaces with intrinsic metrics and domain equivalence then a locally injective equilong map of $R$ into $R^{\prime}$ is a local isometry of $R$ onto $R^{\prime}$.

Our third example shows that (18) does not hold without the hypothesis of domain equivalence even if $R^{\prime}=R$.

Proposition (17) yields the existence of a positive function $\sigma_{p}$ defined in $R$ such that $\alpha$ maps $\bar{S}\left(p, \rho_{p}\right)$ isometrically on $\bar{S}\left(\alpha p, \rho_{p}\right)$ and hence $S\left(p, \rho_{p}\right)$ on $S\left(\alpha p, \rho_{p}\right)$. Let $\rho(p)$ be the supremum of the numbers $\varepsilon$ for which $\alpha$ maps $\bar{S}(p, \varepsilon)$ isometrically on $\bar{S}(\alpha p, \varepsilon)$. If $\rho(p)=\infty$ then $\alpha$ is an isometry of $R$ on $R^{\prime}$ and $\rho(x)=\infty$ for all $x$ in $R$. If $\rho(p)<\infty$ then $S(p, \varepsilon) \supset S(q, \varepsilon-p q)$ for $p q<\varepsilon$ shows that $|\rho(p)-\rho(q)| \leqq p q$. Therefore $\rho(p)$ is a positive continuous function which has a positive minimum on every $\bar{S}(x, \sigma)$ (which is compact by hypothesis).

Let $q$ be any point of $R$ and $q^{\prime}=\alpha q$. We must prove that for a given point $r^{\prime}$ of $R^{\prime}$ a point $r$ in $R$ exists with $\alpha r=r^{\prime}$. Because $R^{\prime}$ is finitely compact and has an intrinsic metric there is a segment $T^{\prime}$ from $q^{\prime}$ to $r^{\prime}$. Let $\delta>0$ be the minimum of $\rho(p)$ for $p \in \bar{S}\left(q, q^{\prime} r^{\prime}\right)$ and choose $q_{0}^{\prime}=q^{\prime}, q_{2}^{\prime}, \cdots, q_{n}^{\prime}=r^{\prime}$ on $T^{\prime}$ such that ( $q_{i-1}^{\prime}, q_{i}^{\prime}, q_{i+1}^{\prime}$ ) and $q_{i-1}^{\prime} q_{i}^{\prime}<\delta$.

Since $\alpha$ maps $\bar{S}(q, \delta)$ isometrically on $\bar{S}\left(q^{\prime}, \delta\right)$ there is a segment $T\left(q, q_{1}\right)$ in $S(q, \delta)$ which $\alpha$ maps isometrically on the subsegment $T\left(q^{\prime}, q_{1}^{\prime}\right)$ of $T^{\prime}$. For the same reason $\alpha$ maps a suitable segment $T\left(q_{1}, q_{2}\right)$ in $S\left(q_{1}, \delta\right)$ on the subsegment $T\left(q_{1}^{\prime}, q_{2}^{\prime}\right)$ of $T^{\prime}$. Thus we arrive at a segment $T\left(q_{n-1}, q_{n}\right)$ mapped on the subsegment $T\left(q_{n-1}^{\prime}, q_{n}^{\prime}\right)=$
$T\left(q_{n-1}^{\prime}, r^{\prime}\right)$ of $T^{\prime}$. With $q_{n}=r$ we have $\alpha r=r^{\prime}$. It follows, by the way, from (9) that $\bigcup_{i=1}^{n} T\left(q_{i-1}, q_{i}\right)$ is a $T(q, r)$.

Notice the following application of (13) and (18):
(19) Theorem. If $R$ is a compact space with an intrinsic metric and domain invariance, then a locally injective length preserving map of $R$ in itself is a motion. ${ }^{4}$

Compactness in (19) cannot be replaced by finite compactness, see [1, p 173], but there are various conditions under which it can. Define $\rho(p)$ as in the proof of (18). We introduce the condition

$$
\begin{equation*}
\inf _{p \in \alpha^{-1}\left(p^{\prime},\right.} \rho(p)>0 \text { for each } p^{\prime} \in \alpha R, \tag{*}
\end{equation*}
$$

which holds when both $R$ and $R^{\prime}$ are $G$-spaces [1, p 171]. Under the hypotheses of (18) $R$ and $R^{\prime}$ are arcwise and locally arcwise connected and (*) guarantees that $R$ is a covering space of $R^{\prime}$. Therefore we have (compare [1, p 174])
(20) Let $R$ and $R^{\prime}$ be finitely compact spaces with intrinsic metrics and domain equivalence. If the locally injective length preserving map $\alpha$ of $R$ in $R^{\prime}$ satisfies (*) and the fundamental group of $R$ is not isomorphic to a proper subgroup of that of $R^{\prime}$, then $\alpha$ is an isometry of $R$ on $R^{\prime}$

Papers [8], [9] and the last part of [2] deal with conditions which can replace the requirement on the fundamental groups. From (18) and [2] it may be deduced, for example, that a locally injective equilong map of any (complete) locally Minkowskian space into itself is a motion.
4. Regions of injectivity. A region of injectivity of the map $\beta$ of the space $R$ into the space $R^{\prime}$ is a maximal open connected set on which $\beta$ is injective. If $\beta$ is a locally isometric map of $R$ on $R^{\prime}$ then such a region is what is usually called a fundamental domain (or, depending on the terminology, its interior). We are here interested in regions of injectivity of equilong maps of spaces in themselves. No interesting statements are possible unless the space has special properties, in particular besides domain invariance, one or more of the following three:

[^7]I. A motion of the space which leaves all points of a nonempty open set fixed is the identity.

All spaces considered in differential geometry and all $G$-spaces have this property, [1, p 178]. The first two examples in $\S 4$ are spaces for which I does not hold.
II. If $(x, y, z)$ then the segment $T(x, y)$ is unique. Every point $p$ has a neighborhood $S(p, \delta)$ such the segment $T(x, y)$ is unique for points $x, y$ in $S(p, \delta)$.

Again all the usual spaces of disfferential geometry and all $G$-spaces have this property. A Minkowski space of dimension greater than one does not have it unless its spheres are strictly convex.
III. An isometry of a sphere $S(p, \rho)$ on a sphere $S(q, \rho)(\rho>0)$ can be extended to a motion of the space.

This condition may be trivially satified, namely when no isometric spheres with distinct centers exist and the only isometry of $S(p, \rho)$ is the identy. Such a space satisfies I. If, in addition, domain invariance and property II hold, then our theory implies that its only locally finite (see below) equilong map is the identity.

All simply connected complete Riemann spaces with analytic metrics satisfy II. Particularly interesting among these are the elementary, i.e. the euclidean, hyperbolic, and spherical ( $\operatorname{dim}>1$ ) spaces, the hermitian or quaternion elliptic and hyperbolic spaces and the elliptic and hyperbolic Cayley planes. Apart from the elliptic spaces these are the only finitely compact $G$-spaces with pairwise mobility, which means: Given four points $x, y, x^{\prime}, y^{\prime}$ with $x y=x^{\prime} y^{\prime}$ then a motion exists which takes $x$ into $x^{\prime}$ and $y$ into $y^{\prime}$ (see [1] for the compact case and [10] for the general case.

Finally we mention that, because of the existence of dilations the Minkowski spaces also satisfy III.

In order not to interrupt our arguments later, we first prove a lemma:
(21) Let $M$ be a closed set with a nonempty interior $M_{i}$ in a finitely compact space which has an intrinsic metric and satisfies II. If $M$ contains with any two points $x, y$ the segment $T(x, y)$ when it is unique, then $M=\bar{M}_{i}$ and with $x$ and $y$ the set $M$ contains at least one, and $M_{i}$ contains all, $T(x, y)$.

Let $p \in M, q \in M_{i}$ and $T=T(p, q)$. We show first that $T-p \subset M_{i}$.

If $q^{\prime} \in T$ is sufficiently close to, but different from, $q$ then $T\left(q^{\prime}, q\right)$ lies in $M_{i}$, and $T\left(q^{\prime}, q\right), T\left(q^{\prime}, p\right)$ are unique, hence are subsegments of $T$ and lie in $M$. If a point of $T-p$ not in $M_{i}$ existed then traversing $T\left(p, q^{\prime}\right)$ from $q^{\prime}$ towards $p$ we would meet a first point $b \neq p$ not in $M_{i}$. Choose $\delta>0$ such that $T(x, y)$ is unique for $x, y$ in $S(b, \rho)$ and then $u, v$ on $T$ with $(p, u, b), b u<\rho,\left(b, v, q^{\prime}\right)$ and $b v<\rho$. The segments $T(u, x)$ with $x \in M_{i} \cap S(b, \rho)$ lie in $M$, because they are unique and $x, u$ lie in $M$. The set $\bigcup_{x} T(u, x)-u$ is open and contains $b$ which would imply $b \in M_{i}$.

Thus $T-p \subset M_{i}$ whence $p \in \bar{M}_{i}$ and $M=\bar{M}_{i}$. Also, trivially, $T \subset M_{i}$ for $p \in M_{i}$, hence $M_{i}$ contains all $T(p, q)$. If $p, q$ are given points of $M$ then sequences $p_{1}, p_{2}, \cdots$ and $q_{1}, q_{2}, \cdots$ in $M_{i}$ exist tending to $p$ and $q$ respectively. Because $T\left(p_{i}, q_{i}\right) \subset M_{i}$ and $\left\{T\left(p_{i}, q_{i}\right)\right\}$ contains-by finite compactness-a subsequence tending to a segment $T(p, q)$, the latter lies in $M$. Next we observe:
(22) Let $R$ be a metric space which has a countable base and satisfies $I$ and III. Then a bijective locally isometric map $\beta$ of a connected open set $G$ in $R$ on an open set $G^{\prime}$ in $R$ can be extended to a motion of $R$.

By hypothesis each point $p$ of $G$ has a neighborhood $S\left(p, \rho_{p}\right)$ which $\beta$ maps isometrically on $S\left(\beta p, \rho_{p}\right)$. Since $G$ is connected and $R$ has a countable base there is a sequence of points $p_{1}, p_{2}, \cdots$ in $G$ such that $\beta$ maps $S\left(p_{i}, \rho_{i}\right)=S\left(p_{i}, \rho_{p_{i}}\right)$ isometrically on $S\left(\beta_{p_{i}}, \rho_{i}\right)$, $G=\bigcup_{i=1}^{\infty} S\left(p_{i}, \rho_{i}\right)$, and $S\left(p_{i+1}, \rho_{i+1}\right) \cap S_{i} \neq \phi$ where $S_{i}=\bigcup_{k=1}^{i} S\left(p_{i}, \rho_{i}\right)$.

It follows from III that the restriction of $\beta$ to $S\left(p_{i}, \rho_{i}\right)$ is the restriction of a motion $\nu_{i}$ of $R$. It suffices to prove that $\beta=\nu_{1}$ on each $S_{i}$. The assertion is trivial for $S_{1}$. Assume it has been proved for $S_{n}$. Then $\nu_{n+1}=\beta=\nu_{1}$ on $S\left(p_{n+1}, \rho_{n+1}\right) \cap S_{n}$. Since this set is not empty it follows from I that $\nu_{n+1}=\nu_{1}$, in particular $\nu_{n+1}=\nu_{1}=\beta$ on $S_{n+1}$. This result and (17) yield
(23) Let $R$ be a finitely compact space with an intrinsic metric and domain invariance satisfying $I$ and III. If the equilong map $\alpha$ of $R$ is injective on the connected open set $G$ then $\alpha_{G}$ can be extended to a motion of $R$.

We add the following:
(24) If (under the hypotheses of (23)) $G$ is a region of injectivity then no boundary point pof $G$ has a neighborhood on which $\alpha$ is injective. Hence two distinct regions of injectivity are disjoint.

For an indirect proof assume that $\alpha$ is injective on $S(p, \rho)$ $(\rho>0)$. Put $S_{n}=S(p, \rho / n)$. For each $n$ there would be a point $q_{n} \in S_{n}-G \cup S_{n}$ and a point $r_{n} \in G$ such that $\alpha r_{n}=\alpha q_{n}$. Otherwise $\alpha$ would be injective on $G \cup S_{n}$. Because $\alpha$ is injective on $S(p, \rho)$ we have $r_{n} p \geqq \rho$.

Let $q^{\prime} \in S_{n} \cap G$. It follows from (22) that $\alpha q_{n}^{\prime} \alpha r_{n}=q_{n}^{\prime} r_{n}$. On the other hand

$$
\begin{aligned}
2 \rho / n>q_{n} q_{n}^{\prime} & \geqq \alpha q_{n} \alpha q_{n}^{\prime} \geqq \alpha q_{n}^{\prime} \alpha r_{n}-\alpha q_{n} \alpha r_{n}=\alpha q_{n}^{\prime} \alpha r_{n}=q_{n}^{\prime} r_{n} \\
& \geqq r_{n} p-p q_{n}^{\prime}>\rho-\rho / n .
\end{aligned}
$$

If two distinct regions $G, D$ of injectivity were not disjoint then, since neither can be contained in the other, $D$ would contain a boundary point $p$ of $G$ because it is connected.

We now come to an important fact which will enable us in the most interesting cases either to prove the nonexistence of equilong maps which are not motions or to construct all length preserving maps which are not too wild.
(25) Theorem. Let $R$ be a finitely compact space with an intrinsic metric and domain invariance satisfying I, II and III. A region of injectivity $D$ of an equilong map of $R$ in itself contains with two points $x, y$ all segments $T(x, y)$, its closure $\bar{D}$ therefore contains with $x, y$ at least one $T(x, y)$. Moreover $\alpha_{\bar{D}}$ is injective and is the restriction of a motion of $R$ to $\bar{D}$.

By (22) there is a motion $\beta$ of $R$ extending $\alpha_{D}$, i.e., $\beta x=\alpha_{D} x=$ $\alpha x$ on $D$. Therefore $\beta^{-1} \alpha$ is an equilong map of $R$ which leaves all points of $D$ fixed. Denote the set of all fixed points of $\beta^{-1} \alpha$ by $M$. Then $M$ is closed, contains $D$ and $\beta^{-1} \alpha x=x$ or $\alpha x=\beta x$ on $M$ hence $\alpha_{\mu}$ is injective. By (5) $M$ contains $T(x, y)$ when $x, y$ lie in $M$ and $T(x, y)$ is unique. It follows from (21) that the interior $M_{i}$ of $M$ contains with any two points $x, y$ all $T(x, y)$ and that $M=\bar{M}_{i}$. Since $M_{i}$ is connected and contains $D$, moreover $\alpha$ is injective on $M_{i}$ and $D$ is maximal we conclude $M_{i}=D$.

Under the hypotheses of (25) we call $\alpha$ locally finite if $R$ is the union of the closures of the regions of injectivity of $\alpha$ and if this covering of $R$ is locally finite. There will then be a finite or countable number of regions of injectivity $D_{1}, D_{2}, \cdots$. For each $D_{i}$ there is a motion $\beta_{i}$ such that $\beta_{i}^{-1} \alpha$ leaves $D_{i}$ pointwise fixed. Therefore studying the properties of $\alpha$ we may assume that $\alpha$ leaves $D_{1}$ pointwise fixed.

An ellipsoid $R$ in $E^{2}$ with three axes of different lengths and with its intrinsic metric admits a finite number of equilong maps.

These are generated by the reflections in the three planes $P_{i}$ containing two axes and the following maps $\beta_{i}$ : If $R_{i}, R_{i}^{\prime}$ are the sets on $R$ bounded by $P_{i}$ then $\beta_{i}$ leaves $R_{i}$ pointwise fixed and maps $R_{i}^{\prime}$ on $R_{i}$ by reflection in $P_{i}$. Obviously there is such a variety of spaces possessing isolated equilong maps that neither is it feasible nor would it be worthwhile to determine all spaces admitting equilong maps.

Clearly, the interesting spaces are those which possess large groups of motions. We are now going to examine such spaces for proper equilong maps, that is, length preserving maps which are not motions.
5. Spaces without proper equilong maps. The one dimensional cases, although trivial, are basic. The regions of injectivity of a proper locally finite equilong map $\alpha$ of the real axis are intervals or rays whose endpoints form a discrete set. We may assume that $D_{1}$ has a right endpoint $x_{2}$. Let $D_{2}^{\prime}, D_{3}^{\prime}, \cdots$ be the regions of injectivity to the right of $x_{2}$ in their natural order. Denote the left endpoint of $D_{i}^{\prime}$ by $x_{i}$ and let $R_{i}$ be the reflection $x^{\prime}=2 x-x_{i}$ of the real axis in $x_{i}$. Then for $x>x_{2}$ the map $\alpha$ is given by

$$
\begin{equation*}
\alpha x=R_{2} R_{3} \cdots R_{j} x \text { for } x \in D_{j}^{\prime} . \tag{26}
\end{equation*}
$$

The procedure is analogous for the $D_{j}$ preceding $D_{1}$ (if any).
If the space is the unitcircle (with length as metric) the construction is similar. Orient the circle. There is a finite number of regions of injectivity for a proper locally finite equilong map $\alpha$ which are arcs and which we call $D_{1}, \cdots, D_{m}$ in the order of the orientation. Denote by $R_{i}$ the reflection in the diameter of the circle passing through the left endpoint of $D_{i}$. Then we still have

$$
\alpha x=R_{2} R_{3} \cdots R_{j} \text { for } x \in D_{j},
$$

but the $D_{j}$ must satisfy two conditions. Their number $m$ must be even. $m=2 k$, otherwise $\alpha$ would be injective on $D_{m} \cup D_{1}$. The right endpoint of $D_{m}$ must stay fixed. If $\delta_{i}$ is the length of $D_{i}$ this yields

$$
\begin{equation*}
\sum_{i=1}^{k} \delta_{2 i-1}=\sum_{i=1}^{k} \delta_{2 i} \quad(=\pi) \tag{27}
\end{equation*}
$$

We want to establish that certain spaces with at least transitive groups of motions do not possess proper equilong maps.
(28). Theorem. A Minkowski space $R(\operatorname{dim} R=n \geqq 2)$ with strictly convex spheres ${ }^{5}$ admits a locally finite proper equilong map, if, and

[^8]only if, it possesses the reflection in some hyperplane.
Proof. Assume that $R$ can be reflected in the hyperplane $H$. Then the reflections in all hyperplanes parallel to $H$ also exist. Choose affine coordinates $x_{1}, \cdots, x_{n}$ such that $x_{i}$ is Minkowski length on the $x_{i}$-axis, $H$ is given by $x_{n}=0$ and the line $x_{1}=0, \cdots, x_{n-1}=0$ is normal to $H$ in the Minkowski sense. Then all lines $x_{i}=$ const. ( $i=1, \cdots, n-1$ ) are normal to all $x_{n}=$ const. Let $x_{n} \rightarrow \beta\left(x_{n}\right)$ be a locally finite equilong map of the $x_{n}$-axis on itself. Then
$$
\left(x_{1}, \cdots, x_{n-1}, x_{n}\right) \rightarrow\left(x_{1}, \cdots, x_{n-1}, \beta\left(x_{n}\right)\right)
$$
defines an equilong map of $R$. Thus a considerable variety of equilong maps can be derived alone from the reflection in $H$.

Conversely, assume $R$ possesses a locally finite proper equilong map $\alpha$. Then at least two regions $D_{1}, D_{2}, \cdots$ of injectivity exist and by (25) all these are convex polyhedral regions. $D_{1}$, which by agreement is left pointwise fixed by $\alpha$, has a boundary point $p$ such that for a suitable $\rho>0$ the sphere $S(p, \rho)$ intersects only $\bar{D}_{1}$ and a single other $\bar{D}_{i}$, say $\bar{D}_{2}$. Then $\alpha$ leaves the disk $S(p, \rho) \cap \bar{D}_{1} \cap \bar{D}_{2}$ fixed and coincides on $S(p, \rho) \cap \bar{D}_{2}$ with a motion $\beta$ of $R$. But $\beta$ must be either the identity, which is impossible because then $D_{1}$ would not be a region of injectivity, or the reflection in the hyperplane carrying $\bar{D}_{1} \cap \bar{D}_{2}$.

Then same can be proved for plane quasihyperbolic geometry (see [1, pp 360, 363, 371, 407]) and also for its higher dimensional analogues. Hyperplanes through arbitrary $n$ points (if $\operatorname{dim} R=n>2$ ) do in general not exist and the result must be interpreted to mean that a hyperplane $H$ and the reflection in $H$ exist.

Next we show that the spaces, which after the elementary and elliptic spaces, have the greatest degree of mobility, do not possess proper equilong maps:
(29) Theorem. The hermitian elliptic and hyperbolic spaces of (real) dimension greater than 2, the quaternian elliptic and hyperbolic spaces of dimension greater than 4, and the Cayley elliptic and hyperbolic planes ${ }^{6}$ do not possess locally finite length preserving maps other than motions.

None of the spaces in (29) have constant curvature. Therefore, using the result mentioned in the preceding section, it suffices to prove:

[^9](30) Let $R$ be a finitely compact metric space with an intrinsic metric and a pairwise transitive group of motions. If $R$ possesses a proper equilong map, then $R$ has constant curvature.

Even without the hypothesis that $R$ admits a proper equilong map all spaces in question of dimension less than 4 have constant curvature, so that we may assume that $n=\operatorname{dim} R \geqq 3$. Moreover all spaces satisfy I, II, III.

As in the preceding proof there is a point $p$ on the boundary of $D_{1}$ and a sphere $S(p, \rho)(\rho>0)$ such that $S(p, \rho) \subset \bar{D}_{1} \cup \bar{D}_{2}$. We choose $\rho$ so small that $T(x, y)$ is unique for $x, y \in S(p, \rho)$. Then $S(p, \rho)$ is homeomorphic to $E^{n}$. By (25) the set

$$
N=\bar{D}_{1} \cap \bar{D}_{2} \cap S(p, \rho)
$$

contains with any two points the segment $T(x, y)$ and separates $S(p, \rho)$ into two sets. In the language of differential geometry $N$ is therefore an ( $n-1$ )-dimensional totally geodesic set. Let ( $p, d x_{N}$ ) be the lineal element normal to $N$ at $p$. If any other lineal element ( $q, d y$ ) is given, then pairwise transitivity guarantees the existence of a motion taking $\left(p, d x_{N}\right)$ into ( $q, d y$ ). This motion takes $N$ into a totally geodesic set through $q$ and normal to $d y$. It follows from the wellknown theorem of Beltrami, that $R$ has constant curvature.
6. Equilong maps of the elementary spaces. We now study the locally finite equilong maps $\alpha$ of the elementary spaces of dimension $n \geqq 2$ which are not motions. Then there are at least two regions of injectivity. As before we denote these by $D_{1}, D_{2}, \cdots$ and assume that $\alpha$ leaves $D_{1}$ pointwise fixed. By (25) the $D_{i}$ and $\bar{D}_{i}$ are convex sets. We remember that a set in a spherical space $S^{n}$ is called convex if it contains with two points at least one segment. Such a set either lies in a closed hemisphere or is the entire $S^{n}$. Therefore each $D_{i}$ and $D_{i}$ is indeed convex and $D_{i}$ lies in an open hemisphere of $S^{n}$. For brevity we write (D) for the set of the $D_{i}$.

The $r$-faces $(0 \leqq r \leqq n-1)$ of ( D ) are the $r$-faces of the individual $D_{i}$. Of course, we will call the 0 -faces, and 1 -faces also vertices and edges. If the $D_{i}$ are known then $\alpha$ is easily reconstructed. A string $s=\left(D_{1}^{\prime}, \cdots, D_{r}^{\prime}\right)$, where each $D_{j}^{\prime}$ is a $D_{i}$, has the property that $D_{i}^{\prime}$ and $D_{i+1}^{\prime}(j=1, \cdots, r-1)$ have a common $(n-1)$ face. This face is unique if $D_{j}^{\prime} \neq D_{j+1}^{\prime}$. In this case we define $R_{j+1}$ as the reflection of the space in the hyperplane containing $D_{j}^{\prime} \cap D_{j+1}^{\prime}$; or $D_{j}^{\prime}=D_{j+1}^{\prime}$ then $R_{j}$ is the identity map $\varepsilon$ of the space $R$. We define

$$
\beta(s)=R_{2} R_{3} \cdots R_{r}
$$

and complete this definition by putting $\beta\left(D_{i}\right)=\varepsilon$ for strings consisting of a single $D_{i}$.

In terms of strings the map can be described as follows:
Let $s_{k}=\left(D_{1}^{\prime}, \cdots, D_{r}^{\prime}\right)$ be a string from $D_{1}$ to $D_{k}$, i.e., $D_{1}^{\prime}=D_{1}, D_{r}^{\prime}=$ $D_{k}$. Then

$$
\begin{equation*}
\alpha x=\beta\left(s_{k}\right) x \text { for } x \in D_{k} . \tag{31}
\end{equation*}
$$

This follows from our discussion of the Minkowski case.
(31) implies that $\beta\left(s_{k}\right) x$ is independent of the string from $D_{1}$ to $D_{k}$.

Conversely, if for a given locally finite division $D=\left(D_{1}, D_{2}, \cdots\right)$ of an elementary space into convex regions the map $\beta\left(s_{k}\right)$ is independent of the string $s_{k}$ leading from $D_{1}$ to $D_{k}$, then (31) defines an equilong map with the $D_{i}$ as regions of injectivity which leaves $D_{1}$ pointwise fixed.

Let (D) consist of the regions of injectivity of a locally finite equilong map and consider an $m$-face $f_{m}$ of (D) ( $0 \leqq m \leqq n-1$ ). Take an interior point $w$ of $f_{m}\left(w=f_{0}\right.$ for $\left.m=0\right)$ and a hypersphere $K_{w}^{\prime}$ about $w$ whose radius $\rho>0$ is so small that the ball $w x \leqq \rho$ intersects no other $D_{i}$ than those, $D_{1}^{\prime}, \cdots, D_{k}^{\prime}$, which have $f_{m}$ as a face. Let the $(n-m)$-flat normal to $f_{m}$ at $w$ intersect $K_{w}^{\prime}$ in the ( $n-m-1$ )-sphere $K_{w}\left(K_{w}=K_{w}^{\prime}\right.$ if $m=0$ ). The equilong map $\beta$ with (D) as regions of injectivity which leaves $D_{1}^{\prime}$ pointwise fixed induces an equilong map of $K_{w}$ in itself for which the $D_{j}^{\prime} \cap K_{w}$ are the regions of injectivity.

If (D) is an arbitrary locally finite division of the space into (at least two) convex regions, and its $m$-faces are again defined as those of the individual $D_{i}$, we may define $K_{w}$ for a given $f_{m}$ as before and denote by $C\left(f_{m}\right)$ the condition that the $D_{j}^{\prime} \cap K_{w}$ be the regions of injectivity for an equilong map of $K_{w}$. These conditions are essentially independent of the choice of $w$ and $\rho$ in the sense that for different choices leading to $K_{w^{*}}^{*}$ a homothetic transformation will send the $D_{j}^{\prime} \cap K_{w}$ into the $D_{j}^{\prime} \cap K_{w^{*}}^{*}$.

The conditions $C\left(f_{n-1}\right)$ are trivial, they are satisfied by any (D) and hence will no longer be mentioned. The $C\left(f_{n-2}\right)$ are particularly simple. In this case $\mathrm{K}_{w}$ is a circle and we obtain from (27):
(32) The condition $C\left(f_{n-2}\right)$ means: If $f_{n-1}^{1}, \cdots, f_{n-1}^{l}$ are, in cyclic order, the $(n-1)$-faces of ( $D$ ) which have $f_{n-2}$ as face then $l$ is even and, if $\delta_{i}$ is the angle between $f_{n-1}^{i}$ and $f_{n-1}^{i+1}\left(f_{n=1}^{l+1}=f_{n}^{1}\right)$ then

$$
\delta_{1}+\delta_{3}+\cdots+\delta_{l-1}=\delta_{2}+\delta_{4}+\cdots+\delta_{l} .
$$

We have shown:
(33) If $D_{1}, D_{2}, \cdots$ are the regions of injectivity of a locally finite equilong map of an $n$-dimensional ( $n>2$ ) elementary space, then they satisfy the conditions $C\left(f_{m}\right)$ for all $m$-faces $f_{m}(0 \leqq m \leqq n-2)$.

The converse of (33) also holds, but it is clear that the $C\left(f_{m}\right)$ are not independent. Our discussion of the general case applied to $K_{w}$ contains
(34) If $f_{m}$ is a face of $f_{m+k}(k \geqq 1)$ then $C\left(f_{m}\right)$ implies $C\left(f_{m+k}\right)$.

Thus, if all $f_{m}$ with $m>0$ have vertices, then the $C\left(f_{0}\right)$ yield the remaining $C\left(f_{m}\right)$. It is much more surprising that the simple conditions $C\left(f_{n-2}\right)$ are also sufficient. Although our proof of the converse of (33) will use the $C\left(f_{n-2}\right)$ only, it is of interest to see directly why the $C\left(f_{m}\right)$ with $m<n-2$ are redundant. Therefore we show:
(35) If the converse of (33) holds, then the conditions $C\left(f_{n-2}\right)$ are sufficient.

For $n=2$ the conditions $C\left(f_{0}\right)=C\left(f_{n-2}\right)$ are the only ones in (34), hence (35) is true. Assume (35) has been proved for $n \leqq N-1$.

Let $f_{m}$ be an $m$-face of (D) in $E^{N}(m \leqq N-2)$ and construct a corresponding $(N-m-1)$-sphere $K_{w}\left(w \in f_{m}\right)$ as above. With the previous notations $D_{1}^{\prime}, \cdots, D_{r}^{\prime}$ with $f_{m}$ as face determine regions $D_{i}^{\prime} \cap K_{w}$ on $K_{w}$. An $(m+k)$-face of $\left(D^{\prime}\right)=\left(D_{1}^{\prime}, \cdots, D_{r}^{\prime}\right)$ containing $f_{m}$ intersects $K_{w}$ in a $(k-1)$-face $f_{k-1}^{\prime}$ of ( $\left.D_{1}^{\prime} \cap K_{w}, \cdots, D_{k}^{\prime} \cap K_{w}\right)$. The condition $C\left(f_{k-1}^{\prime}\right)$ for this set is equivalent to $C\left(f_{m+k}\right)$ for ( $D^{\prime}$ ), in particular $C\left(f_{N-m-3}^{\prime}\right)$ to $C\left(f_{N-2}\right)$.

By the induction hypothesis applied to the ( $N-m-1$ )-sphere $K_{w}$ it follows from the $C\left(f_{N-m-3}^{\prime}\right)$ that the $D_{i}^{\prime} \cap K_{w}$ are the regions of injectivity for an equilong map of $K_{w}$. Therefore $C\left(f_{m}\right)$ holds and it follows from (34) that the $D_{i}$ are the regions of injectivity for an equilong map of $R$. Thus our principal result on elementary spaces is this:
(36) Theorem. Let $(D)=\left(D_{1}, D_{2}, \cdots\right)$ be a locally finite division of an elementary space $R(\operatorname{dim} R=n \geqq 2)$ into convex regions. Necessary and sufficient for the $D_{i}$ to be the regions of injectivity of an equilong map $\alpha$ of $R$-which is then determined up to motions by (31)-is that every $(n-2)$-face $f_{n-2}$ of any $D_{i}$ satisfy the condition:

If $f_{n-1}^{1}, \cdots, f_{n-1}^{l}$ are the $(n-1)$-faces of the $D_{i}$ having $f_{n-2}$ as face in cyclic order and $\delta_{i}$ is the angle between $f_{n-1}^{i}$ and $f_{n-1}^{i+1}\left(f_{n-1}^{l+1}=f_{n-1}^{1}\right)$ then $l$ is even and

$$
\delta_{1}+\delta_{3}+\cdots+\delta_{l-1}=\delta_{2}+\delta_{4}+\cdots+\delta_{l} .
$$

The proof is the content of the last section.
7. Proof of the main theorem on elementary spaces. If $s=$ ( $D_{1}^{\prime}, \cdots, D_{r}^{\prime}$ ) and $s^{\prime}=\left(A_{1}=D_{r}^{\prime}, A_{2}, \cdots, A_{t}\right.$ ) are strings (always in the given system (D)), then we denote the string ( $D_{1}^{\prime}, \cdots, D_{r}^{\prime}, A_{1}, \cdots, A_{t}$ ) by $s \cdot s^{\prime}$. Our conventions on $\beta(s)$ show that then

$$
\begin{equation*}
\beta(s) \beta\left(s^{\prime}\right)=\beta\left(s \cdot s^{\prime}\right) . \tag{37}
\end{equation*}
$$

With $s^{-1}$ standing for ( $D_{r}^{\prime}, D_{r-1}^{\prime}, \cdots, D_{1}^{\prime}$ ) we have

$$
\begin{equation*}
\beta(s) \beta\left(s^{-1}\right)=\beta\left(s \cdot s^{-1}\right)=\beta\left(s^{-1}\right) \beta(s)=\varepsilon . \tag{38}
\end{equation*}
$$

The string $s$ is closed if $D_{1}^{\prime}=D_{r}^{\prime}$. If $s$ is closed then $s_{c}=$ $\left(D_{j}^{\prime}, \cdots, D_{r}^{\prime}, D_{2}^{\prime}, \cdots, D_{j-1}^{\prime}, D_{j}^{\prime}\right)(1<j \leqq r)$ is closed and it follows from (37) that

$$
\begin{gather*}
\beta(s)=\varepsilon \text { implies } \beta\left(s_{c}\right)=\varepsilon \text { and conversely }  \tag{39}\\
\text { If } s_{1}=s_{1}^{\prime} s \text { and } s_{2}=s^{-1} s_{2}^{\prime} \text { then } \beta\left(s_{1} s_{2}\right)=\beta\left(s_{1}^{\prime} s_{2}^{\prime}\right) . \tag{40}
\end{gather*}
$$

This is a corollary of (37) and (38). Finally: If $s=s_{1} s_{2} s_{3}$ and $s^{\prime}=$ $s_{1}^{\prime} s_{2}^{-1} s_{3}^{\prime}$ are closed strings and $\beta(s)=\beta\left(s^{\prime}\right)=\varepsilon$ then (39) yields $\beta\left(s_{3} s_{1} s_{2}\right)=$ $\beta\left(s_{2}^{-1} s_{s}^{\prime} s_{1}^{\prime}\right)=\varepsilon$, hence

$$
\begin{equation*}
\beta\left(s_{3} s_{1} s_{3}^{\prime} s_{1}^{\prime}\right)=\beta\left(s_{1} s_{3}^{\prime} s_{1}^{\prime} s_{3}\right)=\varepsilon . \tag{41}
\end{equation*}
$$

Let $s=\left(D_{1}^{\prime}, \cdots, D_{r}^{\prime}=D_{1}^{\prime}\right)$ be any closed string. A polygonal path $\pi$ belongs to $s$ if it has the following properties: it begins and ends at a point of $D_{1}^{\prime}$. It is the product $\pi=\pi_{1} \cdots \pi_{r}$ of paths $\pi_{i}$ (in the sense of homotopy theory), where $\pi_{i}$ lies, except possibly for its endpoints, in $D_{i}^{\prime}$. The endpoint of $\pi_{i}(i<r)$ and hence the initial point of $\pi_{i+1}$ is an interior point of the common $(n-1)$-face of $D_{i}^{\prime}$ and $D_{i+1}^{\prime}$ if $D_{i}^{\prime} \neq D_{i+1}^{\prime}$ and lies in $D_{i}^{\prime}$ if $D_{i}^{\prime}=D_{i+1}^{\prime}$.

Conversely, let a closed polygonal path $\pi=\pi_{1} \cdots \pi_{r}$ be given such that it begins and ends at a point of $D_{1}^{\prime \prime}$, each $\pi_{i}$ lies, the endpoints possibly excepted, in a $D_{i}^{\prime \prime}$, and if the endpoint of $\pi_{i}(i<r)$ does not lie in $D_{i}^{\prime \prime}$ then $D_{i}^{\prime \prime}$ and $D_{i+1}^{\prime \prime}$ have exactly one common $(n-1)$-face and the point is an interior point of this face. Then ( $D_{1}^{\prime \prime}, \cdots, D_{r}^{\prime \prime}=$ $D_{1}^{\prime \prime}$ ) is a closed string, and the only one, to which $\pi$ belongs.

Our rules (37) to (41) contain the following fact:
(42) If $\pi, \pi_{i}$ are polygonal paths belonging to closed strings $s$ and $s_{i}(i=1, \cdots, m)$ and if $\pi \sim \pi_{1} \cdots \pi_{m}$, in the sense that $\pi$ remains after subpaths of the $\pi_{i}$ traversed in opposite senses have been cancelled, then $\beta\left(s_{i}\right)=\varepsilon$ implies $\beta(s)=\varepsilon$.

The considerations of the preceding section reduce the proof of
(36) to the following:
(43) If ( $D$ ) satisfies the conditions $C\left(f_{n-2}\right)$ then $\beta(s)=\varepsilon$ for every closed string $s$ in (D).

Let the closed string $s=\left(D_{1}^{\prime}, \cdots, D_{r}^{\prime}=D_{1}^{\prime}\right)$ be given. We may assume that $D_{i}^{\prime} \neq D_{i+1}^{\prime}(1 \leqq i \leqq r-1)$. Then points $p_{i} \in D_{i}^{\prime}\left(p=p_{1}=\right.$ $p_{r}$ ) can be chosen to satisfy the following conditions:
(a) The points $p, p_{i}, p_{i+1}(2 \leqq i \leqq r-2)$ are not collinear (do not lie on a great circle in the spherical case). The segments $T_{i}^{\prime}=$ $T\left(p, p_{i}\right)(2 \leqq i \leqq r-1)$ and $T_{i}=T\left(p_{i}, p_{i+1}\right)\left(1 \leqq i \leqq r, p_{r+1}=p\right)$ are then unique also in the spherical case.
(b) $T_{i}^{\prime}$ or $T_{i}$ have at most one common point with a given ( $n-1$ )-face of ( D ) and do not intersect a face of dimension lower than $n-1$. The path $\pi$ formed by the segments $T_{i}$ oriented from $p_{i}$ towards $p_{i+1}$ then belongs to $s$.
(c) The 2 -simplex $S_{i}(2 \leqq i \leqq r-2)$ spanned by $p, p_{i}, p_{i+1}$ does not intersect a face of (D) of dimension less than $n-2$.

There is a finite number (if any) of points $u_{1}, \cdots, u_{t}$ in which $\cup S_{i}$ intersects the ( $n-2$ )-faces of (D), and the $u_{j}$ are interior points of the $S_{i}$ in which they lie.

Let $q_{m_{i}+1}, q_{m_{i}+2}, \cdots, q_{m_{i+1}}\left(m_{2}=0\right)$ with $q_{1}=p_{2}$ and $q_{m_{i}}=p_{i}$ denote points lying in this order on $T_{i}$. Let $t_{0}=0<t_{1}<\cdots<t_{h}=1$, and denote by $q_{\nu, i}$ the point on the (even in the spherical case unique) segment $T\left(p, q_{i}\right)\left(i=1, \cdots, m_{r-2}\right)$ for which $p q_{\nu, i}=t_{\nu}\left(p q_{i}\right)$.

The points $q_{i}$ and the numbers $t_{\nu}$ can be chosen in such a manner that the $q_{\nu, i}$ have the following properties: No $T\left(q_{\nu, i}, q_{\nu+1, i}\right)$ or $T\left(q_{\nu, i}, q_{\nu, i+1}\right)$ has more than one common point with a given ( $n-1$ )face of (D), or intersects a face of (D) of dimension less than $n-1$. Consequently, these segments also avoid the points $u_{j}$. Denote by $Q_{\nu, i}$ the (convex) quadrangle with vertices $q_{\nu, i}, q_{\nu+1, i}, q_{\nu+1, i+1}, q_{i+1, \nu}$ and by $\pi_{\nu, i}$ its boundary with the orientation corresponding to this order of the vertices. If the $q_{i}$ and $t_{\nu}$ are properly chosen then these quadrangles have the following further properties: $Q_{0, i} \subset D_{1}^{\prime}$ for all $i$. For $\nu>0$ a $Q_{\nu, i}$ lies either in one $D_{i}^{\prime}$, or $Q_{\nu, i}$ has common points with exactly two $D_{i}^{\prime}$ which have a common ( $n-1$ )-face and intersects this ( $n-1$ )-face in interior points, or, finally, $Q_{\nu, i}$ contains exactly one $u_{j}$ and lies in the union of $D_{i}^{\prime}$ with a common ( $n-2$ )-face.

Then $\pi_{\nu, i}$ belongs to a closed string $s_{\nu, i}$ and $\pi \sim \prod_{\nu i} \pi_{\nu, i}$. It is clear that $\beta\left(s_{0, i}\right)=\varepsilon$ and the $\beta\left(s_{\nu, i}\right)=\varepsilon$ for $\nu>0$ in the first two cases because of our rules (37) to (41). In the last case, if $Q_{\nu, i}$ contains $u_{j}$ and $u_{j} \in f_{n-2}^{j}$ then $C\left(f_{n-2}^{j}\right)$ and (37) to (41) guarantee that $\beta\left(s_{\nu, i}\right)=\varepsilon$. It now follows from (42) that $\beta(s)=\varepsilon$.

In conclusion we point out that this investigation leads to a variety of questions: A first type concerns general shrinkages of special spaces and is exemplified by (16). A second type inquires into the structure of the regions of injectivity of equilong maps of spaces which do not satsify III. A third deals with the equilong maps of special (e.g. the locally elementary) spaces. While it does not seem worth the effort to determine all equilong maps of the elementary spaces, it should be decided, whether the spaces in (29) possess proper equilong maps which are not locally finite.

In addition there are many topics suggested by length preserving maps, for instance, maps of $E^{n}$ into itself which preserve, with a suitable definition, the areas of all two-dimensional surfaces. The locally finite equilong maps of $E^{n}$ have this property for any reasonable area.
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# CHARACTERIZATIONS OF CONVOLUTION SEMIGROUPS OF MEASURES 

H. S. Collins

A problem of fundamental importance in the study of compact topological semigroups is that of classifying in an intrinsic way each of a certain class of such semigroups. Unfortunately, virtually nothing has been done along these lines, even for such geometrically pleasing semigroups as the affine semigroups introduced by the author and H. Cohen in [3]. It is the purpose of this note to rectify this situation, at least for several particular types of compact affine topological semigroups; namely, certain convolution semigroups of real valued regular Borel measures on compact topological semigroups. The author's interest in this problem dates back to the early papers of Peck [13] and Wendel [21], and to some unpublished work of Wendel. Since that time, quite a literature has developed as regards these semigroups (e.g., see the bibliography), but almost without exception these papers merely study the properties of the semigroups without making any attempt to abstract sufficiently many of their properties to characterize them.

If $S$ is a compact Hausdorff space and $P(S)$ denotes the set of all nonnegative regular Borel measures on $S$ of variation norm one, it is known that $P(S)$ is a convex set which is compact in the weak-* topology (a net $\{\mu a\}$ of measures in $P(S)$ converges weak-* to $\mu \in P(S)$ if $\int f d \mu a \rightarrow \int f d \mu$, for each real continuous function $f$ on $S$ ). In similar fashion, the unit ball $B(S)$ of real-valued regular Borel measures of norm $\leqq 1$ is a compact convex set. When $S$ is endowed with a continuous associative multiplication, each of $P(S)$ and $B(S)$ becomes a compact affine topological semigroup relative to convolution multiplication (see [10]); when such is the case, we denote these semigroups by $\widetilde{S}$ and $\widetilde{\widetilde{S}}$ respectively. Note that our use of the symbol $\widetilde{\widetilde{S}}$ differs from that of Glicksberg in [10], where $\widetilde{\widetilde{S}}$, denoted the ball semigroup of complex measures.

In § 2 , the following three types of images of the sets $P(S)$ and $B(S)$ are determined:
(a) all extremal images of $P(S)$; i.e., all continuous affine images under mappings which preserve extreme points,
(b) all one-to-one affine bicontinuous images of $P(S)$, and
(c) all one-to-one affine bicontinuous images of $B(S)$. The common requirements in each of (a), (b), and (c) are that the image $K$ be

[^10]compact and convex, have a separating family of real continuous affine functions, and have a compact set of extreme points. In (b), the additional requirement is that $K$ be a simplex in the sense of Choquet [2] or Loomis [12]. In (c), one must require the existence of a compact subset $T$ of $K$ and a point $z$ in $K$ such that $K$ is "symmetric relative to $z ", T \cup(2 z-T)$ is the set of extreme points of $K$, the closed convex hull $K_{1}$ of $T$ is a simplex, and there exists on $K$ a continuous real affine function which vanishes at $z$ and is one on $K_{1}$.

In $\S 3$, the imposition of a topological semigroup structure on $S$ (and consequently on $P(S)$ and $B(S)$ via convolution) enables us to use the results of $\S 2$ to characterize
(a) all extremal homomorphic images of $\widetilde{S}$,
(b) all one-to-one affine bicontinuous and isomorphic images of $\widetilde{S}$, and (c) all one-to-one affine bicontinuous and isomorphic images of $\widetilde{\widetilde{S}}$. The only requirement needed in addition to the corresponding ones in $\S 2$ is that the set of extreme points of $K$ in cases (a) and (b) be a topological semigroup, while case (c) requires that the set $T$ be a topological semigroup and the point $z$ be a zero of $K$.

In each of $\S \S 2$ and 3 additional characterizations of some interest are given. In our use of the Choquet simplex condition we prefer the formulation Loomis gives in [12], and it is a pleasure to record here the author's indebtedness to Professor Loomis for recent conversations during a visit by him as consultant to a Banach Algebra seminar at Louisiana State University.

1. Preliminaries. Throughout this paper the letter $K$ will denote a compact convex subset of some real Hausdorff topological vector space. A mapping $f$ with domain $K$ and range another such set is affine if $x, y \in K$ and $0 \leqq a \leqq 1$ imply $f(a x+(1-\alpha) y)=a f(x)+(1-\alpha) f(y)$. The symbol $L(K)$ will be used for the set of all continuous real valued affine functions defined on $K$, and it is clear that $L(K)$ needs not in general distinguish points of $K$. If, however, the vector space containing $K$ is locally convex, the set $L(K)$ will distinguish points, and thus the assumption of local convexity (which we do not make) would permit a considerable simplification in the statements of the theorems to follow. If $z \in K$, the symbol $L_{0}(K)$ denotes the subset of $L(K)$ consisting of those functions each of which vanishes at $z$. It is easy to see that $L(K)$ separates points of $K$ if and only if $L_{0}(K)$ does. If each of $L(K)$ and $L_{0}(K)$ is given the supremum norm, then both bocome real Banach spaces and as such have adjoint spaces of real continuous linear functionals, denoted respectively by $L(K)^{*}$ and $L_{0}(K)^{*}$. In each of these spaces we make use of the weak-* topology to embed $K$. Explicitly, if $x \in K$, denote by $\bar{x}$ [and $x^{\prime}$ ] respectively the element of
$L(K)^{*}\left[\right.$ of $\left.L_{0}(K)^{*}\right]$ for which $\bar{x}(l)=l(x)$ for all $l \in L(K)\left[x^{\prime}(l)=l(x)\right.$ for all $l \in L_{0}(K)$ ]. It is obvious that these mappings are one-to-one if and only if $L(K)$ separates points of $K$, and that each is affine and continuous between $K$ and its image, the latter given the relativized weak-* topology. The embedding $x \rightarrow \bar{x}$ was used by Loomis in [12] to formulate and extend Choquet's work [2]. Following Loomis, we say that $K$ is a simplex if (i) $L(K)$ separates points of $K$ and (ii) the truncated cone $T_{r}(K)=\{a \bar{z}: 0 \leqq a \leqq 1, z \in K\}$ determined by $K$ in $L(K)^{*}$ is a lattice relative to the partial order: if $x, y \in T_{r}(K)$, then $\bar{x} \leqq \bar{y} \leqq \bar{y}$ means $\bar{y}-\bar{x} \in T_{r}(K)$. Our only contact with Loomis's work here (aside from borrowing some of his notation) is the use of his Theorem 6 to prove (when $K$ has a compact set of extreme points) that $K$ is a simplex if and only if $K$ is the one-to-one affine bicontinuous image of some $P(S)$. The statement that $K$ is an affine semigroup means (see [3]) there exists an associative separately affine multiplication on $K$; $K$ is an affine topological semigroup if the multiplication function is also (doubly) continuous. The semigroups $\widetilde{S}$ and $\widetilde{\widetilde{S}}$ are important examples of such semigroups, as are many semigroups of matrices. Another important class of such semigroups is the class of group extremal semigroups (the term is Wendel's), where by definition the compact affine topological semigroup $K$ is group extremal if (i) it has an identity element and (ii) the set of elements with inverse coincides with the set of extreme points of $K$. Peck in [13] proved that each such semigroup has a zero, and Wendel (unpublished) observed that this result follows also from the fact that each such semigroup is the homomorphic image of some $\widetilde{S}$, with $S$ a compact group.
2. Affine images of $P(S)$ and $B(S)$. In this section of the paper $K$ (as above) will be a convex compact set and $E(K)$ will denote its set of extreme points (a priori, possibly void). However, if $L(K)$ separates points of $K$, such is not the case; in fact, the Krein-Milman theorem holds for $K$. The first theorem gives conditions on $K$ necessary and sufficient that $K$ be the extremal image of some $P(S)$.

Theorem 2.1. Suppose that $L(K)$ separates points of $K$. Then $K$ is the extremal image of some $P(S)$ if and only if $E(K)$ is compact.

Proof. Suppose first that there exists a compact space $S$ and an extremal mapping $F$ ( $F$ is continuous affine onto and preserves extreme points) of $P(S)$ to $K$. By the Kelley-Arens theorem [1, Lemmas 3.1 and 3.2], the set of point measures on $S$ is the set of extreme points of $P(S)$, hence is compact. Thus $F(E(P(S)))$ is compact and contains $E(K)$ (this inclusion holds always). Since $F$ is extremal, the other inclusion is true also; i.e., $E(K)$ is compact.

Conversely, suppose $E(K)$ is compact, and let $S=E(K)$. By assumption, the embedding $\bar{K}$ of $K$ in $L(K)^{*}$ is one-to-one bicontinuous affine and onto. We now define a mapping $R$ on $P(S)$ onto $\bar{K}$ which is continuous affine and extremal. For $\mu \in P(S)$, and $l \in L(K)$, let $R_{\mu}(l)=\int_{S} l d \mu$. Fix a partition $\left\{E_{i}\right\}_{i=1}^{n}$ of $S$ by Borel sets, $t_{i} \in E_{i}, 1 \leqq$ $i \leqq n$. Then $\sum_{i=1}^{n} l\left(t_{i}\right) \mu\left(E_{i}\right)=\sum_{i=1}^{n} \bar{t}_{i}(l) \mu\left(E_{i}\right)=\sum_{i=1}^{n} l\left(\bar{t}_{i}\right) \mu\left(E_{i}\right)$ (regarding $l$ as a linear functional on $\left.L(K)^{*}\right)=l\left(\sum_{i=1}^{n} \mu\left(E_{i}\right) \bar{t}_{i}\right)$. Since $\sum_{i=1}^{n} \mu\left(E_{i}\right)=1$, $\mu\left(E_{i}\right) \geqq 0$, and $\bar{t}_{i} \in \bar{S}$, clearly the sum $\sum_{i=1}^{n} \mu\left(E_{i}\right) \bar{t}_{i} \in$ convex hull of $\bar{S}$. Since sums of the form $\sum_{i=1}^{n} l\left(t_{i}\right) \mu\left(E_{i}\right)$ converge to $\int_{S} l d \mu$, this implies that $R_{\mu} \in$ weak-* $^{*}$ closed convex hull of $\bar{S}=\bar{K}$. It it clear that $R$ maps the extreme points of $P(S)$ onto those of $\bar{K}$ and hence (since $R$ is obviously continuous and affine) $R$ maps $P(S)$ onto $\bar{K}$. This completes the proof.

The next theorem gives several different sets of necessary and sufficient conditions that $K$ be the one-to-one affine bicontinuous image of a $P(S)$. It perhaps should be remarked that the requirement that $K$ be a simplex can be stated without mentioning explicitly the embedding $\bar{K}$. We now do this, merely referring the reader to Loomis [12, Theorem 6] for the verification. The result will be stated as Lemma 2.1.

Lemma 2.1. Suppose that $L(K)$ separates points of $K$. Then $K$ is a simplex if and only if given $\left\{a_{i} x_{i}\right\}_{i=1}^{m}$ and $\left\{b_{j} y_{j}\right\}_{j=1}^{n}$, where $\sum_{i=1}^{m} a_{i}=$ $\sum_{j=1}^{n} b_{j}=1, a_{i} \geqq 0, b_{j} \geqq 0, x_{i}, y_{j} \in K, 1 \leqq i \leqq m, 1 \leqq j \leqq n$ and $\sum_{i=1}^{m} a_{i} x_{i}=$ $\sum_{j=1}^{n} b_{j} y_{j}$, there exists $\left\{c_{k} z_{k}\right\}_{k=1}^{p}$ with $\sum_{k=1}^{p} c_{k}=1, c_{k} \geqq 0$ and $z_{k} \in K$, $1 \leqq k \leqq p$, for which (a) $\sum_{k=1}^{p} c_{k} z_{k}=\sum_{i=1}^{m} a_{i} x_{i}=\sum_{j=1}^{n} b_{i} y_{j}$, (b) $\{1,2, \cdots, p\}$ can be written as the pairwise disjoint union of sets $\left\{I_{i}\right\}_{i=1}^{m}$ and $\left\{J_{j}\right\}_{j=1}^{n}$, with $a_{i}=\sum_{k \in I_{i}} c_{k}, \quad a_{i} x_{i}=\sum_{k \in I_{i}} c_{k} z_{k}, 1 \leqq i \leqq m, \quad$ and $b_{j}=\sum_{k \in J_{j}} c_{k}$, $b_{j} y_{j}=\sum_{k \in J_{j}} c_{k} z_{k}, 1 \leqq j \leqq n$.

Theorem 2.2. The following conditions are mutually equivalent for $K$ : (1) $K$ is the one-to-one affine bicontinuous image of some $P(S)$, (2) (a) $E(K)$ is compact and (b) $K$ is a simplex, (3) (a) $L(K)$ separates points of $K$, (b) $E(K)$ is compact, and (c) each continuous real function on $E(K)$ is extendable to be in $L(K)$.

Proof. (1) $\rightarrow$ (2). Suppose $F$ on $P(S)$ to $K$ is one-to-one affine bicontinuous onto, where $S$ is a compact Hausdorff space. It is easily verified then that $E(K)$ is compact and $L(K)$ separates points of $K$, for $P(S)$ has these properties. It thus remains to prove that the truncated cone $T_{r}(K)$ determined by $\bar{K}$ in $L(K)^{*}$ is a lattice. Let $C$ be the truncated cone determined by $P(S)$ in the vector space of all real regular Borel measures on $S$. Clearly $C$ itself is a lattice; we
will now show that $F$ has an extension $G$ to all of $C$ such that
(i) $G$ is one-to-one and affine on $C$ onto $T_{r}(K)$,
(ii) $G(0)=0$, and
(iii) $\mu, \nu \in C$ implies $\mu \leqq \nu$ if and only if $G(\mu) \leqq G(\nu)$. If this can be proved, it will easily follow that $T_{r}(K)$ is a lattice. Thus, we proceed to the definition of $G$. If $a \mu \in C$, with $0 \leqq a \leqq 1, \mu \in P(S)$, define $G(a \mu)=a F(\mu)$. If $a \mu=b \nu$, with $a \mu, b \nu \in C$ and $f \equiv 1$ on $S$, then $a=a \int_{S} f d \mu=\int_{S} f d(a \mu)=\int_{S} f d(b \nu)=b \int_{S} f d \nu=b$; i.e., $a=b$. Thus, if $a=0, a \mu=b \nu=0$, and $G(a \mu)=a F(\mu)=0=b F(\nu)=G(b \nu)$. If $a \neq 0$, then $\mu=\nu$, so $G(a \mu)=a F(\mu)=b F(\nu)=G(b \nu)$; i.e., $G$ is well defined on $C$ into $T_{r}(K)$. Clearly $G$ is onto $T_{r}(K)$. To show $G$ is one-to-one, let $G(a \mu)=G(b \nu)$. Then $a F(\mu)=b F(\nu)$; i.e., $a \bar{x}=b \bar{y}$, with $x, y \in K$. If $l$ is identically one on $K$ then $l \in L(K)$ and $a=a l(x)=$ $a \bar{x}(l)=b \bar{y}(l)=b l(y)=b$; i.e., $a=b$, and $a F(\mu)=a F(\nu)$. Since $a=0$ implies $a \mu=0=b \nu$, we can assume $F(\mu)=F(\nu)$, whence $\mu=\nu$ and $a \mu=b \nu$. It is obvious that (and this has been proved already) $G(0)=0$, so it remains only to verify that $G$ extends $F$ (this is clear), that $G$ is affine, and (iii) holds. To prove $G$ is affine, let $a \mu, b \nu \in C, 0 \leqq c \leqq 1$, and let $d=c a+(1-c) b$. If $d \neq 0$, then

$$
\begin{aligned}
& G(c a \mu+(1-c) b \nu)=G\left[d\left(\frac{c a}{d} \mu+\frac{(1-c) b \nu}{d}\right)\right] \\
& \quad=d\left[F\left(\frac{c a}{d} \mu+\frac{(1-c) b \nu}{d}\right)\right]=d\left[\frac{c a}{d} F(\mu)+\frac{(1-c) b}{d} F(\nu)\right] \\
& \quad=c a F(\mu)+(1-c) b F(\nu)=c G(a \mu)+(1-c) G(b \nu) .
\end{aligned}
$$

If $d=0$, then $\int_{S} 1 d(c a \mu+(1-c) b \nu)=c a \int_{S} 1 d \mu+(1-c) b \int_{S} 1 d \nu=c a+$ $(1-c) b=0$, hence $c a \mu+(1-c) b \nu=0$, and $c a=(1-c) b=0$. The desired result easily follows. Now, suppose $\phi, \psi \in C$, with $\phi \leqq \psi$. Then $(1 / 2) 0+(1 / 2) \psi=(1 / 2) \psi=(1 / 2) \phi+(1 / 2)(\psi-\phi)$, whence $(1 / 2) G(\psi)=$ $(1 / 2) G(0)+(1 / 2) G(\psi)=(1 / 2) G(\phi)+(1 / 2) G(\psi-\phi)$ and this implies $G(\psi)-$ $G(\phi)=G(\psi-\phi) \in T_{r}(K)$; i.e., $G(\phi) \leqq G(\psi)$. To conclude (1) $\rightarrow(2)$, we suppose $G(\phi) \leqq G(\psi)$, with $\phi, \psi \in C$. Then there is $\alpha \in C$ such that $G(\alpha)=G(\psi)-G(\phi)$, so $G(\psi)=G(\alpha)+G(\phi)$. From this, it follows that $G(\psi / 2)=(1 / 2) G(\psi)=G((\alpha+\phi) / 2)$ and since $G$ is one-to-one, $(\psi / 2)=$ $((\alpha+\phi) / 2)$. Thus $\psi=\alpha+\phi, \psi-\phi=\alpha \in C$, and $\phi \leqq \psi$.
(2) $\rightarrow$ (1). Let $S=E(K)$ and define $R$ on $P(S)$ into $L(K)^{*}$ as in the proof of Theorem 1; thus $R$ is an extremal mapping of $P(S)$ onto $\bar{K}$, and there remains only the proof that $R$ is one-to-one. Let $\mu, \nu \in P(S)$ with $R_{\mu}=R_{\nu}$. Extend $\mu$ and $\nu$ to the Borel sets of $K$ by defining them to be zero at Borel sets missing $S$ (call these extensions $\bar{\mu}$ and $\bar{\nu}$ ), and note then that $R_{\bar{\mu}}^{\prime} \bar{\mu}=R_{\bar{\nu}}^{\prime}$, where, for example, $R_{\bar{\mu}}^{\prime}(l)=\int_{K} l d \bar{\mu}$, all $l \in L(K)$. The mapping $R^{\prime}$ is the resultant mapping
used by Loomis in [12], and in Theorem 6 he proved that (since $\bar{K}$ a lattice clearly implies the set of all subelements of $\bar{x}=R_{\bar{\mu}}^{\prime}=R_{\bar{\nu}}^{\prime}$ is a lattice) there exists a unique extremal measure whose resultant is $\bar{x}$. Since $S=E(K)$ is known here to be compact, this says [12, p. 517] that $\mu=\nu$. Thus $R$ is one-to-one, and (1) is proved.
$(2) \rightarrow(3)$. As was seen in the proof of (2) $\rightarrow(1)$, the mapping $R$ on $P(S)$ to $\bar{K}$ is one-to-one bicontinuous and affine onto, where $S=E(K)$. If $f$ is continuous real valued on $S$, denote by $h$ the restriction to $P(S)$ of the linear functional on the space of all real regular Borel measures determined by $f: h(\mu)=\int_{S} f d \mu$, all $\mu \in P(S)$. Then $x \in E(K)$ implies (denote by $x$ the point measure on $S$ determined by $x$ ) $\bar{f}(x) \equiv h\left(R^{-1}(\bar{x})\right)=h(x)=\int_{S} f d x=f(x)$; i.e., $\bar{f}$ extends $f$ to be in $L(K)$.
(3) $\rightarrow$ (1). If $\mu, \nu \in P(S)$ and $R_{\mu}=R_{\nu}$, where $S=E(K)$, and $f$ is continuous real valued on $S$, let $\bar{f}$ be its extension to $K$ to be continuous and affine. Then $\int_{S} f d \mu=\int_{S} \bar{f} d \mu=\int_{S} \bar{f} d \nu=\int_{S} f d \nu$, i.e., $\mu$ and $\nu$ are equal as functionals on the space of real continuous functions on $S$. The Riesz theorem then implies $\mu=\nu$ as measures. This concludes the proof of Theorem 2.

Remark 2.1. It is easy to verify that in the preceding theorem the condition (c) of part (3) may be replaced by ( $\mathrm{c}^{\prime}$ ): each continuous real function $f$ on $S=E(K)$ is uniquely extendable to $\bar{f} \in L(K)$. It follows then that $f \rightarrow \bar{f}$ is an isometric isomorphism of $C(S)$ onto $L(K)$, where $C(S)$ is the space of real continuous functions on $S$, and each space is given the supremum norm.

We conclude $\S 2$ now with our characterization of all one-to-one affine and bicontinuous images $K$ of real unit balls of measures. The conditions given here (in Theorem 2.3) are quite natural with possibly one exception: the requirement that $L_{0}(K)$ contain a function which is identically one on $T$ seems somewhat artificial. However, some remarks regarding this condition are made following the proof of the theorem, and these may help place the condition in proper perspective.

Theorem 2.3. The following conditions are mutually equivalent for $K$ :
(1) $K$ is the one-to-one affine bicontinuous image of some $B(S)$,
(2) (a) there exists $z \in K$ and compact $T \subset K$ such that $x \in K$ implies $2 z-x \in K$ and $E(K)=T \cup(2 z-T)$ (b) if $K_{1}$ denotes the closed convex hull of $T$, then $K_{1}$ is a simplex, (c) $L(K)$ separates points of $K$ and $L_{0}(K)$ contains a function which is identically one on $K_{1}$,
(3) (a) part (a) of (2) holds and (b) $L(K)$ separates points of $K$ and each continuous function $f$ on $T$ is extendable to an $\bar{f} \in L_{0}(K)$.

Proof. (1) $\rightarrow$ (2). Let $F$ be a one-to-one affine bicontinuous mapping of $B(S)$ onto $K$, where $S$ is a compact Hausdorff space. Let $z=F(0), T=$ the image under $F$ of all measures determined by the points of $S$. If $x \in K$, there exists $\mu \in B(S)$ such that $F(\mu)=x$. Then $2 z-x=2 F(0)-F(\mu)=F(2 \cdot 0-\mu)=F(-\mu) \in K$. The Kelley-Arens theorem [1, Lemmas 3.1 and 3.2] says $S \cup(-S)$ is the set of extreme points of $B(S)$, where $S$ is the set of point measures. Hence $E(K)=$ $F[S \cup(-S)]=F(S) \cup F(-S)=T \cup(2 z-T)$. Thus (a) of (2) is verified. Using the Kelley-Arens result again ( $S$ is the set of extreme points of $P(S)$ ), $K_{1}=F\left(P(S)\right.$ ) hence Theorem 2.2 implies $K_{1}$ is a simplex. Since $B(S)$ has a separating family of continuous real affine functions vanishing at 0 and contains one which is identically one on $P(S)$, part (c) of (2) follows easily. Thus, (2) is proved.
(2) $\rightarrow$ (3). Since $T \subset E(K)$, it is obvious that $T \subset E\left(K_{1}\right)$. On the other hand, the closed convex hull of $T$ is $K_{1}$, hence $T$ (being closed) contains $E\left(K_{1}\right)$; i.e., $T=E\left(K_{1}\right)$. Consider the embeddings $K^{\prime}$, $K_{1}^{\prime}$, and $-K_{1}^{\prime}$ in $L_{0}(K)^{*}$ of (respectively) $K, K_{1}$, and ( $2 z-K_{1}$ ). Since $K_{1}^{\prime}$ and $-K_{1}^{\prime}$ are compact convex sets whose union contains $T^{\prime} \cup-T^{\prime}=$ $E\left(K^{\prime}\right)$, it is clear that the convex hull of $K_{1}^{\prime} \cup-K_{1}^{\prime}$ is compact (and convex) and thus coincides with $K^{\prime}$. Now $K_{1}^{\prime}$ is a simplex (by Theorem 2.2) with $E\left(K_{1}\right)=T^{\prime}$, so each continuous real function on $T^{\prime}$ can be extended to be continuous and affine on $K_{1}^{\prime}$. This fact together with the fact that $x \rightarrow x^{\prime}$ is one-to-one affine and bicontinuous on $K$ onto $K^{\prime}$ reduces the problem to proving that each continuous affine $f$ on $K_{1}^{\prime}$ extends to a continuous affine function on $K^{\prime}$ which vanishes at $z^{\prime}=0 \in L_{0}(K)^{*}$. Fix such an $f$, and let $a x^{\prime}+(1-a)\left(-y^{\prime}\right) \in K^{\prime}$, where $0 \leqq a \leqq 1, x, y \in K_{1}$ (note that $K^{\prime}$ is the union of the line segments $[p, q]$, with $\left.p \in K_{1}^{\prime}, q \in-K_{1}^{\prime}\right)$. Define $\bar{f}\left[a x^{\prime}+(1-a)\left(-y^{\prime}\right)\right]=a f\left(x^{\prime}\right)-$ $(1-a) f\left(y^{\prime}\right)$. We show first that $\bar{f}$ is well defined. Let $a x^{\prime}+(1-a)\left(-y^{\prime}\right)=$ $b w^{\prime}+(1-b)\left(-t^{\prime}\right)$, with $0 \leqq a, b \leqq 1, x, y, w, t \in K_{1}$, and let $l_{0} \in L_{0}(K)$ be one on $K_{1}$. Then $l_{0}\left(a x^{\prime}+(1-a)\left(--y^{\prime}\right)\right)=a l_{0}(x)+(1-a) l_{0}(-y)=$ $a+(1-a)(-1)$, since $l_{0} \equiv-1$ on $2 z-K_{1}$. Similarly, $\quad l_{0}\left(b w^{\prime}+\right.$ $\left.(1-b)\left(-t^{\prime}\right)\right)=b+(1-b)(-1)$ so $2 a-1=2 b-1$, and $a=b$. But then $a x^{\prime}+(1-a)\left(-y^{\prime}\right)=a w^{\prime}+(1-a)\left(-t^{\prime}\right)$, hence $a x^{\prime}+(1-a) t^{\prime}=$ $a w^{\prime}+(1-a) y^{\prime}$. Since $f$ is affine, $a f\left(x^{\prime}\right)+(1-a) f\left(t^{\prime}\right)=a f\left(w^{\prime}\right)+$ $(1-a) f\left(y^{\prime}\right)$, so $a f\left(x^{\prime}\right)-(1-a) f\left(y^{\prime}\right)=a f\left(w^{\prime}\right)-(1-a) f\left(t^{\prime}\right)$; i.e., $\bar{f}$ is well defined. That $\bar{f}$ extends $f$ follows from $\bar{f}\left(x^{\prime}\right)=f\left(1 \cdot x^{\prime}+0 \cdot\left(-x^{\prime}\right)\right)=$ $1 \cdot f\left(x^{\prime}\right)-0 \cdot f\left(-x^{\prime}\right)=f\left(x^{\prime}\right)$. To prove $\bar{f}$ is continuous on $K^{\prime}$, let $\left\{a_{\alpha} x_{\alpha}^{\prime}+\left(1-a_{\alpha}\right)\left(-y_{\alpha}^{\prime}\right)\right\}$ be a net in $K^{\prime}$ converging (weak-*) to $a x^{\prime}+$ $(1-a)\left(-y^{\prime}\right)$. The net $\left\{\left(a_{\alpha}, x_{\alpha}^{\prime},-y_{\alpha}^{\prime}\right)\right\}$ in the compact space $[0,1] \times$ $K_{1}^{\prime} \times\left(-K_{1}^{\prime}\right)$ has a subnet, say $\left\{\left(a_{\beta}, x_{\beta}^{\prime},-y_{\beta}^{\prime}\right)\right\}$, converging in the product
space to $(b, w,-t)$. It follows that $a_{\beta} x_{\beta}^{\prime}+\left(1-a_{\beta}\right)\left(-y_{\beta}^{\prime}\right) \rightarrow b w^{\prime}+$ $(1+b)\left(-t^{\prime}\right)$, whence $b w^{\prime}+(1-b)\left(-t^{\prime}\right)=a x^{\prime}+(1-a)\left(-y^{\prime}\right)$, and $a=b$. Thus, $a x^{\prime}+(1-a)\left(-y^{\prime}\right)=a w^{\prime}+(1-b)\left(-t^{\prime}\right)$. But then (as above) $a f\left(x^{\prime}\right)+(1-a) f\left(t^{\prime}\right)=a f\left(w^{\prime}\right)+(1-a) f\left(y^{\prime}\right)$, whence $\bar{f}\left[a_{\beta} x_{\beta}^{\prime}+\left(1-a_{\beta}\right)\left(-y_{\beta}^{\prime}\right)\right]=$ $a_{\beta} f\left(x_{\beta}^{\prime}\right)-\left(1-a_{\beta}\right) f\left(y_{\beta}^{\prime}\right) \rightarrow a f\left(w^{\prime}\right)-(1-a) f\left(t^{\prime}\right)=a f\left(x^{\prime}\right)-(1-a) f\left(y^{\prime}\right)=$ $\bar{f}\left[a x^{\prime}+(1-\alpha)\left(-y^{\prime}\right)\right]$; i.e., $\bar{f}$ is continuous. Note also that $\bar{f}(0)=$ $\bar{f}\left[(1 / 2) x^{\prime}+(1 / 2)\left(-x^{\prime}\right)\right]=(1 / 2) f\left(x^{\prime}\right)-(1-(1 / 2)) f\left(x^{\prime}\right)=0$. Finally, we show $\bar{f}$ is affine. To this end, let $a x^{\prime}+(1-a)\left(-y^{\prime}\right)$ and $b w^{\prime}+$ $(1-b)\left(-t^{\prime}\right) \in K^{\prime}, \quad 0 \leqq c \leqq 1$. Then $\phi=c\left[a x^{\prime}+(1-a)\left(-y^{\prime}\right)\right]+$ $(1-c)\left[b w^{\prime}+(1-b)\left(-t^{\prime}\right)\right]=c a x^{\prime}+(1-c) b w^{\prime}+c(1-a)\left(-y^{\prime}\right)+(1-$ $c)(1-b)\left(-t^{\prime}\right)$. If $d=c a+(1-c) b$, then $1-d=c(1-a)+(1-c)(1-b)$. If then $d \neq 0, d \neq 1$,

$$
\begin{aligned}
\bar{f}(\phi)= & \bar{f}\left[d\left\{\frac{c a}{d} x^{\prime}+\frac{(1-c) b}{d} w^{\prime}\right\}\right. \\
& \left.+(1-d)\left\{\frac{c(1-a)}{1-d}\left(-y^{\prime}\right)+\frac{(1-c)(1-b)}{1-d}\left(-t^{\prime}\right)\right\}\right] \\
= & d\left[f\left(\frac{c a}{d} x^{\prime}+\frac{(1-c) b}{d} w^{\prime}\right)\right] \\
& -(1-d)\left[f\left(\frac{c(1-a)}{1-d} y^{\prime}+\frac{(1-c)(1-b)}{1-d} t^{\prime}\right)\right] \\
= & c a f\left(x^{\prime}\right)+(1-c) b f\left(w^{\prime}\right)-c(1-a) f\left(y^{\prime}\right) \\
& -(1-c)(1-b) f\left(t^{\prime}\right)=c\left[a f\left(x^{\prime}\right)-(1-a) f\left(y^{\prime}\right)\right] \\
& +(1-c)\left[b f\left(w^{\prime}\right)-(1-b) f\left(t^{\prime}\right)\right] \\
= & c \bar{f}\left[a x^{\prime}+(1-a)\left(-y^{\prime}\right)\right]+(1-c) \bar{f}\left[b w^{\prime}+(1-b)\left(-t^{\prime}\right)\right] .
\end{aligned}
$$

Each of the cases $d=0$ and $d=1$ is resolved into easily handled sub-cases, and the arguments will be omitted. This completes the proof of (2) $\rightarrow$ (3).
(3) $\rightarrow$ (1). Define $R$ on $B(T)$ into $L_{0}(K)^{*}$ as usual: for $\mu \in B(T)$ and $l \in L_{0}(K)$, let $R_{\mu}(l)=\int_{T} l d \mu$. By an argument similar to one used before, $R$ maps $B(T)$ onto the weak-* closed convex symmetric hull in $L_{0}(K)^{*}$ of $T^{\prime}$. This set is $K^{\prime}$, and as before $R$ is affine and continuous, so the proof that $R$ is one-to-one is all that remains. Let $\mu, \nu \in B(T)$ and $R_{\mu}=R_{\nu}$. Then if $f$ is continuous on $T$, it has an extension $\bar{f}$ to be in $L_{0}(K)$. But then $\int_{T} f d \mu=\int_{T} \bar{f} d \mu=R_{\mu}(\bar{f})=R_{\nu}(\bar{f})=$ $\int_{T} \bar{f} d \nu=\int_{T} f d \nu$, and $\mu=\nu$ as functionals on the real continuous functions on $T$. The Riesz theorem completes the proof that $\mu=\nu$, and thus the theorem is concluded.

Lemma 2.2. Suppose $K$ is compact convex, with $z \in K$ and $T \subset K$ such that $x \in K$ implies $2 z-x \in K$ and $T$ is compact. Let further
$L_{0}(K)$ separate points of $K, E(K)=T \cup(2 z-T)$, and $K_{1}$ be the closed convex hull of $T$. The following conditions are then mutually equivalent:
(1) $L_{0}(K)$ contains $l_{0}$ which is one on $K_{1}$,
(2) $0 \leqq a, b \leqq 1, x, y, w, t \in K_{1}$ and $a x^{\prime}+(1-a)\left(-y^{\prime}\right)=b w^{\prime}+$ $(1-b)\left(-t^{\prime}\right)$ imply $a=b$,
(3) each $l \in L\left(K_{1}\right)$ can be extended to an $\bar{l} \in L_{0}(K)$.

Proof. The implication (1) $\rightarrow$ (3) is part of the proof of (2) $\rightarrow(3)$ of the previous theorem. If (3) holds, then since $L\left(K_{1}\right)$ contains the function which is constantly one on $K_{1}$, clearly (1) holds; i.e., (3) $\rightarrow$ (1). The proof that (1) $\rightarrow(2)$ is also in the proof of (2) $\rightarrow$ (3) of Theorem 2.3 , so it remains only to show that $(2) \rightarrow(1)$. This proof, however, is also found in (2) $\rightarrow$ (3) of the previous theorem, for all that was needed to extend $f \in L\left(K_{1}\right)$ to $\bar{f} \in L_{0}(K)$ was condition (2) of the present lemma. In particular, then, the function identically one on $K_{1}$ is extendable; i.e., (1) holds.

Remark 2.2. Given the hypotheses of Lemma 2.2., each of (1) through (3) of that lemma is equivalent to the geometric condition: Let $C$ be the cone $\left\{a x^{\prime}: a \geqq 0, x \in K_{1}\right\}$ in $L_{0}(K)^{*}$ determined by $K_{1}^{\prime}$. Then 0 is not in $K_{1}^{\prime}$ and each $\phi \neq 0$ in $C$ is uniquely representable as $\phi=a x^{\prime}$, for some $a>0$ and $x \in K_{1}$. The proof of this statement is quite easy, as follows. Let $a x^{\prime}=b y^{\prime}$, with $a, b>0, x, y \in K_{1}$. Then, by (1) of Lemma 2.2, $a=a l_{0}(x)=l_{0}\left(a x^{\prime}\right)=l_{0}\left(b y^{\prime}\right)=b l_{0}(y)=b$, hence $a=b$ and thus $x^{\prime}=y^{\prime}$. Clearly, 0 is not in $K_{1}^{\prime}$. Conversely, if this geometric condition obtains, let $0 \leqq a, b \leqq 1, x, y, w, t \in K_{1}$ and $a x^{\prime}+$ $(1-a)\left(-y^{\prime}\right)=b w^{\prime}+(1-b)\left(-t^{\prime}\right)$. Then $a x^{\prime}+(1-b) t^{\prime}=b w^{\prime}+(1-a) y^{\prime}$. Let $d=a-b+1$, and note that $b-a+1=2-d$. Thus if $d \neq 0$, $d \neq 2$, we have that $d\left[(a / d) x^{\prime}+((1-b) / d) t^{\prime}\right]=2-d\left[(b /(2-d)) w^{\prime}+\right.$ $\left.((1-a) /(2-d)) y^{\prime}\right]$, hence (by the condition) $d=2-d$. Thus $d=1$, and $a=b$. Note that if $d=0$, then $a+1=b \leqq 1$ implies $a \leqq 0$, so $a=0$ and $b=1$. But then $-y^{\prime}=w^{\prime}$, which says $(1 / 2)\left(w^{\prime}+y^{\prime}\right)=0 \in K_{1}^{\prime}$. If $d=2$, then $b+1=a \leqq 1$ implies $b=0$ and $a=1$. Then $x^{\prime}=-t^{\prime}$, and again $0 \in K_{1}^{\prime}$. This completes the proof.
3. Affine homomorphic and isomorphic images of $\widetilde{S}$ and $\widetilde{S}$. In this section we are interested in homomorphic and isomorphic (as well as affine) images $K$ of the convolution semigroups $\widetilde{S}$ and $\widetilde{S}$. The essential difficulties involved in the characterizations we obtain have already been solved in $\S 2$, and the additional requirements are (primarily) that (a) $K$ be a compact affine topological semigroup and (b) $E(K)$ or $T$ be a compact topological semigroup.

The following lemma takes care of most of the additional difficulties encountered when one requires a topological semigroup structure on $S$ and $K$.

Lemma 3.1. Let $K$ be a compact affine topological semigroup, $L$ a norm closed linear subspace of $L(K)$ separating points of $K$, and $T \subset E(K)$ be a compact sub-semigroup of $K$. Denote by $x \rightarrow x^{0}$ the embedding of $K$ into $L^{*}$, giving $L^{*}$ the weak-* topology determined by pointwise convergence on $L$, and let $A$ (let $B$ ) respectively denote the closed convex symmetric hull of $T^{0}$ (the closed convex hull of $T^{0}$ ). Then:
(1) If $R$ on $P(T)$ into $L^{*}$ is defined (for $\mu \in P(T), l \in L$ ) by $R_{\mu}(l)=\int_{T} l d \mu$, then $R$ is a continuous affine homomorphism of $\widetilde{T}$ onto $B$,
(2) If $A$ is contained in $K^{0}$ and has 0 as a zero and $Q$ on $B(T)$ into $L^{*}$ is defined (for $\mu \in B(T)$ and $\left.l \in L\right)$ ) ${ }_{\widetilde{\widetilde{T}}} Q_{\mu}(l)=\int_{T} l d \mu$, then $Q^{\prime}$ is a continuous affine homomorphism of $\widetilde{\widetilde{T}}$ onto $A$. Note that $R$ and $Q$ are the mappings of Theorem 2.1 and 2.3 respectively, if $L=L(K)$, and $L_{0}(K)$ respectively.

Proof. The statements regarding $Q$ and $R$ (except for those involving the homomorphism properties) are proved exactly as in Theorems 2.1 and 2.3. It therefore suffices, for example, to prove that $Q$ is a homomorphism, so let $\mu, \nu \in B(T)$. Suppose first $\mu=$ $\sum_{i=1}^{m} a_{i} \mu_{i}, \nu=\sum_{j=1}^{n} b_{j} \nu_{j}$, with $\sum_{1}^{m} a_{i}=1=\sum_{1}^{n} b_{j}$ and $a_{i}, b_{j} \geqq 0, \mu_{i}, \nu_{j}$ extreme points of $B(T)$, all $i$ and $j$. Then $\mu \nu=\sum_{i, j} a_{i} b_{j} \mu_{i} \nu_{j}$, so $Q_{\mu \nu}=\sum_{i, j} a_{i} b_{j} Q_{\mu_{i} \nu_{j}}$. If both $\mu_{i}$ and $\nu_{j}$ are point measures determined respectively by $t_{i}$ and $s_{j} \in T$, then $Q_{\mu_{i} \nu_{j}}=Q_{\alpha}$, where $\alpha$ is the point measure determined by $t_{i} s_{j} \in T$. But then $Q_{a}(l)=\int_{T} l d \alpha=l\left(t_{i} s_{j}\right)=$ $\left(t_{i} s_{j}\right)^{0}(l)=\left(t_{i}^{0} \cdot s_{j}^{0}\right)(l)=\left(Q_{\mu_{i}} \cdot Q_{\nu_{j}}\right)(l)$; i.e., $\quad Q_{\mu_{i} \nu_{j}}=Q_{\mu_{i}} \cdot Q_{\nu_{j}} . \quad$ Now if $\alpha, \beta \in B(T)$, then $-\alpha \cdot \beta=-(\alpha \cdot \beta)=\alpha \cdot(-\beta)$ and $(-\alpha) \cdot(-\beta)=\alpha \cdot \beta$. Thus if $\mu_{i}\left(\nu_{j}\right)$ is each the minus of a point measure, say $\mu_{i}=-\alpha_{i}$, $\nu_{j}=-\beta_{j}$, then $Q_{\mu_{i} \nu_{j}}=Q_{\alpha_{i} \beta_{j}}=Q_{\alpha_{i}} \cdot Q_{\beta_{j}}=x^{0} \cdot y^{0}$, with $x, y \in T$. On the other hand $Q_{\mu_{i}} \cdot Q_{\nu_{j}}=\left(-x^{0}\right) \cdot\left(-y^{0}\right)=\left(2 \cdot 0-x^{0}\right)\left(2 \cdot 0-y^{0}\right)=4 \cdot 0-2 \cdot 0-$ $2 \cdot 0+x^{0} \cdot y^{0}=x^{0} \cdot y^{0}$; i.e., $Q_{\mu_{i} \nu_{j}}=Q_{\mu_{i}} \cdot Q_{\nu_{j}}$. If (say) $\mu_{i}$ and $\alpha_{j}$ are point measures, with $\nu_{j}=-\alpha_{j}$, then $Q_{\mu_{i} \nu_{j}}=-Q_{\mu_{i} \alpha_{j}}=-\left(Q_{\mu_{i}} \cdot Q_{\alpha_{j}}\right)=-\left(x^{0} \cdot y^{0}\right)$, with $x, y \in T$. On the other hand $Q_{\mu_{i}} \cdot Q_{\nu_{j}}=x^{0} \cdot\left(-y^{0}\right)=x^{0} \cdot\left(2 \cdot 0-y^{0}\right)=$ $2 \cdot 0-\left(x^{0} \cdot y^{0}\right)=-\left(x^{0} \cdot y^{0}\right)$; i.e., in all cases, $Q_{\mu_{i} \nu_{j}}=Q_{\mu_{i}} \cdot Q_{\nu_{j}}$. Thus, $Q_{\mu \nu}=\sum_{i, j} a_{i} b_{j} Q_{\mu_{i} \nu_{j}}=\left(\sum_{i} a_{i} Q_{\mu_{i}}\right) \cdot\left(\sum_{j} b_{j} Q_{\nu_{j}}\right)=Q_{\mu} \cdot Q_{\nu}$. Suppose next that $\mu=\sum_{i=1}^{n} a_{i} \mu_{i}$, with $\mu_{i}$ extreme points of $B(T)$. Then $\mu \nu=\sum_{i=1}^{n} a_{i} \mu_{i} \nu$, so $Q_{\mu \nu}=\sum_{i=1}^{n} a_{i} Q_{\mu_{i} \nu}$. Let $\left\{\nu_{a}\right\}$ be a net of convex combinations of extreme points of $B(T)$ converging to $\nu$; then $\mu_{i} \nu_{a} \rightarrow{ }_{a} \mu_{i} \nu$, so $Q$ continuous implies $Q_{\mu_{i}} \cdot Q_{\nu_{\alpha}}=Q_{\mu_{i} \nu_{a}} \rightarrow_{a} Q_{\mu_{i} \nu}$. Since $Q_{\mu_{i}} \cdot Q_{\nu_{a}} \rightarrow_{a} Q_{\mu_{i}} \cdot Q_{\nu,}$, it follows that $Q_{\mu_{i} \nu}=Q_{\mu_{i}} \cdot Q_{\nu}, 1 \leqq i \leqq n$, hence $Q_{\mu \nu}=\sum_{i=1}^{n} a_{i}\left(Q_{\mu_{i}} \cdot Q_{\nu}\right)=$
$\left(\sum_{i=1}^{n} a_{i} Q_{\mu_{i}}\right) \cdot Q_{\nu}=Q_{\mu} \cdot Q_{\nu}$. Now let $\mu, \nu$ be arbitrary, $\left\{\mu_{a}\right\}$ a net of convex combinations of extreme points converging to $\mu$. Then, by the preceding, $Q_{\mu_{a}} \cdot Q_{\nu}=Q_{\mu_{a} \nu} \rightarrow_{a} Q_{\mu \nu}$, while $Q_{\mu_{a}} \cdot Q_{\nu} \rightarrow_{a} Q_{\mu} \cdot Q_{\nu}$. Thus, $Q$ is a homomorphism and the argument for $R$ is similar, though simpler.

Theorem 3.1. Suppose $K$ is a compact affine topological semigroup with $L(K)$ separating points of $K$. Then $K$ is the extremal homomorphic image of the convolution semigroup $\widetilde{T}$ of measures over some compact Hausdorff semigroup $T$ if and only if $E(K)$ is a compact semigroup.

Proof. It is now obvious that the extremal homomorphic image of a $\widetilde{T}$ has a compact semigroup of extreme points. For the converse, use Theorem 2.1 and Lemma 3.1, letting the $L$ of Lemma 3.1 be $L(K)$, $T=E(K)$, and letting the mapping be the $R$ of Lemma 3.1, part (1).

Corollary 3.1.1. Suppose $K$ is a compact affine topological semigroup with $L(K)$ separating points of $K$. Then $K$ is group extremal (i.e., $K$ has an identity and $E(K)$ is a compact group) if and only if $K$ is the affine continuous homomorphic image of some $\widetilde{T}$, with $T$ a compact topological group.

Proof. Suppose first that $K$ has an identity element and $E(K)$ is a compact group. Now by Wendel's theorem [3, Theorem 1] the maximal group $T$ containing the identity is contained in $E(K)$, hence $E(K)=T$. Now the mapping $R$ of Theorem 3.1 and Lemma 3.1 (since $T$ is a group and $R$ is a homomorphism) is extremal, so $K$ is the affine continuous and homomorphic image under $R$ of $\widetilde{T}$. If this condition holds, then $K$ is the extremal image of a semigroup of measures over a compact group, hence $E(K)$ is a compact group and $K$ has an identity. This completes the proof.

Remark 3.1. The group extremal semigroups of the preceding corollary are known to always have a zero [13, 3]. Familiar examples of such semigroups are the closed unit dise of complex numbers, with ordinary complex multiplication, and the interval $[-1,1]$ of reals, with ordinary multiplication.

In the following theorems $S$ will always be a compact semigroup.
Theorem 3.2. The following conditions are mutually equivalent for the compact affine topological semigroup $K$ :
(1) $K$ is the one-to-one affine bicontinuous and isomorphic image of some probability semigroup $\widetilde{S}$,
(2) (a) $E(K)$ is a compact topological semigroup, and (b) $K$ is a simplex,
(3) (a) $L(K)$ separates points of $K$, (b) $E(K)$ is a compact semigroup, and (c) each continuous real function $f$ on $E(K)$ is extendable to $\bar{f} \in L(K)$.

Proof. If (1) holds, then Theorem 2.2 implies everything claimed in (2) save the statement that $E(K)$ is a semigroup, and this follows because $E(K)$ is the isomorphic image of a semigroup, namely $S$. Now the implication (2) $\rightarrow$ (3) follows directly from (2) and Theorem 2.2. To conclude the proof of the theorem, we show that $(3) \rightarrow(1)$. Here again we use Lemma 3.1, letting $T=E(K), L=L(K)$, and the mapping be the $R$ of Lemma 3.1. Note this function is the same as that used in (3) $\rightarrow$ (1) of Theorem 2.2. The result of applying Lemma 3.1 and Theorem 2.2 is that $K$ is the one-to-one bicontinuous affine and isomorphic image of $\widetilde{T}$ under $R$.

Theorem 3.3. Let $K$ be a compact affine topological semigroup. The following conditions are mutually equivalent.
(1) $K$ is the one-to-one affine bicontinuous and isomorphic image of some real unit ball semigroup $\widetilde{\widetilde{S}}$,
(2) the same as (2) of Theorem 2.3 except for the additional requirements that the $z$ and $T$ of that theorem be a zero for $K$ and a semigroup, respectively,
(3) the same as (3) of Theorem 2.3 except requiring additionally that the $z$ and $T$ of that theorem be $a$ zero for $K$ and $a$ semigroup, respectively.

Proof. The only conditions which need to be checked (in virtue of Theorem 2.3) are those involving the semigroup structures on the spaces involved. Thus, in (1) $\rightarrow(2)$, the zero of $\widetilde{\widetilde{S}}$ maps onto $z$ (hence $z$ is a zero for $K$ ) and $S$ maps onto $T$ (hence $T$ is a semigroup). The implication (2) $\rightarrow$ (3) follows immediately from Theorem 2.3 and the additional assumptions on $z$ and $T$. To prove, finally, that (3) $\rightarrow(1)$, note that $z$ maps into $0 \in L_{0}(K)^{*}$ under the embedding $K$ into $K^{\prime}$; thus, 0 is a zero for $K^{\prime}$. Further, $T$ maps onto $T^{\prime}$ and the closed convex symmetric hull $A$ of $T^{\prime}$ in $L_{0}(K)^{*}$ is $K^{\prime}$. In Lemma 3.1, then, we take $L=L_{0}(K)^{*}$, and let $Q$ on $B(T)$ onto $K^{\prime}$ be as in that lemma. Then Lemma 3.1 together with Theorem 2.3 insure that $K^{\prime}$ is the one-to-one affine bicontinuous and isomorphic image of $\widetilde{\widetilde{T}}$, so also then is $K$. This completes the proof.

Remark 3.2. A simple example illustrating the last two theorems may be constructed in the plane, as follows. Let the $K$ of Theorem
3.3. be all pairs $(x, y)$ of reals such that $|x|+|y| \leqq 1$, and let $T=$ $\{i, j\}$, where $i=(1,0), j=(0,1)$. Define $i^{2}=i, j^{2}=j, i j=j i=j$. The multiplication (on the entire plane) is defined as follows: ( $a i+$ $b j)(c i+d j)=a c i+(a d+b c+b d) j$. Then $K_{1}$ is $\{(x, y): x, y \geqq 0, x+$ $y=1\}$, a simplex, and is affinely isomorphic with $[-1,1]$ with usual multiplication. $K$ itself is, of course, a unit ball semigroup of measures, with $z=(0,0)$.

Examples of similar nature could be constructed on any finite simplex, of course, the requirements being that multiplications of a suitable nature be defined on the set of vertices. It is clear that exactly $n$ distinct geometric figures exist in $n$-space on which probability semigroup structures can be defined; namely, the $n$ simplexes each with $i$ vertices, $2 \leqq i \leqq n+1$. Thus the number of distinct probability semigroups in $n$-space is $=\sum_{i=2}^{n+1} A(i)$, where $A(i)$ is the number of distinct associative multiplications on a set of $i$ elements (isomorphic and anti-isomorphic semigroups are identified).
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# THE RELATIONSHIP BETWEEN THE RADICAL OF A LATTICE-ORDERED GROUP AND COMPLETE DISTRIBUTIVITY 

Paul Conrad

1. Introduction. Throughout this note let $G$ be a lattice-ordered group (notation 1-group). $G$ is said to be representable if there exists an 1-isomorphism of $G$ onto a subdirect sum of a cardinal sum of totally ordered groups (notation 0 -groups). In particular, every abelian 1-group is representable. $G$ is said to be completely distributive if for $g_{i j} \in G$

$$
\bigwedge_{i \in I} \bigvee_{j \in J} g_{i j}=\bigvee_{j \in J I} \wedge_{i \in I} g_{i f(i)}
$$

provided the indicated joins and intersections exist.
For each $0 \neq g$ in $G$ let $R_{g}$ be the subgroup of $G$ that is generated by the set of all 1-ideals of $G$ not containing $g$. Then $R_{g}$ is an 1-ideal of $G$ and the radical of $G$ is defined to be

$$
R(G)=\cap R_{g} \quad(0 \neq g \in G) .
$$

In [2] it is shown that if $G$ is a divisible abelian 1-group, then there exists a minimal Hahn-type embedding of $G$ into an 1-group of real valued functions if and only if $R(G)=0$. Thus it would be useful to identify the class of abelian 1 -groups with zero radicals, and to examine the properties of non-abelian 1-groups with zero radicals. In our main theorem we show that a representable 1 -group $G$ is completely distributive if and only if $R(G)=0$. We also show $R(G)=0$ if and only if $G$ has a regular representation. This settles a question raised by Weinberg [6].

With no restrictions on $G$ we show that $R(G)$ is completely determined by the lattice $\mathscr{S}$ of all 1-ideals of $G$. In particular, if $G$ is a representable 1 -group, then whether or not $G$ is completely distributive depends only on $\mathscr{L}$.

The author would like to express his gratitude to A. H. Clifford who read a rough draft of this note and made valuable suggestions. In particular, the present forms of Lemmas 1 and 2 are due to him.
2. Regular and essential $L$-ideals. If $g \in G$ and $M$ is an 1-ideal of $G$ that is maximal with respect to $g \notin M$, then $M$ is called a regular 1-ideal of $G$. Let $M^{*}$ be the intersection of all 1-ideals of $G$ that

[^11]properly contain $M$. Then since $g \in M^{*}$, it follows that $M^{*}$ is the unique 1-ideal of $G$ that covers $M$. Let $\Gamma$ be an index set for the set of all pairs ( $G^{\gamma}, G_{\gamma}$ ) of 1-ideals of $G$ such that $G_{\gamma}$ is regular and $G^{\gamma}$ covers $G_{\gamma}$. Define $\alpha<\beta$ if $G^{\alpha} \cong G_{\beta}$. Then $\Gamma$ is a $p o$-set, and we say that $\gamma \in \Gamma$ is a value of $g$ if $g \in G^{\gamma} \backslash G_{\gamma}$. In particular, the set of all values of $g$ is a trivially ordered subset of $\Gamma$. An element $\gamma \in \Gamma$ is called essential if there exists an $0 \neq h$ in $G$ such that all the values of $h$ are $\leqq \gamma$. In this case $G_{\gamma}$ is called an essential 1-ideal of $G$, and if $g \in G^{\gamma} \backslash G_{\gamma}$, then we say that $\gamma$ is an essential value of $g$.

Clearly the set $E$ of all essential elements in $\Gamma$ is a dual ideal of $\Gamma(\alpha<\beta \in \Gamma, \alpha \in E \rightarrow \beta \in E)$. The following lemma shows that the radical $R(G)$ of $G$ is completely determined by the essential ideals of $G$.

Lemma 1. The radical of $G$ is the intersection of essential 1-ideals of $G: \quad R(G)=\cap G_{\gamma}(\gamma \in E)$.

Proof. If $g \notin R(G)$, then $g \notin R_{h}$ for some $h$ in $G$ and by Zorn's lemma there exists an 1-ideal $M$ of $G$ that is maximal with respect to $g \notin M \supseteqq R_{h}$. Thus $M=G_{\gamma}$ for some $\gamma \in E, g \in G^{\gamma} \backslash G_{\gamma}$ and hence $g$ has an essential value. If $x \in \cap G_{\gamma}$, then $x$ has no essential value and hence $x \in R(G)$. Therefore $\cap G_{\gamma} \cong R(G)$. If $E$ is the null set, then $G=\cap G_{\gamma} \supseteq R(G)$ and if $\gamma \in E$, then there exists $0 \neq h_{\gamma} \in G$ such that if $\delta$ is a value of $h_{\gamma}$, then $\delta \leqq \gamma$ and hence $G_{\delta} \leqq G_{\gamma}$. Thus $R_{h_{\gamma}} \leqq G_{\gamma}$ and so

$$
\bigcap_{\gamma \in E} G_{\gamma} \supseteqq \bigcap_{\gamma \in E} R_{h_{\gamma}} \supseteqq \bigcap_{0 \neq g \in G} R_{g}=R(G) .
$$

Corollary. $R(G)=0$ if and only if each nonzero element in $G$ has at least one essential value.

We next show that $R(G)$ depends only on the lattice $\mathscr{L}$ of all 1-ideals of $G$. Note that a regular 1-ideal $M$ of $G$ is characterized by the fact that it is meet irreducible in $\mathscr{L}$. That is, if $M^{*}$ is the intersection of all 1-ideals of $G$ that properly contain $M$, then $M$ is properly contained in $M^{*}$.

Lemma 2. $\beta \in \Gamma$ is essential if and only if $\cap\left\{G_{\gamma}: \gamma \in \Gamma\right.$ and $\gamma \not \equiv \beta\} \neq 0$.

Proof. Suppose that $0<h \in \cap\left\{G_{\gamma}: \gamma \in \Gamma\right.$ and $\left.\gamma \not \equiv \beta\right\}$ and let $\alpha$ be a value of $h$. Then $h \notin G_{\alpha}$ and so $\alpha \leqq \beta$. Thus all the values of $h$ are $\leqq \beta$, and hence $\beta$ is essential. Conversely assume that $G_{\beta}$ is essential and pick $0<h \in G$ such that all the values of $h$ are $\leqq \beta$. Then
$h \in \cap\left\{G_{\gamma}: \gamma \in \Gamma\right.$ and $\left.\gamma \not \equiv \beta\right\}$. For if $h \notin G_{\gamma}$, where $\gamma \not \equiv \beta$, then $h$ must have a value $\alpha \geqq \gamma$ which is impossible.

Corollary. $R(G)$ is an invariant of the lattice $\mathscr{S}$ of all 1-ideals of $G$.

Lemma 3. For an 1-group $G$ the following are equivalent.
(1) $G / M$ is an 0-group for each regular 1-ideal $M$ of $G$.
(2) $G$ is representable.

Proof. For each $0 \neq g$ in $G$ pick an $l$-ideal $M_{g}$ of $G$ that is maximal with respect to not containing $g$. Then $\cap M_{g}=0$, and if (1) is satisfied, then each $G / M_{g}$ is an 0 -group and the mapping of $x \in G$ upon ( $\cdots, M_{v}+x, \cdots$ ) is a representation of $G$. Conversely suppose that $G$ has a representation, then clearly
(3) if $a, b \in G^{+}$and $a \wedge b=0$, then $a \wedge(-x+b+x)=0$ for all $x \in G$. In fact, Sik [5] established that (2) and (3) are equivalent, but we only need that (2) implies (3). Let $M$ be an 1 -ideal of $G$ that is maximal with respect to not containing $0<a \in G$, and let $A=M+a$. Suppose (by way of contradiction) that $G / M$ is not an 0 -group. Then there exist strictly positive elements $X$ and $Z$ in $G / M$ such that $X \wedge Z=M$.

Case I. $X \wedge A=M$. Then $P(A)=\{Y \in G / M:|Y| \wedge A=M\}$ is a convex 1 -subgroup of $G / M$ that contains $X$ but not $A$. If $M<Y \in P(A)$, then $Y=M+y$, where $0<y \in G$, and $a=a \wedge y+a^{\prime}, y=a \wedge y+$ $y^{\prime}, a^{\prime} \wedge y^{\prime}=0$. Moreover

$$
M=A \wedge Y=M+a \wedge M+y=M+a \wedge y .
$$

Thus $a \wedge y \in M$ and so $Y=M+y^{\prime}$ and $A=M+a^{\prime}$. But by (3), $a^{\prime} \wedge\left(-g+y^{\prime}+g\right)=0$ for all $g$ in $G$ and hence $A \wedge-(M+g)+Y+$ $(M+g)=M$. Thus $P(A)$ is a nonzero 1-ideal of $G / M$ that does not contain $A$, and hence there exists an 1 -ideal of $G$ that properly contains $M$ but not $a$, but this contradicts the maximality of $M$.

Case II. $X \wedge A \neq M$. Then $P(X)$ is an 1-ideal of $G / M$ that contains $Z$ but not $A$, and once again we contradict the maximality of $M$. Therefore $G / M$ is an 0 -group, and hence (2) implies (1).

Corollary. If $G$ is representable and $R(G)=0$, then an element $g$ is positive in $G$ if and only $G_{\gamma}+g$ is positive for all essential values $\gamma$ of $g$.

Proof. If $g$ is positive in $G$, then $G_{\gamma}+g$ is positive for all values $\gamma$ of $g$, essential or otherwise. If $g$ is not positive, then $g=g \vee 0+$
$g \wedge 0=g^{+}+g^{-}$, where $g^{-} \neq 0$ and $g^{+} \wedge-g^{-}=0$. By the Corollary to Lemma 1 there exists an essential value $\gamma$ of $g^{-}$and by Lemma $3, G / G_{\gamma}$ is an 0 -group, and so $g^{+} \in G_{\gamma}$. Thus $\gamma$ is also an essential value of $g$ and $G_{\gamma}+g=G_{\gamma}+g^{-}$is negative.

Lemma 4. If $0<g \in \vee A_{\lambda}$, where the $A_{\lambda}$ are 1 -ideals of $G$, then $g=g_{1} \vee \cdots \vee g_{n}$, where $0 \leqq g_{i} \in \cup A_{\lambda}$ for $i=1, \cdots, n$.

Proof. This proof is due to T. Lloyd. Clearly $g=a_{1}+\cdots+a_{n}$, where the $a_{i} \in A_{\lambda i}$ for $i=1, \cdots, n$. Thus it suffices to show that $g \leqq a_{1}^{\prime} \vee \cdots \vee a_{n}^{\prime}$, where $a_{1}^{\prime} \in A_{\lambda i}$ for $i=1, \cdots, n$. For then

$$
\begin{aligned}
g & =\left(\left(a_{1}^{\prime} \vee 0\right) \wedge g\right) \vee \cdots \vee\left(\left(a_{n}^{\prime} \vee 0\right) \wedge g\right) \\
& =g_{1} \vee \cdots \vee g_{n}
\end{aligned}
$$

where $0 \leqq g_{i} \in A_{\lambda i}$ for $i=1, \cdots, n$. If $n=2$, then

$$
a_{1}+a_{2} \leqq 2 a_{1} \vee\left(a_{1}+a_{2}-a_{1}+a_{2}\right)=a_{1}^{\prime} \vee a_{2}^{\prime}
$$

because

$$
\begin{aligned}
0 \leqq\left|a_{1}-a_{2}\right| & =\left(a_{1}-a_{2}\right) \vee\left(a_{2}-a_{1}\right) \\
& =-a_{1}+\left(2 a_{1} \vee\left(a_{1}+a_{2}-a_{1}+a_{2}\right)\right)-a_{2} .
\end{aligned}
$$

Thus $a_{1}+\cdots+a_{n} \leqq\left(a_{1}+\cdots+a_{n-1}\right)^{\prime} \vee a_{n}^{\prime}$, and since $\left(a_{1}+\cdots+\right.$ $\left.a_{n-1}\right)^{\prime} \in \vee A_{\lambda_{i}}(i=1, \cdots, n-1), \quad\left(a_{1}+\cdots+a_{n-1}\right)^{\prime}=b_{1}+\cdots+b_{n-1}$, where $b_{i} \in A_{\lambda i}$ for $i=1, \cdots, n-1$. Thus by induction $b_{1}+\cdots+b_{n-1} \leqq$ $a_{1}^{\prime} \vee \cdots \vee a_{n-1}^{\prime}$ and hence $g \leqq a_{1}^{\prime} \vee \cdots \vee a_{n}^{\prime}$.
3. Completely distributive $L$-groups. Let $A$ be a sublattice and and subdirect sum of a cardinal sum $B$ of 0 -groups $B_{\lambda}(\lambda \in \Lambda)$. If for each $\lambda$ in $\Lambda$, the projection $\rho_{\lambda}$ of $A$ onto $B_{\lambda}$ preserves infinite joins, then $A$ is called a regular subgroup of $B$. An 1 -group $G$ is said to have a regular representation if it is 1 -isomorphic to a regular subgroup of a cardinal sum of 0 -groups. It is easy to prove that an 1 -group $G$ with a regular representation is completely distributive [6]. Weinberg has also shown ([6] Proposition 1.3) that the natural homomorphism of an 1-group $G$ onto $G / J$, where $J$ is an 1-ideal of $G$, preserves infinite joins if and only if $J$ is closed $\left(\vee j_{\lambda} \in G,\left\{j_{\lambda}: \lambda \in \Lambda\right\} \subseteq J \rightarrow \vee j_{\lambda} \in J\right)$. Thus it follows that $G$ has a regular representation if and only if there exists a family of closed 1-ideals $J_{\lambda}$ of $G$ such that $\cap J_{\lambda}=0$ and each $G / J_{\lambda}$ is an 0 -group.

Lemma 5. (Weinberg) An 1-group $G$ is completely distributive if and only if for each $0<g$ in $G$ there exists $0<g^{*}$ in $G$ such that

$$
g=\vee g_{\lambda}, g_{\lambda} \in G^{+} \rightarrow g^{*} \leqq g_{\lambda} \text { for some } \lambda
$$

Theorem. For a representable 1-group $G$ the following are equivalent.
(1) $R(G)=0$.
(2) Each essential 1-ideal of $G$ is closed and $\cap G_{\gamma}=0(\gamma \in E)$.
(3) $G$ has a regular representation.
(4) $G$ is completely distributive.

Proof. By Lemma 3, for each $\gamma$ in $E, G / G_{\gamma}$ is an 0 -group, and hence by the preceding discussion (2) implies (3) and (3) implies (4). Suppose that $G$ is completely distributive, and assume (by way of contradiction) that $0<g \in R(G)$. Then by Lemma 5 there exists $0<g^{*} \in G$ such that if $g=\vee g_{\alpha}\left(g_{\alpha} \in G^{+}\right)$, then ' $g^{*} \leqq g_{\alpha}$ for some $\alpha$. Since $g \in R(G)$ it follows that $g \in R_{g^{*}}=\vee A_{\lambda}$. where the $A_{\lambda}$ are the 1-ideals of $G$ not containing $g^{*}$. Thus by Lemma $4, g=g_{1} \vee \cdots \vee g_{n}$, where $0 \leqq g_{i} \in \cup A_{\lambda}$. But then $g^{*} \leqq g_{i}$ for some $i$, and hence $g^{*} \in \cup A_{\lambda}$ $a$ contradiction. Therefore (4) implies (1).

To complete the proof we must show that (1) implies (2). If (1) is satisfied, then by Lemma $1, \cap G_{\gamma}=0(\gamma \in E)$. Let $G_{\delta}$ be an essential 1 -ideal of $G$ and assume (by way of contradiction) that $G_{\delta}$ is not closed. Then there exists $g \in G^{+} \backslash G_{\delta}$ such that $g=\vee g_{j}\left(g_{j} \in G_{\delta}^{+}\right)$. Since $G_{\delta}$ is essential there exists $0<h \in G$ such that all the values of $h$ are $\leqq \delta$. We shall show that for some such $h, g-h \geqq g_{j}$ for all $j$, and hence $\vee g_{j}>\vee g_{j}-h=g-h \geqq \vee g_{j}$.

Case I. There exists $0<h \in G$ such that all the values of $h$ are $\leqq \delta$ and $G_{\delta}+h<G_{\delta}+g$. Since $g-h \notin G_{\delta}$ and $g_{j} \in G_{\delta}, g-h-g_{j} \neq 0$. By the Corollary to Lemma 3 it suffices to show that $G_{\beta}+g-h-g_{j}$ is positive for all values $\beta$ of $g-h-g_{j}$ in $E$. If $h \in G_{\beta}$, then $G_{\beta}+$ $g-h-g_{j}=G_{\beta}+g-g_{j}$ is positive. If $h \notin G_{\beta}$, then there exists a value $\gamma$ of $h$ such that $\gamma \geqq \beta$. But then $\beta \leqq \gamma \leqq \delta$, and since $g-h-g_{j} \in G^{\beta} \backslash G_{\delta}, \beta=\delta$. Therefore $G_{\beta}+g-h-g_{j}=G_{\delta}+g-h$ is positive.

Case II. For each $0<h \in G$ such that all of the values of $h$ are $\leqq \delta, G_{\delta}+h \geqq G_{\delta}+g$. If $\delta>\gamma \in E$, then we may choose $0<k \in G$ such that all of the values of $k$ are $\leqq \gamma<\delta$. But then $G_{\delta}+g>G_{\delta}=$ $G_{\delta}+k$. Therefore $\delta$ is minimal in $E$. If all values of $0<h$ are $\leqq \delta$, then $G_{\delta}+h \geqq G_{\delta}+g$ and so $G_{i}+g \wedge h=G_{\delta}+g$. If $\beta$ is a value of $g \wedge h$ in $E$, then $g \wedge h \in G^{\beta} \backslash G_{\beta}$ and hence $h \notin G_{\beta}$. Thus there exists a value $\gamma$ of $h$ such that $\beta \leqq \gamma \leqq \delta$ and since $\delta$ is minimal in $E, \beta=\delta$. Thus without loss of generality, $0<h \in G, \delta$ is the only value of $h$ in $E$ and $G_{\delta}+h=G_{\delta}+g$. If $g-h-g_{j} \neq 0$ and $\beta$ is a value of $g-h-g_{j}$ in $E$ then $h \in G_{\beta}$. Otherwise $\beta=\delta$, but $g-h-g_{j} \in G_{\delta}$. Therefore $G_{\beta}+g-h-g_{j}=G_{\beta}+g-g_{j}$ is positive for all values $\beta$
of $g-h-g_{j}$ in $E$. This completes the proof of our theorem. In proving that (4) implies (1) we did not use the hypothesis that $G$ is representable. Thus we have

Corollary I. If $G$ is a completely distributive 1-group, then $R(G)=0$.

From the Corollary to Lemma 2 we have
Corollary II. If $G$ is a representable 1-group, then whether or not $G$ is completely distributive depends only on the lattice $\mathscr{L}$ of all 1 -ideals of $G$.
4. Remarks and examples. Let $P$ be the 1 -group of all order preserving permutations of the real line (with $f g(x)=f(g(x))$ and $f$ positive if $f(x) \geqq x$ for all $x$ ). Let
$A=\{f \in P: f$ induces the identity on $(-\infty, a]$ for some $a\}$, and
$B=\{f \in P: f$ induces the identity on $[a, \infty)$ for some $a\}$.
Let $C=A \cap B$. Then Holland [4] has shown that $A, B$ and $C$ are the only proper 1 -ideals of $G$, and Higman [3] has shown that $C$ is algebraically simple. Therefore 0 is the only essential 1-ideal of $C$ and since $C / 0$ is not an 0 -group it follows from Lemma 3 that $C$ is not representable. Therefore $C$ satisfies property (2) of the theorem, but not property (3).
$(G, B)$ is the only value of each element in $A \backslash B$ and $(C, 0)$ is the only value of each nonzero element in $C$. Thus $B$ and 0 are essential 1-ideals of $P$, and in particular, $P$ satisfies (1). For each $n=1,2, \cdots$ let

$$
f_{n}(x)= \begin{cases}2 x & \text { if } x \leqq n \\ \frac{x+3 n}{2} & \text { if } n \leqq x \leqq 3 n \\ x & \text { if } 3 n \leqq x\end{cases}
$$

Then $\left(\vee f_{n}\right)(x)=2 x$, and hence the $f_{n}$ belong to $B$, but $\vee f_{n} \notin B$. Therefore $P$ satisfies (1) but not (2).

A simple application of Lemma 5 shows that $P$ is completely distributive (or see [6] Example 3.3). Therefore (4) does not imply (2) or (3). On the other hand for arbitrary 1 -groups, (3) $\rightarrow(2) \rightarrow(1)$. The remaining question is whether or not (1) or (2) implies (4) for non-representable 1-groups? Note that if $R(G)=0$ implies complete distributivity, then every 1-group with no proper 1-ideals is completely distributive, and in particular, every 1-group that is algebraically simple is completely distributive.

If the radical used in this note is replaced by one constructed in
exactly the same way, but with 1 -ideals replaced by convex 1 -subgroups, then if this new radical is zero, the group is completely distributive. Also the new radical is an invariant of the lattice of all convex 1 -subgroups of $G$. The proofs of these statements are analogous to those in this paper using the fact that if $C$ is a regular convex 1 -subgroup, then the set of right cosets of $C$ in $G$ is totally ordered by

$$
C+x \leqq C+y \text { if } x \leqq y+c \text { for some } c \in C .
$$

Unfortunately the converse to the above is false. For example, the new radical for $P$ is $P$ itself and yet $P$ is completely distributive.

Let $G$ be an Archimedean 1-group. By Theorem 5.7 in [2], $R(G)=0$ if and only if $G$ has a basis, and by Theorem 7.3 in [1], $G$ has a basis if and only if $G$ is (isomorphic to) a subdirect sum of a cardinal sum of subgroups $R_{\gamma}$ of the reals which contains the finite cardinal sum of the $R_{\gamma}$. Thus we have a new proof for one of the main results in [6].
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# A SUFFICIENT CONDITION THAT AN ARC IN $S^{n}$ BE CELLULAR 

P. H. Doyle

An arc $A$ in $S^{n}$, the $n$-sphere, is cellular if $S^{n}-A$ is topologically $E^{n}$, euclidean $n$-space. A sufficient condition for the cellularity of an arc in $E^{3}$ is given in [4] in terms of the property local peripheral unknottedness (L.P.U) [5]. We consider a weaker property and show that an arc in $S^{n}$ with this property is cellular.

If $A$ is an arc in $S^{n}$ we say that $A$ is $p$-shrinkable if $A$ has an end point $q$ and in each open set $U$ containing $q$ in $S^{n}$, there is a closed $n$-cell $C \subset U$ such that $q$ lies in Int $C$ (the interior of $C$ ), while $B d C$ (the boundary of $C$ ) meets $A$ in exactly one point. We note that $A$ is $p$-shrinkable is precisely the condition that $A$ be L.P.U. at an endpoint [5]. There is, however, a good geometric reason for using the $p$-shrinkable terminology here; the letter $p$ denotes pseudo-isotopy.

Lemma 0. Let $C^{n}$ be a closed $n$-cell and $D^{n}$ a closed $n$-cell which lies in int $C^{n}$ except for a single point $q$ which lies on the boundary of each n-cell. If there is a homeomorphism $h$ of $C^{n}$ onto a geometric $n$-simplex such that $h\left(D^{n}\right)$ is also an $n$-simplex, then there is a pseudo-isotopy $\rho_{t}$ of $C^{n}$ onto $C^{n}$ which is the identity on $B d C^{n}$, while $\rho_{1}\left(D^{n}\right)$, the terminal image of $D^{n}$, is the point $q$.

The proof of this is omitted since it depends only on the same result when $C^{n}$ and $D^{n}$ are simplices.

Lemma 1. Let $C^{n}$ be a closed $n$-cell and $B$ an arc which lies in int $C^{n}$ except for an endpoint $b$ of $B$ on $B d C^{n}$. Then there is a pseudo-isotopy of $C^{n}$ onto $C^{n}$ which is fixed on $B d C^{n}$ and which carries $B$ to $b$.

Proof. Since $B \cap B d C^{n}=b$ we note that there is in $C^{n}$ an $n$ cell $D^{n}$ which contains $B$ in its interior except for the point $b, D^{n}$ $b \subset \operatorname{Int} C^{n}$, and $D^{n}$ is embedded in $C^{n}$ as in Lemma 0 . Thus Lemma 0 can be applied to shrink $B$ in the manner required by the Lemma.

Theorem 1. Let $A$ be an arc in $S^{n}$ such that for each subarc $B$ of $A, B$ is $p$-shrinkable. Then every arc in $A$ is cellular.

Proof. The proof is by contradiction. If $A$ contains a non-cellular Received January 30, 1963.
subare there is no loss of generality in assuming this are is $A$. Then $S^{n}-A \neq E^{n}$. By the characterization theorem of $E^{n}$ in [1], there is a compact set $C$ in $S^{n}-A$ and $C$ lies in no open $n$-cell in $S^{n}-A$. By the Generalized Schoenflies Theorem [2], this is equivalent to the condition that no bicollared ( $n-1$ )-sphere in $S^{n}$ separates $C$ and $A$.

Let $G$ be the set of all subarcs of $A$ which cannot be separated from $C$ by a bicollared sphere in $S^{n}$. We partially order $G$ by set inclusion and select a maximal chain in $G$. Let $B$ be the intersection of all arcs in this maximal chain. Evidently $B$ cannot be separated from $C$ by a bicollared sphere in $S^{n}$. Thus $B$ is an arc and each proper subarc of $B$ can be so separated from $C$ in $S^{n}$.

By the hypothesis of the theorem, $B$ is $p$-shrinkable. So let $B$ be L.P.U. at an endpoint $q$. Let $U$ be an open set containing $q$ and $U \cap C=\square$. Then there is an $n$-cell $C^{n} \subset U, C^{n} \cap B=B^{1}$, an arc, while $B^{1} \cap B d C^{n}=p$, a point. So by Lemma 1 there is a pseudoisotopy $\rho_{t}$ of $S^{n}$ onto $S^{n}, \rho_{t}$ is the identity in $S^{n}-C^{n}$, and $\rho_{1}\left(B^{1}\right)=p$. But $\rho_{1}(B)$ is a proper subarc of $B$ which cannot be separated from $C$ in $S^{n}$ by a bicollared sphere. But this is a contradiction. Thus $A$ is cellular as well as each subarc of $A$.

Corollary 1. Let $A$ be an arc in $S^{n}$ which is the union of two $p$-shrinkable arcs, $A_{1} \cup A_{2}$, which meet in a common endpoint $p$. Then $A$ is cellular if $A_{1}$ is L.P.U.

Proof. Each subarc of $A$ is $p$-shrinkable.
Corollary 2. Each non-cellular arc $A$ in $S^{n}$ contains a subarc which is not L.P.U. at either of its endpoints.

Even in $S^{3}$ there is a difference between an arc being L.P.U. at each point and having the $p$-shrinkable property for each subarc. The simplest example is perhaps a mildly wild arc which is not a Wilder arc. [3].
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# INTRINSIC EXTENSIONS OF RINGS 

## Carl Faith and Yuzo Utumi

A module $M$ is an essential extension of a submodule $N$ in case $K \cap N \neq 0$ for each nonzero submodule $K$ of $M$. If $S$ is a subring of a ring $R$, and if ${ }_{s} R$, ${ }_{s} S$ denote the left $S$-modules naturally defined by the ring operations of $R$, then $R$ is a left quotient ring of $S$ in case ${ }_{s} R$ is an essential extension of ${ }_{s} S$.

We shall discuss the following problem: (1) Characterize the condition that a ring extension $R$ of $S$ is a left quotient ring of $S$ wholly in terms of the relative left ideal structures of $R$ and $S$.

A ring extension $R$ of $S$ is left intrinsic over $S$ in case $K \cap S \neq 0$ for each nonzero left ideal $K$ of $R$. Evidently each left quotient ring $R$ of $S$ is left intrinsic over $S$ but an obvious example (when $R$ is a field and $S$ a subfield $\neq R$ ) shows that the converse fails. Nevertheless, we ask: (2) When is the condition $R$ is left intrinsic over $S$ a solution to (1)?

We now specialize $S$ by requiring that:
(i) $S$ possesses a left quotient ring which is a (von Neumann) regular ring, or equivalently (R. E. Johnson [2]) by requiring that the left singular ideal of $S$ vanishes. For such a ring there exists a maximal left quotient ring $\widehat{S}$ which is unique up to isomorphism over $S$, and which is itself a regular ring ([2]). To eliminate the field example we require that:
(ii) $\hat{S}$ possesses no strongly regular ideals $\neq 0$. Under these hypotheses we present the following solution to (1).
A. Theorem (2.6). Let $S$ satisfy (i) and (ii). Then an extension ring $R$ of $S$ is a left quotient ring of $S$ if and only if $R$ is a left intrinsic extension of $S$ such that for each closed left ideal $A$ of $S$ there corresponds a left ideal $B$ of $R$ such that $B \cap S=A$.
(See § 1 for definitions.)
Regarding (2) we add a rather dubious final hypothesis:
(iii) $\hat{S}$ is right intrinsic over $S$.
B. Theorem (3.1). If $S$ satisfies (i)-(iii), then an extension ring $R$ of $S$ is a left quotient ring of $S$ if and only if $R$ is left

[^12]intrinsic over $S$. (Then there exists a ring monomorphism of $R$ into $\hat{S}$ which is the identity on $S$.)

Combining $B$ with a theorem of Goldie [1] we obtain:
C. Theorem (3.2). Let $S$ be a prime ring which is both left and right noetherian, and assume that $S$ is not an integral domain. Let $Q$ denote the classical quotient ring of $S$ ([1]). Then an extension ring $R$ of $S$ is left intrinsic over $S$ if and only if there exists a ring monomorphism of $R$ into $Q$ which is the identity on $S$.

1. A ring $S$ is strongly regular (resp. regular) if for any $x \in S$ there exists $y \in S$ such that $x^{2} y=x$ (resp. $x y x=x$ ); an ideal $I$ of $S$ is strongly regular if $I$ is a strongly regular ring.

Let $S$ be a ring. Then ${ }_{s} M$ will denote that $M$ is a left $S$-module, and ${ }_{s} S$ denotes the left $S$-module defined naturally by the ring operations in $S$. ${ }_{s} M$ is an essential extension of a submodule $N$ in case $K \cap N \neq 0$ for each submodule $K \neq 0$ of $M$. Then, $N$ is said to be an essential submodule of $M$. An essential left ideal of $S$ is a left ideal of $S$ which is an essential submodule of $s S$. (Thus a left ideal $I$ of $S$ is essential if and only if $S$ is a left intrinsic extension of $I$.)

An element $x \in{ }_{s} M$ is singular in case the annihilator of $x$ in $S$ is an essential left ideal of $S$. It is known that the set $Z\left({ }_{s} M\right)$ of singular elements of ${ }_{s} M$ is a submodule of ${ }_{s} M$, called the singular submodule of ${ }_{s} M ; Z\left({ }_{s} S\right)$ is an ideal of $S$ called the left singular ideal of $S$.

If $Z\left({ }_{s} S\right)=0$, then $S$ is said to be a $J_{l}$-ring, and $\hat{S}$ denotes its maximal left quotient ring; $\hat{S}$ is a regular ring with identity, and is left self-injective. If $R$ is any left self-injective ring with identity, then it is known (Utumi [4], Lemma 8) that $Z\left({ }_{R} R\right)$ coincides with the Jacobson radical $J(R)$ of $R$, and that the difference $R-J(R)$ is a regular ring.

A left ideal $A$ of a ring $S$ is closed if there is no left ideal of $S$ which is a proper essential extension of $A$.

In case $S$ is a $J_{l}$-ring it is known that the set of closed left ideals of $S$ forms a complete complemented modular lattice $L(S)$. If $R$ is a left quotient ring of $S, R$ is also a $J_{l}$-ring, and $L(R)$ is isomorphic to $L(S)$ by the correspondence $A(\in L(R)) \rightarrow A \cap S$. Thus, in this case, the following condition is satisfied:
(1.1) Condition. Let $R$ be an extension ring of a ring $S$. For any closed left ideal $A$ of $S$ there is a left ideal $B$ of $R$ such that $B \cap S=A$.

We call an extension ring $R$ of $S$ left strongly intrinsic if $R$ is a left intrinsic extension of $S$, and if Condition 1.1 is fulfilled.
(1.2) Lemma. Let $R$ be a left intrinsic extension of a $J_{l}$-ring S. Suppose that the maximal left quotient ring of $S$ is right intrinsic over $S$. Then $R$ is a left strongly intrinsic extension of $S$.

Proof. Let $A$ be a closed left ideal of $S$. By [5, Theorem 2.2] $A$ is an annihilator left ideal of $S$. Hence $B \cap S=A$ for some annihilator left ideal $B$ of $R$, as desired.

It is evident that Condition 1.1 is equivalent to the following:
(1.3) If $A$ and $B$ are left ideals of $S$ such that $A \cap B=0$, then there exists a left ideal $C$ of $R$ such that $C \supset A$ and $C \cap B=0$.

Let $R$ be a left strongly intrinsic extension of a ring $S$. Then the following three properties are easily seen:
(1.4) If $A \cap B=0$ for a left ideal $A$ of $R$ and a left ideal $B$ of $S$, there is a left ideal $C$ of $R$ such that $A \cap C=0$.
(1.5) If the sum of left ideals $\left\{A_{i}\right\}$ of $S$ is direct, so is the sum of $\left\{A_{i}+R A_{i}\right\}$.
(1.6) If $A$ is an essential left ideal of $S$, then $A+R A$ is an essential left ideal of $R$. If $C$ is an essential left ideal of $R, C \cap S$ is also an essential left ideal of $S$.
(1.7) Lemma. Let $R$ be a left strongly intrinsic extension of a ring $S$. Then the following properties are equivalent:
(i) $S$ is a $J_{l}$-ring;
(ii) $R$ is a $J_{l}$-ring;
(iii) the singular submodule $Z\left({ }_{s} R\right)$ of the left $S$-module $R$ is zero.

Proof. By (1.6) it is obvious that $Z\left({ }_{S} R\right) \subset Z\left({ }_{R} R\right) \subset Z\left({ }_{s} R\right)$. Hence $Z\left({ }_{s} R\right)=Z\left({ }_{R} R\right)$. This shows the equivalence of (ii) and (iii). Now $Z\left({ }_{S} S\right)=Z\left({ }_{S} R\right) \cap S=Z\left({ }_{R} R\right) \cap S$. Since $Z\left({ }_{R} R\right)$ is an ideal of $R$, $Z\left({ }_{R} R\right)=0$ if and only if $Z\left({ }_{R} R\right) \cap S=0$. Therefore (i) is equivalent to (ii), as desired.

The following proposition is known:
(1.8) Let $S$ be a $J_{l}$-ring. A left ideal $A$ of $S$ is closed if and only if $B x \subset A$ for $x \in S$ and an essential left ideal $B$ of $S$ implies that $x \in A$.
(1.9) Lemma. Let $R$ be a left strongly intrinsic extension of a $J_{l}$-ring $S$. Then the lattice $L(R)$ of closed left ideals of $R$ is isomorphic to the lattice $L(S)$ of closed left ideals of $S$ under contraction $A \rightarrow A \cap S$.

Proof. It is direct from (1.6) and (1.8) that $A \cap S$ is closed for any closed $A$. Suppose that $A_{1} \cap S=A_{2} \cap S$ for $A_{1}, A_{2} \in L(R)$. It is known that any intersection of closed left ideals of a $J_{l}$-ring is closed. Thus, ( $A_{3}=$ ) $A_{1} \cap A_{2} \in L(R)$. Let $B$ be a left ideal of $R$ such that $B \subset A_{1}, B \cap A_{3}=0$. It follows then that $B \cap S=0$. Hence $B=0$, which shows that $A_{1}=A_{3}$, since $A_{3}$ is closed. Similarly $A_{2}=A_{3}$, and therefore $A_{1}=A_{2}$. Finally we shall show that the correspondence is onto. Let $C \in L(S)$. By (1.1), $C=D \cap S$ for some left ideal $D$ of $R$. By Zorn's lemma there exists a maximal left ideal $E$ of $R$ such that. $E \cap S=C$. Let $F$ be a left ideal of $R$ which contains $E$ properly. Then $\mathrm{F} \cap S \neq C$. Since $C$ is closed, we can find a nonzero left ideal $G$ of $S$ such that $G \subset F \cap S$ and $G \cap C=0$. By (1.1) there is a left ideal $H$ of $R$ such that $H \cap S$ is an essential extension of $G$. Then $0=(H \cap S) \cap C=((H \cap F) \cap E) \cap S$. Since $R$ is left intrinsic over $S$, we have that $(H \cap F) \cap E=0$. This implies that $F$ is not an essential extension of $E$. Therefore $E \in L(R)$, completing the proof.
2. The following proposition is easily verified:
(2.1) Let $M$ be a left $S$-module with zero singular submodule. Suppose that a left ideal $A$ of $S$ is an essential extension of a left. ideal $B$ of $S$. Let $v$ and $w$ be left $S$-homomorphisms of $A$ into $M$. If $(v-w) B=0$, then $v=w$.

In fact, $v-w$ induces a homomorphism of $A / B$ into $M$. By assumption $Z(A / B)=A / B$. Hence $(v-w) A=Z((v-w) A) \subset Z(M)=0$, as desired.

A left $S$-module $M$ is called injective if for any left ideal $A$ of $S$, and for any left $S$-homomorphism $v$ of $A$ into $M$ there exists an element $x$ such that $v(a)=a x$ for every $a \in A$. A ring $S$ is called left self injective if the left $S$-module $S$ is injective, and $S$ has a unit element. Any left self injective ring which is semisimple (in the sense of Jacobson) is regular (in the sense of von Neumann). As. is known, the maximal left quotient ring of a $J_{l}$-ring is semisimple, in the sense of Jacobson, and left self injective.

We denote by $l(P, Q)$ the set of $x \in P$ with $x Q=0$. Similarly $r(P, Q)$ denotes the right annihilator, in $P$, of $Q$.
(2.2) Lemma. Let $R$ be a semisimple left self injective ring, and suppose that it is a left strongly intrinsic extension of a ringr
S. Then the left S-module $R$ is an injective module with zero singular submodule.

Proof. Since $R$ is regular, it is a $J_{l}$-ring. By Lemma (1.7), $Z\left({ }_{s} R\right)=0$. Let $A$ be a left ideal of $S$, and $v$ a left $S$-homomorphism of $A$ into $R$. Denote the left ideal of $S$ generated by an element $x$ by $(x)_{l}$. By Zorn's lemma there is a maximal subset $\left\{x_{i}\right\}$ of $A$ such that the sum $B$ of $\left(x_{i}\right)_{l}$ is direct. Evidently $A$ is an essential extension of $B$. By (1.5), the sum of $\left\{S x_{i}\right\}$ is also direct. Now $l\left(S, x_{i}\right) \subset l\left(S, v\left(x_{i}\right)\right)$, that is, $l\left(R, x_{i}\right) \cap S \subset l(R, v(x)) \cap S$. Since any annihilator left ideal of the $J_{l}$-ring $R$ is closed, it follows by Lemma 1.9 that $l\left(R, x_{i}\right) \subset l\left(R, v\left(x_{i}\right)\right)$. This shows that $x_{i} \rightarrow v\left(x_{i}\right)$ generates a left $R$-homomorphism $w$ of $\sum_{i} R x_{i}$ into $R$. By the injectivity of ${ }_{R} R$ there exists an element $a \in R$ such that $v\left(x_{i}\right)=x_{i} a$ for every $i$. Thus the homomorphism $v$ and the right multiplication of $a$ coincide on $B$. Since $A$ is essential over $B$, it follows by (2.1) that $v$ is given by the right multiplication of $a$, completing the proof.
(2.3) Theorem. Let $R$ be an extension ring of a ring $S$, and suppose that the left $S$-module $R$ is an injective module with zero singular submodule. Then $S$ is a $J_{l}$-ring. Let $T$ be the maximal one among such submodules of the left $S$-module $R$ that are essential over the left $S$-module $S$. Then $T$ forms a subring of $R$, and in fact it is the maximal left quotient ring of $S$.

Proof. Since $Z\left({ }_{s} S\right)=Z\left({ }_{s} R\right) \cap S=0, S$ is a $J_{l}$-ring. Let $E$ be the endomorphism ring of ${ }_{s} R$, and let $v \in E$. In case ${ }_{s} R$ is essential over $\operatorname{Ker} v, Z\left({ }_{s} R / \operatorname{Ker} v\right)=R / \operatorname{Ker} v$, and so $\operatorname{Im} v=Z(\operatorname{Im} v) \subset Z(R)=$ 0 , whence $v=0$. In view of [4, Lemma 8] it follows from this that $E$ is semisimple, and $T$ is uniquely determined. Since ${ }_{s} T$ is essential over ${ }_{s} S$, it is easy to see that the set $D(x)$ of elements $y$ of $S$ such that $y x \in S$ is an essential left ideal of $S$ for each $x \in T$. Now we denote by $U$ the set of $x \in R$ such that $D(x)$ is an essential left ideal of $S$. Clearly $T \subset U$. It is not difficult to show that $U$ is a subring of $R$. Since $Z\left({ }_{s} R\right)=0,{ }_{s} U$ is essential over ${ }_{s} S$. Hence $U \subset T$, therefore $T=U$. Thus, $T$ forms a subring of $R . \quad T$ is the maximal left quotient ring of $S$ because ${ }_{s} T$ is the maximal essential extension of ${ }_{s} S$.
(2.4) Lemma. Let $R$ be a ring with unit, and suppose that it is a left strongly intrinsic extension of a semisimple left self injective ring $S$. Then every idempotent of $R$ belongs to $S$.

Proof. Let $e=e^{2} \in R$. Then $R e \in L(R)$, the lattice of closed left ideals of $R$. Hence $R e \cap S \in L(S)$, the lattice of closed left ideals of
$S$, by Lemma 1.9. Since every closed left ideal of $S$ is a principal left ideal generated by an idempotent, $S \cap R e=S f$ for some $f=$ $f^{2} \in S$. Evidently $R f \cap S=S f=R e \cap S$, and hence $R e=R f$ by Lemma 1.9. Similarly we can find an idempotent $g \in S$ such that $R(1-e)=R g$. Since $S$ is regular, $S f+S g=S h$ for some $h=h^{2} \in S$. Then $R h=R$, and $h=1$. Hence $1=x f+y g$ for some $x, y \in S$. Also,

$$
e-x f=e-(1-y g)=y g-(1-e) \in R g+R(1-e)=R(1-e) .
$$

Hence $e-x f \in R e \cap R(1-e)=0$, and therefore $e=x f \in S$, completing the proof.

By virtue of [5, Corollary to Theorem 4], any semisimple left self injective ring $R$ is decomposed into the direct sum of two ideals $R_{1}$ and $R_{2}$ in such a way that $R_{1}$ is strongly regular, and $R_{2}$ does not contain any nonzero strongly regular ideals. The decomposition is unique. By [5, Theorem 2], $R_{2}$ is generated by idempotents.
(2.5) Theorem. Let $R$ be semisimple left self injective ring, and let $R=R_{1} \oplus R_{2}$ be the decomposition into ideals mentioned above. Suppose that $R$ is a left strongly intrinsic extension of a ring $S$. Then there is a subring $T$ of $R_{1}$ with the following properties:
(i) $T$ contains every idempotent of $R_{1}$,
(ii) $T$ is a strongly regular, (left) self injective ring and
(iii) $T \oplus R_{2}$ is the maximal left quotient ring of $S$.

Proof. By Lemma 2.2, ${ }_{s} R$ is injective and $Z\left({ }_{s} R\right)=0$. Thus, by Lemma 2.3, $R$ contains as a subring the maximal left quotient ring $Q$ of $S$. Since $R$ is left intrinsic over $S$, and $R \supset Q \supset S$, it is evident that $R$ is left intrinsic over $Q$. Let $A$ be a closed left ideal of $Q$. Then $A=Q e, e=e^{2} \in Q$, and hence $A=R e \cap Q$. This shows that $R$ is left strongly intrinsic over $Q$. Thus, by Lemma 2.4 every idempotent of $R$ belongs to $Q$. Since $R_{2}$ is generated by idempotents, $R_{2} \subset Q$, and so $Q=\left(Q \cap R_{1}\right) \oplus R_{2}$. Set $T=Q \cap R_{1}$. Since $Q$ is regular, so is its ideal $T$. Thus, the strong regularity of $T$ follows from the fact that a regular ring is strongly regular if and only if it has no nonzero nilpotent elements, completing the proof.
(2.6) Theorem. Let $S$ be a $J_{l}$-ring. Suppose that the maximal left quotient ring of $S$ does not contain any nonzero strongly regular ideals. Then any left strongly intrinsic extension of $S$ is a left quotient ring of $S$.

Proof. Let $R$ be a left strongly intrinsic extension of $S$, and denote by $Q$ the maximal left quotient ring of $R$. By Lemma 1.9,
$Q$ is a left strongly intrinsic extension of $S$. Let $Q=Q_{1} \oplus Q_{2}$ where $Q_{1}$ is a strongly regular ideal of $Q$, and $Q_{2}$ is an ideal of $Q$ which does not contain any nonzero strongly regular ideals. By Theorem 2.5 there is a strongly regular subring $T$ of $Q_{1}$ such that $T \oplus Q_{2}$ is the maximal left quotient ring of $S . T$ contains every idempotent of $Q_{1}$, especially the unit element of $Q_{1}$. Since $T=0$ by assumption, it follows that $Q_{1}=0$. Thus, $Q=Q_{2}$ is the maximal left quotient ring of $S$. Since $Q \supset R \supset S, R$ is a left quotient ring of $S$, as desired.
3. The following is the main theorem.
(3.1) Theorem. Let $S$ be a $J_{\imath}$-ring. Suppose that the maximal left quotient ring of $S$ is right intrinsic, and does not contain any nonzero strongly regular ideals. Then any left intrinsic extension of $S$ is a left quotient ring.

Proof. By Lemma 1.2 any left intrinsic extension of $S$ is left strongly intrinsic over $S$, and hence it is a left quotient ring of $S$ by Theorem 2.6, as desired.

Goldie proved in [1; Theorem 13] that if a prime ring $S$ satisfies the maximum conditions for left and right ideals, then $S$ may be imbedded into a simple ring $R$ with minimum condition in such a way that $R$ is the classical quotient ring of $S$ in the following sense:
(i) Every non-zero-divisor of $S$ has the inverse in $R$;
(ii) every element $x$ of $R$ is of the forms $a^{-1} b$ and $c d^{-1}$ for some $a, b, c$ and $d \in S$. In this case $S$ is a $J_{l}$-ring, and $R$ is the maximal left quotient ring of $S$. Since $R$ is a right quotient ring of $S$, it is right intrinsic over $S$. $R$ contains a nonzero strongly regular ideal if and only if $R$ is a division ring, that is, $S$ is an Ore domain. Thus, by Theorem 3.1 we obtain the following.
3.2. Theorem. Let $S$ be a prime ring with maximum conditions for left and right ideals, and suppose that it is not an Ore domain. Then an extension ring of $S$ is left (or right) intrinsic over $S$ if and only if it is isomorphic, over $S$, to a between ring of $S$ and the classical quotient ring of $S$.
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## AN APPROXIMATE GAUSS MEAN VALUE THEOREM

## W. Fulks

1. Introduction. The mean value theorem of Gauss, and its converse, due to Koebe, have long been known to characterize harmonic functions. Since any second order homogeneous elliptic operator $L$ can, by an appropriate linear change of variables, be reduced (at a given point) to the Laplacian, it seems reasonable to expect that solutions of $L u=0$ should, when averaged over appropriate small ellipsoids, satisfy an approximate Gauss-type theorem, and one could hope that such a mean value property would characterize the solutions of the equation.

It turns out that this is the case. In fact the operator need not be elliptic, but may be parabolic, or of mixed elliptic and parabolic type. While the methods used here do not permit the weak smoothness conditions on the solutions admitted by Koebe's theorem, the result is stronger than might be expected in that no smoothness, not even measurability, is required of the coefficients of $L$ : they need only be defined.

Since the result applies to parabolic equations, it seems of interest to examine the heat equation, for it can be cast in the required form. This leads to a characterization of its solutions in terms of averages over parabolic arcs.
2. The basic theorem. In the following $D_{i}=\partial / \partial y_{i}, D_{i j}=\partial^{2} / \partial y_{i} \partial y_{j}$, $u_{, i j}=D_{i j} u$, and $\nabla_{y}$ is the gradient operator with respect to the components of $y$.

It is convenient to consider equations of the form $L u=f$, where $f$ need only be defined, and may depend on $u$ and any of its derivatives.

Lemma. Let $A=\left[a_{i j}\right]$ be an $n \times n$ constant nonnegative definite symmetric matrix, and denote by $B=\left[b_{i j}\right]$ the unique nonnegative definite symmetric square root of $A$. Let $u$ be defined in a neighborhood of a point $y$ in $E_{n}$, and be twice differentiable at $y$. For this $y$ define the quadratic function $q$ of $x$ by

$$
q(x) \equiv\left(B x \cdot \nabla_{y}\right)^{2} u(y) .
$$

Then the sum of the coefficients of the squared terms of $q(x)$ is $\sum_{i, j} a_{i j} u_{i j}(y)$.

[^13]Proof. We have

$$
q(x)=(B x \cdot \nabla)^{2} u=\left(\sum_{i, m} b_{i m} x_{m} D_{i}\right)\left(\sum_{j, k} b_{j_{k}} x_{k} D_{j}\right) u=\sum_{k, m}\left(\sum_{i j} b_{i m} b_{j k} u_{, i j}\right) x_{k} x_{m} .
$$

The sum of the coefficients of the squared terms is then

$$
\sum_{k}\left(\sum_{i j} b_{i k} b_{j k}\right) u_{, i j}=\sum_{i, j}\left(\sum_{k} b_{i k} b_{k j}\right) u_{, i j}=\sum_{i, j} a_{i j} u_{, i j} .
$$

Theorem. Let $L=\sum_{i, j} a_{i j}(y) D_{i j}$ be a well defined symmetric differential operator with a nonnegative definite matrix $A(y)=$ $\left[a_{i j}(y)\right]$ in an open region $R$ in $E_{n}$. Let $B(y)=\left[b_{i j}(y)\right]$ be the unique nonnegative definite square root of $A$, and for $y \in R$ and $r$ sufficiently small, define

$$
\begin{equation*}
u_{r}(y) \equiv \frac{1}{\Omega_{r}} \int_{|x|=r} u(y+B(y) x) d \Omega_{r} \tag{1}
\end{equation*}
$$

where $\Omega_{r}$ is the area of the sphere $\{|x|=r\}$. Let $u$ be a function defined in a neighborhood of a point $y_{0} \in R$, which is twice differentiable at $y_{0}$. Then for $u$ to be a solution of $L u=f$ at $y_{0}$ it is necessary and sufficient that

$$
\begin{equation*}
u_{r}\left(y_{0}\right)=u\left(y_{0}\right)+C_{n} r^{2} f\left(y_{0}\right)+o\left(r^{2}\right) \quad \text { as } r \rightarrow 0, \tag{2}
\end{equation*}
$$

where $C_{n}$ is a certain constant depending only on $n$, in fact it is easily verified that

$$
C_{n}=\frac{n-1}{2 n} \frac{\Gamma(n / 2)}{\Gamma((n+1) / 2)} .
$$

Proof. Denote the constant matrices $A\left(y_{0}\right), B\left(y_{0}\right)$ by $A$ and $B$ respectively. Since $u$ is twice differentiable at $y_{0}$ we have

$$
\begin{align*}
u\left(y_{0}+B\left(y_{0}\right) x\right)= & u\left(y_{0}+B x\right)=u\left(y_{0}\right)+\left.\left(B x \cdot \nabla_{y}\right) u(y)\right|_{y_{0}}  \tag{3}\\
& +\left.\frac{1}{2}\left(B x \cdot \nabla_{y}\right)^{2} u(y)\right|_{y_{0}}+o\left(|B x|^{2}\right) .
\end{align*}
$$

But $|B x| \leqq\|B\||x|$. Thus on $\{|x|=r\}$, (3) becomes

$$
\begin{align*}
u\left(y_{0}+B\left(y_{0}\right) x\right)= & u\left(y_{0}\right)+\left.\left(B x \cdot \nabla_{y}\right) u(y)\right|_{y_{0}}  \tag{4}\\
& +\left.\frac{1}{2}(B x \cdot \nabla)^{2} u(y)\right|_{y_{0}}+o\left(r^{2}\right) .
\end{align*}
$$

Dividing (4) by $\Omega_{r}$ and integrating over $\{|x|=r\}$ we get

$$
\begin{equation*}
u_{r}\left(y_{0}\right)=u\left(y_{0}\right)+\left.\frac{1}{2 \Omega_{r}} \int_{|x|=r}\left(B x \cdot \nabla_{y}\right)^{2} u(y)\right|_{y_{0}} d \Omega_{r}+o\left(r^{2}\right) . \tag{5}
\end{equation*}
$$

We next observe

$$
\frac{1}{2 \Omega_{r}} \int_{|x|=r} x_{i} x_{j} d \Omega_{r}=C_{n} r^{2} \delta_{i j}
$$

where $C_{n}$ is a constant depending only on $n$. Thus (5) becomes, by the lemma,

$$
u_{r}\left(y_{0}\right)=u\left(y_{0}\right)+C_{n} r^{2} \sum_{i j} a_{i j}\left(y_{0}\right) u_{, i j}\left(y_{0}\right)+o\left(r^{2}\right) .
$$

But (6) is compatible with (2) if and only if $L u=f$ at $y_{0}$.
3. The heat equation, As an application of the main result let us consider the heat operator $H u=u_{x x}-u_{t}$. If we make the change of variables given by $x=\xi, t=\tau-(1 / 2) \xi^{2}$ and set $u(x, t)=v(\xi, \tau)$ then we see that our operator takes the form $v_{\xi \xi}+2 \xi v_{\xi \tau}+\xi^{2} v_{\tau \tau}$. In this case the matrix $A$ is given by

$$
A=\left(\begin{array}{ll}
1 & \xi \\
\xi & \xi^{2}
\end{array}\right)
$$

To compute $B$ we observe that $A^{2}=\left(1+\xi^{2}\right) A$, so that $B=$ $A / \sqrt{1+\xi^{2}}$. Then

$$
\begin{equation*}
B\binom{r \cos \theta}{r \sin \theta}=\frac{1}{\sqrt{1+\xi^{2}}}\binom{r \cos \theta+\xi r \sin \theta}{\xi r \cos \theta+\xi^{2} r \sin \theta} . \tag{7}
\end{equation*}
$$

For each $\xi$, there is an $\alpha$ satisfying $-(\pi / 2) \leqq \alpha \leqq(\pi / 2)$ for which

$$
\frac{\cos \theta+\xi \sin \theta}{\sqrt{1+\xi^{2}}}=\cos (\theta-\alpha),
$$

so that (7) takes the form

$$
\begin{equation*}
B\binom{r \cos \theta}{r \sin \theta}=\binom{r \cos (\theta-\alpha)}{r \xi \cos (\theta-\alpha)} . \tag{8}
\end{equation*}
$$

Then $v_{r}\left(\xi_{0}, \tau_{0}\right)$ becomes

$$
v_{r}\left(\xi_{0}, \tau_{0}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} v\left(\xi_{0}+r \cos (\theta-\alpha), \tau_{0}+r \xi_{0} \cos (\theta-\alpha)\right) d \theta
$$

Replacing $\theta-\alpha$ by $\theta$ and using the symmetry of the cosine function this reduces to

$$
v_{r}\left(\xi_{0}, \tau_{0}\right)=\frac{1}{\pi} \int_{0}^{\pi} v\left(\xi_{0}+r \cos \theta, \tau_{0}+r \xi_{0} \cos \theta\right) d \theta
$$

By changing back to ( $x, t$ ) coordinates and defining $x_{0}=\xi_{0}, t_{0}=$
$\tau_{0}-(1 / 2) \xi_{0}^{2}$ and $u_{r}\left(x_{0}, t_{0}\right) \equiv v_{r}\left(\xi_{0}, \tau_{0}\right)$ we get

$$
\begin{aligned}
u_{r}\left(x_{0}, t_{0}\right) & =\frac{1}{\pi} \int_{0}^{\pi} u\left(x_{0}+r \cos \theta, \tau_{0}+r x_{0} \cos \theta-\frac{1}{2}\left(x_{0}+r \cos \theta\right)^{2}\right) d \theta \\
& =\frac{1}{\pi} \int_{0}^{\pi} u\left(x_{0}+r \cos \theta, t_{0}-\frac{1}{2} r^{2} \cos ^{2} \theta\right) d \theta \\
& =\frac{1}{\pi} \int_{-r}^{r} u\left(x_{0}+z, t_{0}-\frac{1}{2} z^{2}\right) \frac{d z}{\sqrt{r^{2}-z^{2}}}
\end{aligned}
$$

or finally

$$
\begin{equation*}
u_{r}\left(x_{0}, t_{0}\right)=\frac{1}{\pi} \int_{-1}^{1} u\left(x_{0}+r z, t_{0}-\frac{1}{2} r^{2} z^{2}\right) \frac{d z}{\sqrt{1-z^{2}}} \tag{9}
\end{equation*}
$$

which is easily seen to be a weighted average of $u$ over the tip of a parabola with vertex at $\left(x_{0}, t_{0}\right)$, having the line $t=t_{0}$ as its axis and opening down.

This gives us the following theorem.

ThEOREM. If $u$ is twice differentiable at a point $\left(x_{0}, t_{0}\right)$, then a necessary and sufficient condition that $H u=f a t\left(x_{0}, t_{0}\right)$ is that

$$
u_{r}\left(x_{0}, t_{0}\right)=u\left(x_{0}, t_{0}\right)+C_{2} r^{2} f+o\left(r^{2}\right) \quad \text { as } r \rightarrow 0,
$$

where $u_{r}\left(x_{0}, t_{0}\right)$ is given by (9).
To study the heat equation in higher dimensions one can make similar transformations. But it is easier to guess the form the previous theorem would take and verify it directly by the methods which established our basic theorem. The result is given below where $\Delta u$ is the $n$-dimensional Laplacian, and $\Omega$ is the area of the unit sphere in $n+1$ dimensions.

Theorem. If $u$ is twice differentiable at a point $\left(x_{0}, t_{0}\right)$ in $n+1$ dimensions, then a necessary and sufficient condition that $\Delta u-u_{t}=$ $f$ at $\left(x_{0}, t_{0}\right)$ is that

$$
u_{r}\left(x_{0}, t_{0}\right)=u\left(x_{0}, t_{0}\right)+C_{n+1} r^{2} f+o\left(r^{2}\right) \quad \text { as } r \rightarrow 0
$$

where

$$
u_{r}\left(x_{0}, t_{0}\right)=\frac{2}{\Omega} \int_{|z|<1} u\left(x_{0}+z r, t_{0}-\frac{1}{2 n} z^{2} r^{2}\right) \frac{d z}{\sqrt{1-|z|^{2}}}
$$

with $d z=d z_{1} d z_{2} \cdots d z_{n}$.

## STRONGLY RECURRENT TRANSFORMATIONS

Arshag Hajian

Let $(X, \mathscr{B}, m)$ be a finite or $\sigma$-finite and non-atomic measure space. A set B is said to be measurable if it is a member of $\mathscr{B}$. Two measures on $\mathscr{B}$, finite or $\sigma$-finite (one may be finite and the other $\sigma$-finite), are said to be equivalent if they have the same null sets. In this paper we consider a one-to-one, nonsingular, measurable transformation $\phi$ of $X$ onto itself. By a nonsingular transformation $\phi$ we mean $m(\phi B)=m\left(\phi^{-1} B\right)=0$ for every measurable set $B$ with $m(B)=0$, and by a measurable transformation $\phi$ we mean $\phi B \in \mathscr{B}$ and $\phi^{-1} B \in \mathscr{B}$ for every $B \in \mathscr{B}$. We shall say that the transformation $\phi$ is measure preserving (with respect to a measure $\mu$ ) or equivalently, $\mu$ is an invariant measure (with respect to the transformation $\phi$ ) if $\mu(\phi B)=\mu\left(\phi^{-1} B\right)=\mu(B)$ for every measurable set $B$.

A recurrent transformation is a common notion in ergodic theory. This is a measurable transformation $\phi$ defined on a finite or $\sigma$-finite measure space $(X, \mathscr{B}, m)$ with the following property: if $A$ is a measurable set of positive measure, then for almost all $x \in A \phi^{n} x$ belongs to $A$ for infinitely many integers $n$. It is not difficult to see that every measurable transformation which preserves a finite invariant measure $\mu$ equivalent to $m$ is recurrent. The converse statement is not in general true; for example an ergodic transformation which preserves an infinite and $\sigma$-finite measure is always recurrent yet it does not preserve a finite invariant equivalent measure. In this paper we restrict the notion of a recurrent transformation. We introduce the notion of a strongly recurrent set and define a strongly recurrent transformation. We show that a transformation $\phi$ is strongly recurrent if and only if there exists a finite invariant measure $\mu$ equivalent to $m$ (Theorem 2). This is accomplished by showing the connection between strongly recurrent sets and weakly wandering sets (Theorem 1). Weakly wandering sets were introduced in [1], and the condition that a transformation $\phi$ does not have any weakly wandering set of positive measure was further strengthened (see condition ( $W)^{*}$ below). It was shown in [1] that this stronger condition was again a necessary and sufficient condition for the existence of a finite invariant measure $\mu$ equivalent to $m$. We show that a similar strengthening for a strongly recurrent transformation is false for a wide class of measure preserving transformations defined on a finite measure space (Theorem 3).

Definition. A measurable set $S$ is said to be strongly recurrent Received July 22, 1963.
(with respect to $\phi$ ) if the set of all integers $n$ such that $m\left(\phi^{n} S \cap S\right)>0$ is relatively dense, i.e., if there exists a positive integer $k$ such that

$$
\begin{equation*}
\max _{0 \leqq i \leqq k-1} m\left(\phi^{n-i} S \cap S\right)>0 \tag{1}
\end{equation*}
$$

for $n=0, \pm 1, \pm 2, \cdots$. This condition is obviously equivalent to the following:

$$
\begin{equation*}
m\left(\bigcup_{i=0}^{k-1} \phi^{n-i} S \cap S\right)>0 \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
m\left(\phi^{n} S \cap\left[\bigcup_{i=0}^{k-1} \phi^{i} S\right]\right)>0 \tag{3}
\end{equation*}
$$

for $n=0, \pm 1, \pm 2, \cdots$, This last condition means that there exists a finite number of images of $S$ by the powers of $\phi$ such that any image of $S$ by any power of $\phi$ has an intersection of positive measure with at least one of them.

The transformation $\phi$ is said to be strongly recurrent if every set of positive measure is strongly recurrent. We note that the property of a transformation $\phi$ being strongly recurrent is preserved under equivalent measures.

The following notion was introduced in [1]: A measurable set $W$ is said to be weakly wandering (with respect to $\phi$ ) if there exists a sequence of integers $\left\{n_{k}: k=1,2, \cdots\right\}$ such that the sets $\phi^{n_{k}} W$, $k=1,2, \cdots$ are mutually disjoint.

THEOREM 1. Let $(X, \mathscr{B}, m)$ be a finite or $\sigma$-finite measure space, and let $\phi$ be a one-to-one, nonsingular, measurable transformation of $X$ onto itself. Then the following two conditions are equivalent:
( $W$ ) $\quad m(A)>0$ implies that there exists at most a finite number of mutually disjoint images of $A$ by the powers of $\phi$; in other words, $A$ is not weakly wandering.
(S) $m(A)>0$ implies that $A$ is strongly recurrent.

We first prove a Lemma which is by itself of some interest.

Lemma 1. Let $(X, \mathscr{B}, m)$ and $\phi$ be as in Theorem 1, and let $A$ be a measurable set of positive measure such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \inf m\left(\phi^{n} A\right)=0 \tag{4}
\end{equation*}
$$

Then given $\varepsilon$ with $0<\varepsilon<m(A)$, there exists a measurable subset $A^{\prime}$ of $A$ with $m\left(A^{\prime}\right)<\varepsilon$ such that the set $S=A-A^{\prime}$ is not strongly recurrent.

Proof. Let $A$ be a measurable set with $m(A)=\alpha>0$ and $\lim \inf m\left(\phi^{n} A\right)=0$. Let $\varepsilon$ be a positive number with $0<\varepsilon<\alpha$. Let

$$
\varepsilon_{k}=\frac{\varepsilon}{k 2^{k}}
$$

for $k=1,2, \cdots$. Next, for each $k=1,2, \cdots$ we choose a positive integer $n_{k}$ such that

$$
m\left(\phi^{n_{k}-i} A\right)<\varepsilon_{k}
$$

for $i=0,1,2, \cdots, k-1$. This is possible since $\phi$ is nonsingular and (4) is satisfied by $A$. Let us put

$$
A^{\prime}=\bigcup_{k=1}^{\infty} \bigcup_{i=0}^{k-1} \phi^{n_{k}-i} A \cap A
$$

Then

$$
m\left(A^{\prime}\right) \leqq \sum_{k=1}^{\infty} \sum_{i=0}^{k-1} m\left(\phi^{n_{k}-i} A\right)<\sum_{k=1}^{\infty} k \varepsilon_{k}=\varepsilon
$$

Let $S=A-A^{\prime}$, then it is easy to see that

$$
\phi^{n_{k}-i} S \cap S \subset \phi^{n_{k}-i} A \cap\left(A-A^{\prime}\right)=\phi
$$

for $i=0,1,2, \cdots, k-1$ and $k=1,2, \cdots$. This shows that $S$ is not strongly recurrent.

Proof of Theorem 1. If a measurable set $S$ of positive measure is not strongly recurrent, then it is possible to find a measurable subset $N$ of $S$ with $m(N)=0$ such that $S^{\prime}=S-N$ is weakly wandering. This is easy, since $S$ not strongly recurrent means that for each positive integer $n_{k}$ there exists another positive integer $n_{k+1}$ such that

$$
m\left(\phi^{n_{k+1}} S \cap \bigcup_{i=0}^{n_{k}} \phi^{i} S\right)=0
$$

In this way we may obtain a sequence of integers $\left\{n_{k}: k=1,2, \cdots\right\}$ such that

$$
m\left(\phi^{n_{k}} S \cap \phi^{n_{j}} S\right)=m\left(S \cap \phi^{n_{k}-n_{j}} S\right)=0 \text { for } k \neq j
$$

It follows that $S^{\prime}=S-N$ is weakly wandering, where

$$
N=\bigcup_{k=1}^{\infty} \bigcup_{j=1}^{k-1} \phi^{n_{k}-n_{j}} S \cap S
$$

and $m(N)=0$.
Conversely, let $W$ be a weakly wandering set of positive measure.

Since the measure space is $\sigma$-finite we can find a sequence of measurable sets $\left\{A_{i}: i=1,2, \cdots\right\}$ which are mutually disjoint, such that $0<m\left(A_{i}\right)<\infty$ for $i=1,2, \cdots$ and $X=\bigcup_{i=1}^{\infty} A_{i}$. We let

$$
m^{\prime}(B)=\sum_{i=1}^{\infty} \frac{m\left(A_{i} \cap B\right)}{2^{i} m\left(A_{i}\right)} \text { for } B \in \mathscr{B} .
$$

It follows that $m^{\prime}$ and $m$ are equivalent. Since $\phi^{n_{k}} W, k=1,2, \cdots$ are mutually disjoint and $m^{\prime}(X)<\infty$ it follows that $\lim \inf m^{\prime}\left(\phi^{n} W\right)=$ 0 . Thus, whether $m$ is finite or $\sigma$-finite, the set $W \stackrel{n \rightarrow \infty}{\substack{n \rightarrow \infty \\ \text { satisfies (4) } \\ \text { (4) } \\ \text { with }}}$ $m$ replaced by the equivalent and finite measure $m^{\prime}$. By applying Lemma 1 we obtain a measurable subset $S$ of $W$ such that $m^{\prime}(S)>0$ and $S$ is not strongly recurrent. Since $m$ and $m^{\prime}$ are equivalent, this proves the theorem.

Theorem 2. Let $(X, \mathscr{B}, m)$ and $\phi$ be as in Theorem 1. Then condition ( $S$ ) is equivalent to the existence of a finite invariant measure $\mu$ equivalent to $m$.

Proof. Theorem 2 is an immediate consequence of Theorem 1 above and Theorem 1 of [1], where it was shown that condition ( $W$ ) is equivalent to the existence of a finite invariant measure $\mu$ equivalent to $m$.

In [1] it was further shown that the following condition:
(W)* Given $\varepsilon>0$, there exists a positive integer $N$ such that $m(A) \geqq \varepsilon$ implies that there exists at most $N$ mutually disjoint images of $A$ by the powers of $T$,
is again a necessary and sufficient condition for the existence of a finite invariant measure $\mu$ equivalent to $m$ (see condition ( $V)^{*}$, § 3 of [1]).

Condition ( $W$ )* is in appearance a stronger condition than condition (W). We note that in condition (W)* the positive integer $N$ depends on $\varepsilon$ only and not on the measurable set $A$. However, it turns out that these two conditions are equivalent to each other and are in turn necessary and sufficient conditions for the existence of a finite invariant measure $\mu$ equivalent to $m$ (see Theorem 1 of [1]). By analogy, we may attempt to strengthen condition ( S ) in the following manner:
(S)* Given $\varepsilon>0$, there exists a positive integer $N$ such that $m(A) \geqq \varepsilon$ implies

$$
m\left(\phi^{n} A \cap \bigcup_{i=0}^{N-1} \phi^{i} A\right)>0 \quad \text { for } n=0, \pm 1, \pm 2, \cdots
$$

We show that condition (S)* is not a necessary condition for the
existence of a finite invariant measure $\mu$ equivalent to $m$. In fact, we shall show that for any ergodic measure preserving transformation $\phi$ defined on a finite measure space $(X, \mathscr{B}, \mu)$ condition (S)* is not satisfied.

We say that a transformation $\phi$ is ergodic if $\phi A=A$ implies $m(A)=0$ or $m(X-A)=0$.

Lemma 2. Let $(X, \mathscr{B}, \mu$,$) be a finite or \sigma$-finite measure space, and let $\phi$ be an ergodic measure preserving transformation defined on it. Then given $\varepsilon>0$ and a positive integer $N>0$, there exists $a$ measurable set $C$ with $\mu(C) \leqq \varepsilon$ such that

$$
X-C=\bigcup_{i=0}^{N-1} \phi^{i} E
$$

for some measurable set $E$ where $E, \phi E, \cdots, \phi^{N-1} E$ are mutually disjoint.

Proof. Given $\varepsilon>0$ and an integer $N>0$, let $F$ be any measurable set with $0<\mu(F) \leqq \varepsilon / N$. Let

$$
\begin{aligned}
& F_{0}=F \\
& F_{1}=\phi^{-1} F-F_{0} \\
& F_{2}=\phi^{-2} F-F_{0} \cup F_{1}
\end{aligned}
$$

and in general

$$
F_{n}=\phi^{-n} F-\bigcup_{j=0}^{n-1} F_{j} \quad \text { for } n=1,2, \cdots
$$

It follows that $F_{n}, n=0,1,2, \cdots$ are mutually disjoint, and furthermore;

$$
\begin{array}{ll}
\phi^{k} F_{n} \subset F_{n-k} & \text { for } k=0, \cdots, n \\
& \text { and } n=0,1,2, \cdots .
\end{array}
$$

We let

$$
E_{i}=F_{i N}=\phi^{-i N} F-\bigcup_{j=0}^{i N-1} F_{j}=\phi^{-i N} F-\bigcup_{j=0}^{i N-1} \phi^{-j} F
$$

then

$$
\phi^{k} E_{i} \subset F_{i N-k} \text { for } k=0,1, \cdots, i N ; \text { and } i=1,2, \cdots
$$

which implies that the sets

$$
\begin{equation*}
\phi^{k} E_{i} \quad \text { for } k=0,1, \cdots, i N ; \text { and } j=1,2, \cdots \tag{5}
\end{equation*}
$$

are mutually disjoint.

Next we let

$$
E=\bigcup_{i=1}^{\infty} E_{i}
$$

and

$$
C=X-\bigcup_{k=0}^{N-1} \phi^{k} E .
$$

It follows from (5) that $E, \phi E, \cdots, \phi^{N-1} E$ are mutually disjoint, and

$$
\mu(C)=\mu\left(X-\bigcup_{k=0}^{N-1} \phi^{k} E\right) \leqq N \mu(F) \leqq \varepsilon .
$$

Theorem 3. Let $\phi$ be on ergodic measure preserving transformation defined on a finite measure space $(X, \mathscr{B}, \mu)$ with $\mu(X)=1$. Then condition (S)* is not satisfied.

Proof. Let $\varepsilon=1 /(q+1)$ for some positive integer $q>3$. Let $k>1$ be an arbitrary positive integer. We show that there exists a measurable set $A$ with $\mu(A) \geqq \varepsilon$ and

$$
\mu\left(\phi^{n_{k}} A \cap \bigcup_{i=0}^{k-1} \phi^{i} A\right)=0
$$

for some integer $n_{k}>k$. Let us put $N=q k$. Then by Lemma 2 there exists a measurable set $E$ with $E, \phi E, \cdots, \phi^{N-1} E$ mutually disjoint and

$$
\mu\left(X-\bigcup_{k=0}^{N-1} \phi^{k} E\right) \leqq \varepsilon=\frac{1}{q+1} .
$$

Since $\mu(X)=1$, this implies $1-N \mu(E) \leqq \varepsilon$ or $\mu(E) \geqq(1-\varepsilon) / N$. Let

$$
A=\bigcup_{i=0}^{k-1} \phi^{i} E .
$$

Since $k=N / q$ we have

$$
\mu(A)=k \mu(E) \geqq \frac{N}{q} \frac{(1-\varepsilon)}{N}=\frac{1-\frac{1}{q+1}}{q}=\frac{1}{q+1}=\varepsilon
$$

and

$$
\mu\left(\phi^{n_{k}} A \cap \bigcup_{i=0}^{k-1} \phi^{i} A\right)=\mu\left(\bigcup_{i=n_{k}}^{n_{k}+k_{k}-1} \phi^{i} E \cap \bigcup_{i=0}^{2 k-2} \phi^{i} E\right)=0
$$

for some $n_{k}$ where $2 k<n_{k}<(q-1) k=N-k$.

This shows that condition (S)* is not satisfied since $\varepsilon$ is fixed, $k$ is arbitrary, and $n_{k}>k$.
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# DOUBLY INVARIANT SUBSPACES, II 

Morisuke Hasumi and T. P. Srinivasan

1. Introduction. Let $X$ be a locally compact Hausdorff space and $\mu$ a positive Radon measure on $X$. Let $\mathscr{H}$ be a separable Hibert space and let $L_{\mathscr{C}}^{p}(1 \leqq p \leqq+\infty)$ denote the space of $\mathscr{C}$-valued functions on $X$ which are weakly measurable and whose norms are in scalar $L^{p}(d \mu)$. Call $P$ a measurable range function if $P$ is a function on $X$ defined a.e. $(d \mu)$ to the space of orthogonal projections on $\mathscr{H}$ which is weakly measurable. We shall regard two range functions $P, P^{\prime}$ to be the same if $P(x)=P^{\prime}(x)$ l.a.e., i.e. $P(x)=P^{\prime}(x)$ a.e. on every compact subset of $X$. We shall denote by $\hat{P}$ the operator on $L_{\mathscr{C}}^{p}$ defined by $(\widehat{P} f)(x)=P(x) f(x)$ l.a.e. Let $A$ be a subalgebra of the algebra $C(X)$ of bounded continuous functions on $X$ such that $A \cup \bar{A}$ (where the bar denotes complex conjugation) is weakly* dense in $L^{\infty}(d \mu)$. Say that a subspace $\mathscr{M}$ of $L_{\mathscr{C}}^{p}$ is doubly invariant if
(i) $\mathscr{M}$ is closed in $L_{\mathscr{H}}^{p}$ if $1 \leqq p<\infty$ and weakly* closed if $p=\infty$,
(ii) $\mathscr{M}$ is invariant under multiplication by functions in $A \cup \bar{A}$. We shall refer to the following theorem as Wiener's theorem for $L_{\mathscr{C}}^{p}$ :

Theorem. Every doubly invariant subspace $\mathscr{M}$ of $L_{\mathscr{C}}^{p}(1 \leqq p \leqq \infty)$ is of the form $\hat{P} L_{\mathscr{H}}^{p}$ for some measurable range function $P$ (and trivially conversely); $\mathscr{M}$ determines $P$ uniquely.

For compact spaces $X$, Wiener's theorem was proved in [4] for arbitrary $\mathscr{\mathscr { C }}$ for $p=2$ and for the scalar $\mathscr{C}$ (the space of complex numbers) for arbitrary $p$. It was pointed out in [4] that the $L_{\mathscr{H}}^{2}$ theorem is true for locally compact spaces and the proof was outlined considering the real line as an example. It was also mentioned in [4] that the $L_{\mathscr{H}}^{2}$ theorem is a special case of a known theorem on rings of operators [2; p. 167, Théorème 1]. But the proof in [4] and the proof of the more general theorem in [2] implicitly assume the $\sigma$ finiteness of $\mu$ or at least of the separability of $L_{\mathscr{H}}^{2}$ (as opposed to the separability of $\mathscr{H}$ ). The theorem itself is true without this restriction not only for $p=2$ but for all $p$ and all (separable) $\mathscr{C}$ (not necessarily the scalar $\mathscr{\mathscr { C }}$ ). Indeed the general $L_{\mathscr{H}}^{p}$ theorem is true even under the weaker assumption that the restriction of $A \cup \bar{A}$ to every compact subset $K$ of $X$ is $L^{2}$-dense in $L^{2}(d \mu \mid K)$, instead of being weakly* dense in $L^{\infty}$. In this paper we prove this theorem

[^14](Theorem 4) in its full generality (with the above weaker assumption). This is done as follows: Using the techniques employed in [5] we first show in $\S 2$ (Theorem 2) that a general class of subalgebras dense in $L^{2}$ is weakly* dense, which seems to be of independent interest. This enables us to reduce the $L^{2}$-density case to that of weak* density. To overcome the difficulties caused by the (possible) non-separability of $L_{\mathscr{H}}^{2}$ we extend in $\S 3$ (Theorem 3) a theorem of Dunford-Pettis [1; p. 46, Corollaire 2] to apply to our setup. We finally use the $L_{\mathscr{H}}^{2}$ theorem for compact $X$ in [4] and the broad techniques in [4] to complete the proof. As pointed out in [4], the $L_{\mathscr{H}}^{p}$ theorem for $p \neq 2$ is of special interest as it shows that the doubly invariant subspaces of $L_{\mathscr{H} \text { p }}^{p}$ admit projections of norm 1 commuting with bounded (scalar) functions; as is well known, a closed linear subspace of a Banach space does not in general have any bounded projection at all. In the final section of the paper we extend a known theorem [2] on operators in $L_{\mathscr{H}}^{p}$ which commute with multiplication by bounded (scalar) functions (Theorem 5).

## 2. Weak* density of certain subalgebras of $L^{\infty}$.

Theorem 1. Let $(X, m)$ be a finite measure space. Any subalgebra $\mathscr{A}$ of $L^{\infty}(d m)$ which is conjugate-closed and dense in $L^{2}(d m)$ is weakly* dense in $L^{\infty}(d m){ }^{1}$

The following three lemmas will lead to the proof of the theorem.
Lemma 1. Let $\mathscr{B}$ be a conjugate-closed subalgebra of $L^{\infty}(d m)$ which contains constants and is closed in $L^{\infty}(d m)$. Then $\mathscr{B}$ is closed for absolute values.

Proof. Let $f \in \mathscr{B}, 0 \leqq f \leqq 1 / 2$, say. Then $f^{\frac{1}{2}}=(1-(1-f))^{\frac{1}{2}}$ can be expressed as the sum of a convergent series in $L^{\circ}(d m)$ whose terms come from $\mathscr{B}$; it follows that $f^{\frac{1}{2}} \in \mathscr{B}$ for all non-negative $f \in \mathscr{B}$. Since $\mathscr{B}$ is conjugate-closed, the lemm follows.

Lemma 2. Let $(X, m)$ be a finite measure space and $A$ a subalgebra of $L^{\infty}(d m)$ such that $A \cup \bar{A}$ is dense in $L^{2}(d m)$. Then every closed subspace $\mathscr{M}$ of $L^{2}(d m)$ which is invariant under multiplication by functions in $A \cup \bar{A}$ is of the form $C_{S} L^{2}(d m)$ for some measurable subset $S$ of $X$ (where $C_{S}$ denotes the characteristic function of $S$ ).

Proof. Let $\mathscr{B}$ be the closed subalgebra of $L^{\infty}(d m)$ generated by $A \cup \bar{A}$ and the constants. Then $\mathscr{M}$ is clearly invariant under multi-

[^15]plication by functions in $\mathscr{B}$. By Lemma 1, $\mathscr{B}$ is closed for absolute values. Let $q$ be the orthogonal projection of the constant function 1 on $\mathscr{M}$. Then $1-q \perp \mathscr{M}$. Since $\mathscr{M}$ is invariant under multiplication by function in $\mathscr{B}$, it follows that
\[

$$
\begin{equation*}
\int f q d m=\int f|q|^{2} d m \tag{2.1}
\end{equation*}
$$

\]

for all $f \in \mathscr{B}$. Let $Y$ be any measurable subset of $X$ and let $\left\{f_{n}\right\}$ be a sequence of functions from $\mathscr{B}$ which converges to $C_{Y}$ in $L^{2}(d m)$. Since $\left|f_{m}-f_{n}\right| \in \mathscr{B}$, we have from (2.1)

$$
\int\left|f_{m}-f_{n}\right||q|^{2} d m=\int\left|f_{m}-f_{n}\right| q d m
$$

and the last integral is less than $\left(\int\left|f_{m}-f_{n}\right|^{2} d m\right)^{\frac{1}{2}} \times\left(\int|q|^{2} d m\right)^{\frac{1}{2}}$. It follows that $\left\{f_{n}|q|^{2}\right\}$ is a Cauchy sequence in $L^{1}(d m)$. Hence $f_{n}|q|^{2} \rightarrow$ $C_{Y}|q|^{2}$ in $L^{1}(d m)$; in particular,

$$
\begin{equation*}
\int f_{n}|q|^{2} d m \rightarrow \int_{Y}|q|^{2} d m . \tag{2.2}
\end{equation*}
$$

Since $f_{n} \rightarrow C_{Y}$ in $L^{2}(d m), f_{n} q \rightarrow C_{Y} q$ in $L^{1}(d m)$ and thus

$$
\begin{equation*}
\int f_{n} q d m \rightarrow \int_{Y} q d m \tag{2.3}
\end{equation*}
$$

It follows from (2.1)-(2.3) that $\int_{Y}|q|^{2} d m=\int_{Y} q d m$ for all measurable subsets $Y$; hence $|q|^{2}=q$ a.e. Thus $q=C_{s}$ a.e. for some $S \subset X$.

Because of invariance, $C_{s} L^{2}(d m) \subset \mathscr{M}$. If the inclusion were strict, let $g \in \mathscr{M} \ominus C_{s} L^{2}(d m)$. Then $g \perp C_{s} \mathscr{B}$ also $C_{S^{\prime}} \in \mathscr{M}^{\perp}$ (where $S^{\prime}=X-S$ ) and $\mathscr{M}^{\perp}$ is also invariant along with $\mathscr{M}$ under multiplications by functions in $\mathscr{B}$. So $g \perp C_{S^{\prime}} \mathscr{B}$. It follows that $g \perp \mathscr{B}$ and because of density of $\mathscr{B}$ in $L^{2}(d m)$, we have $g=0$ a.e. Thus $\mathscr{M}=C_{s} L^{2}(d m)$.

Lemma 3. Let $(X, m)$ and $A$ be as in Lemma 2. Then every closed subspace of $L^{1}(d m)$ which is invariant under multiplication by functions in $A \cup \bar{A}$ is of the form $C_{s} L^{1}(d m)$ for some measurable subset $S$.

Proof. This follows from Lemma 2 above and Theorem 7 in [4].
Proof of Theorem 1. Let $\mathscr{M}=\left\{f \in L^{1}(d m): \int f g d m=0\right.$ for all $g \in \mathscr{A}\}$. Then $\mathscr{M}$ is $\mathscr{A}$-invariant, meaning invariant under multiplication by functions in $\mathscr{A}$ and Lemma 3 applies for $\mathscr{M}$ (with $\mathscr{A}$
replacing $A$ ). Thus $\mathscr{M}=C_{s} L^{1}(d m)$ for some $S$, so $\mathscr{M} \cap L^{2}(d m)=$ $C_{s} L^{2}(d m)$. But $\mathscr{M} \cap L^{2}(d m)=L^{2}(d m) \ominus \mathscr{A}$. Since $\mathscr{A}$ is dense in $L^{2}(d m)$ by assumption, it follows that $C_{s}=0$ a.e. Therefore $\mathscr{M}=\{0\}$ and the theorem follows.

Remark. One of the corollaries of Theorem 1 is the "uniqueness" of the Fourier coefficients of any function in $L^{1}(G)$, for a compact Abelian group $G$. The characters are dense in $L^{2}(G)$ so that the subspace $\mathscr{A}$ of their finite linear combinations is weakly* dense in $L^{\infty}(d m)$ by Theorem 1 and the uniqueness follows.

We now extend Theorem 1 to infinite measure spaces. For convenience we state the result in terms of Radon measures on locally compact spaces. We have

Theorem 2. Let $X$ be a locally compact Hausdorff space and $\mu$ a positve Radon measure on $X$. Let $\mathscr{A}$ be a subalgebra of the algebra of bounded continuous functions on $X$ such that
(i) $\mathscr{A}$ is conjugate-closed,
(ii) $\mathscr{A} \mid K$ is dense in $L^{2}(d \mu \mid K)$ for every compact subset $K$ of $X$. Then $\mathscr{A}$ is weakly* dense in $L^{\infty}(d \mu)$.

Proof. Let $\mathscr{M}=\left\{f \in L^{1}(d \mu): \int f g d \mu=0\right.$ for all $\left.g \in \mathscr{A}\right\}$. If we show that $\mathscr{M}=\{0\}$, the theorem is proved. Now $\mathscr{M}$ is clearly a closed subspace of $L^{1}(d \mu)$ and is $\mathscr{A}$-invariant. We need the following lemma which will be proved below.

Lemma 4. Every closed $\mathscr{A}$-invariant subspace $\mathscr{M}$ of $L^{1}(d \mu)$ is of the form $C_{s} L^{1}(d \mu)$ for some measurable subset $S$ (where $\mathscr{A}$ is as in Theorem 2).

Assuming Lemma 4, the main theorem follows at once. For, since $\mathscr{M}=C_{S} L^{1}(d \mu), \mathscr{A} \subset \mathscr{M}^{\perp}=C_{s^{\prime}} L^{\infty}(d \mu)$. If $\mu(S)>0$, then $S$ contains a compact subset $K$ of positive measure. Since $\mathscr{A} \subset C_{s^{\prime}} L^{\infty}(d \mu)$, $\mathscr{A} \mid K=\{0\}$, contradicting the density of $\mathscr{A} \mid K$ in $L^{2}(d \mu \mid K)$. Hence $\mu(S)=0$, so $\mathscr{M}=\{0\}$, completing the proof of the theorem.

Proof of Lemma 4. Let $\mathscr{M}_{K}=C_{K} \mathscr{M}, \mathscr{A}_{K}=C_{K} \mathscr{A}$ and $\mu_{K}=$ $C_{K} \mu$. We shall identify $L^{p}(d \mu \mid K), L^{p}\left(d \mu_{K}\right)$ and $C_{K} L^{p}(d \mu)$ which are clearly mutually isometrically isomorphic. Each $\mathscr{M}_{K}$ is closed and $\mathscr{A}_{K}$-invariant in $L^{1}\left(d \mu_{K}\right)$, so by Lemma $3, \mathscr{M}_{K}=C_{S(K)} L^{1}\left(d \mu_{K}\right)$ for some $S(K) \subset K$. If $K^{\prime} \supset K$, compact, then

$$
\begin{aligned}
C_{S(K)} L^{1}(d \mu) & =C_{S(K)} L^{1}\left(d \mu_{K}\right)=\mathscr{M}_{K}=C_{K} C_{K^{\prime}} \mathscr{M} \\
& =C_{K} C_{S\left(K^{\prime}\right)} L^{1}\left(d \mu_{K^{\prime}}\right)=C_{S\left(K^{\prime}\right) \cap K_{K}} L^{1}\left(d \mu_{K^{\prime}}\right) \\
& =C_{S\left(K^{\prime}\right) \cap K} L^{1}(d \mu),
\end{aligned}
$$

so that $S(K)=S\left(K^{\prime}\right) \cap K$ (modulo null sets).
Let $\mathscr{K}$ denote the set of all continuous functions with compact support and let $\sigma$ be the linear functional on $\mathscr{K}$ defined by

$$
\begin{equation*}
\sigma(\varphi)=\int_{S(K)} \varphi d \mu \tag{2.4}
\end{equation*}
$$

for $\varphi \in \mathscr{K}$ where $K$ is any compact subset containing the support of $\varphi$. Then $\sigma$ is well-defined and is continuous in the $L^{1}$-norm, so can be uniquely extended to a bounded linear functional on $L^{1}(d \mu)$, which we again denote by $\sigma$. Let $\sigma$ be realized by the $L^{\infty}$-function $g$ so that

$$
\begin{equation*}
\sigma(f)=\int f g d \mu \tag{2.5}
\end{equation*}
$$

for all $f \in L^{1}(d \mu)$. From (2.4) and (2.5) it is easy to see that $g \mid K=$ $C_{S(K)}$ a.e. for every compact subset $K$; so we may assume $g=C_{s}$ for some measurable $S$ with $S \cap K=S(K)$ (modulo null sets). Now

$$
C_{K} C_{S} L^{1}(d \mu)=C_{S \cap K} L^{1}(d \mu)=C_{S(K)} L^{1}(d \mu)=\mathscr{M}_{K}=C_{K} \mathscr{M}
$$

for all compact $K$. Since for any $f \in L^{1}(d \mu), C_{K} f \rightarrow f$ in $L^{1}(d \mu)$, it follows from the above that $C_{s} L^{1}(d \mu)=\mathscr{M}$.

Remark. The assumption that $\mathscr{A}$ is an algebra is crucial in both Theorems 1 and 2; the conclusion would be false if $\mathscr{A}$ were merely a linear subspace satisfying the rest of the assumptions. The following example shows that, in the locally compact case for instance, a conjugate-closed linear subspace of $L^{\infty}(d \mu)$ may be weakly* dense on every compact subset but not on the whole space.

Let $X$ be a locally compact space and $\mu \cdot$ a non-finite Radon measure on $X$. Let $f \in L^{1}(d \mu)$ be real and have a support of infinite $\mu$-measure. Then the support is non-compact. Let $\mathscr{A}=\left\{g \in L^{\infty}(d \mu): \int g f d \mu=0\right\}$. Then $\mathscr{A}$ is clearly not weakly* dense in $L^{\infty}(d \mu)$. But if $g$ is any continuous function with compact support which is "orthogonal" to $\mathscr{A}$, then $g$ must be in the linear span of $f$ in $L^{1}(d \mu)$. It follows from our assumption on $f$ that $g$ is the zero function. Hence $\mathscr{A}$ is weakly* dense on every compact subset.
3. Dunford-Pettis theorem. Let $X$ denote a locally compact Hausdorff space and $\mu$ a positive Radon measure on $X$. Let $E$ be a
separable Banach space and $\mathscr{K}_{E}$ denote the space of continuous functions from $X$ into $E$ with compact support. For $1 \leqq p<\infty$, let $\mathscr{F}_{E}{ }^{p}$ be the space of all functions $f$ from $X$ into $E$ with

$$
N_{p}(f)=\left(\int_{X}^{*}\|f(x)\|^{p} d \mu(x)\right)^{1 / p}<\infty
$$

where $\int^{*}$ denotes the upper integral. $\mathscr{F}_{E}^{p}$ is then a locally convex space with respect to the seminorm $N_{p}$. Let $\mathscr{L}_{E}^{p}$ denote the closure of $\mathscr{K}_{E}$ in $\mathscr{F}_{E}^{p}$ and let $L_{E}^{p}=\mathscr{L}_{B}^{p} \mid \mathscr{N}_{E}^{p}$ where $\mathscr{N}_{E}^{p}$ is the set of all functions $f \in \mathscr{L}_{E}^{p}$ with $N_{p}(f)=0$. Then $L_{E}^{p}$ is a Banach space with the norm induced by $N_{p}$ in the obvious way.

Denote by $\mathscr{L}_{E^{*}}^{\infty}$ the space of all weakly* measurable functions $f$ on $X$ to the dual $E^{*}$ of $E$ such that $\|f(x)\| \leqq A<\infty$ l.a.e. $(\|f(x)\| \leqq A$ a.e. on every compact subset). For $f \in \mathscr{L}_{E^{*}}^{\infty}$ let

$$
N_{\infty}(f)=\sup _{K}\left(\text { ess. } \sup _{x \in K}\|f(x)\|\right)
$$

where $K$ ranges over all compact subsets of $X$. Then $N_{\infty}$ is a seminorm which makes $\mathscr{L}_{E^{*}}^{\infty}$ a locally convex space. Let $L_{E^{*}}^{\infty}$ be the quotient of $\mathscr{L}_{E^{*}}^{\infty}$ by the space of all functions in $\mathscr{L}_{E^{*}}^{\infty}$ which vanish l.a.e. Then $L_{E^{*}}^{\infty}$ is a Banach space.

The following theorem is well-known (cf. for instance [1; p. 46, Corollaire 2]):

Theorem (Dunford-Pettis). Let $F$ be a separable Banach space. For $f \in L_{F^{*}}^{\infty}$ and $g \in L^{1}(d \mu)$, let

$$
w_{f}(g)=\int_{x} g f d \mu .
$$

Then $w_{f}(g) \in F^{*}$ and the mapping $f \rightarrow w_{f}$ induces an isometric isomorphism from $L_{F^{*}}^{\infty}$ onto $\mathscr{L}\left(L^{1}, F^{*}\right)$, the space of bounded linear maps from $L^{1}(d \mu)$ to $F^{*}$.

We need the following variant of the Dunford-Pettis theorem:

Theorem 3. Let $E, F$ be separable Banach spaces. For any bounded linear map u of $L_{E}^{1}$ into $F^{*}$ there exists a function $\Phi$ from $X$ into $\mathscr{P}\left(E, F^{*}\right)$ such that
(i) $\langle\Phi(x) s, t\rangle$ is measurable for every $s \in E, t \in F$,
(ii) $N_{\infty}(\Phi)<\infty$, and
(iii) $u(f)=\int_{X} \Phi(x) f(x) d \mu(x)$ for every $f \in L_{E}^{1}$ with $\|u\|=N_{\infty}(\Phi)$. Conversely, any function $\Phi$ satisfying (i) and (ii) defines a bounded linear map u satisfying (iii).

Proof. Only the direct part needs a proof. First we note that $\mathscr{L}\left(E, F^{*}\right)$ can be regarded as the strong dual of the projective tensor product $E \hat{\otimes} F$. Indeed, the strong dual of $E \hat{\otimes} F$ is canonically identified with the space $B(E, F)$ of bounded bilinear forms on $E \times F$ and $\mathscr{S}\left(E, F^{*}\right)$ is canonically isomorphic with $B(E, F)$. Since $E, F$ are separable, so is $E \hat{\otimes} F$ and therefore $\mathscr{P}\left(E, F^{*}\right)$ can be regarded as the strong dual of a separable Banach space.

Let $u$ be a bounded linear map of $L_{E}^{1}$ into $F^{*}$. Then $u$ induces a bounded bilinear form $\tilde{u}$ on $L^{1} \times E$ into $F^{*}$ by $\widetilde{u}(f, s)=u(f \otimes s)$ for $f \in L^{1}, s \in E$. For any fixed $f \in L^{1}, s \rightarrow \tilde{u}(f, s)$ is a bounded linear map of $E$ into $F^{*}$ which we shall denote by $u_{f}$. Then $u_{1}: f \rightarrow u_{f}$ is a bounded linear map from $L^{1}$ into $\mathscr{L}\left(E, F^{*}\right)$ with $\left\|u_{1}\right\|=\|u\|$. By the Dunford-Pettis theorem, there exists a function $\Phi: X \rightarrow \mathscr{L}\left(E, F^{*}\right)$ such that
(i) $\langle\Phi(x) s, t\rangle$ is measurable for each $s \in E, t \in F$
(ii) $N_{\infty}(\Phi)=\left\|u_{1}\right\|$, and
(iii) $u_{1}(f)=u_{f}=\int_{X} f(x) \Phi(x) d \mu(x)$.

Hence

$$
\begin{aligned}
u(f \otimes s) & =\widetilde{u}(f, s)=u_{f}(s)=\int_{X} f \Phi s d \mu \\
& =\int_{X} \Phi(f \otimes s) d \mu .
\end{aligned}
$$

Because of the continuity of $u$, the theorem follows.
4. Doubly invariant subspaces. In this section we prove Wiener's theorem in the general setup. Let as usual $X$ denote a locally compact Hausdorff space, $\mu$ a positive Radon measure on $X$, $\mathscr{H}$ a separable Hilbert space and $\mathscr{K}_{\mathscr{C}}$ the space of continuous functions from $X$ into $\mathscr{H}$ with compact support. Let $A$ be a subalgebra of the algebra of bounded continuous functions on $X$ and $\mathscr{A}$ denote the algebra generated by $A \cup \bar{A}$ and the constants. A subspace $\mathscr{A}$ of $L_{\mathscr{C}}^{p}$ is clearly invariant under multiplication by functions is $A \cup \bar{A}$ if and only if it is $\mathscr{A}$-invariant. We recall that $\mathscr{M}$ is doubly invariant if
(i) $\mathscr{M}$ is closed in $L_{\mathscr{H}}^{p}$ if $1 \leqq p<\infty$ and weakly* closed if $p=\infty$,
(ii) $\mathscr{M}$ is $\mathscr{A}$-invariant.

Then we have
Theorem 4. If $\mathscr{A} \mid K$ is dense in $L^{2}(d \mu \mid K)$ for every compact subset $K$, then every doubly invariant subspace $\mathscr{M}$ of $L_{\mathscr{C}}^{p}(1 \leqq p \leqq \infty)$ is of the form $\hat{P} L_{\mathscr{H}}^{p}$ for some measurable range function $P ; \mathscr{M}$ determines $P$ uniquely.

Proof. We divide the proof into three parts; in the first and the
second we assume $\mu(X)<\infty$ and the proof is an imitation of that of the scalar case in [4]. In the last part we treat the case of arbitrary measure spaces and an indication of the proof in this case was given in the proof of Theorem 2.
(i) $\mu(X)<\infty, 1 \leqq p \leqq 2$. By Theorem 2 , $\mathscr{A}$ is weakly* dense in $L^{\infty}(d \mu)$ and in this case the theorem has been proved in [4] for $p=2$. Let $1 \leqq p<2$ and $\mathscr{N}=\mathscr{M} \cap L_{\mathscr{H}}^{2}$. Then $\mathscr{N}$ is a doubly invariant subspace of $L_{\mathscr{H}}^{2}$ and so $\mathscr{N}=\hat{P} L_{\mathscr{H}}^{2}$ for some measurable range function $P$. We wish to show that $\mathscr{M}=\hat{P} L_{\mathscr{C}}^{p}$.

For any $f \in \mathscr{M}$ let $f_{1}(x)=\|f(x)\|^{1-(p / 2)}$ and $f_{2}(x)=f_{1}(x)^{-1} f(x)$ (of course $f_{2}(x)=0$ if $\left.f_{1}(x)=0\right)$. Then $f_{1} \in L^{s}(d \mu)$ where $(1 / s)+(1 / 2)=(1 / p)$ and $f_{2} \in L_{\mathscr{H}}^{2}$. Let $\mathscr{N}_{2}$ be the doubly invariant subspace of $L_{\mathscr{H}}^{2}$ generated by $f_{2}$. Then $\mathscr{N}_{2}=\hat{P}_{2} L_{\mathscr{H}}^{2}$ for a measurable range function $P_{2}$. Here we may assume that $P_{2}(x)=0$ for those $x$ for which $f_{1}(x)=0$. For any $\varphi \in \mathscr{K}_{\mathscr{H}}$

$$
f_{1} \hat{P}_{2} \varphi \in f_{1} \hat{P}_{2} L_{\mathscr{H}}^{2}=f_{1} \mathscr{N}_{2} \subset \mathscr{M} .
$$

On the other hand, since $s>2$,

$$
f_{1} \hat{P}_{2} \varphi \in L_{\mathscr{H}}^{s} \subset L_{\mathscr{H}}^{2}
$$

as $f_{1} \in L^{s}, \hat{P}_{2} \varphi$ is bounded and $\mu(X)<\infty$. Hence

$$
f_{1} \hat{P}_{2} \varphi \in \mathscr{M} \cap L_{\mathscr{H}}^{2}=\mathscr{N}=\hat{P} L_{\mathscr{H}}^{2} .
$$

This means that $\hat{P} \hat{P}_{2} f_{1} \varphi=\hat{P}_{2} f_{1} \varphi$ for all $\varphi \in \mathscr{K}_{\mathscr{H}}$. So, $P_{2}(x) \leqq P(x)$ 1.a.e. Thus we have $\mathscr{N}_{2}=\hat{P}_{2} L_{\mathscr{H}}^{2} \subset \hat{P} L_{\mathscr{H}}^{2}$. Hence

$$
f=f_{1} f_{2} \in f_{1} \mathscr{N}_{2} \subset f_{1} \hat{P} L_{\mathscr{H}}^{2} \subset \hat{P} L_{\mathscr{H}}^{p} ;
$$

the last inclusion resulting from the fact that $f_{1} \in L^{s}$ where $(1 / s)+(1 / 2)=(1 / p)$. This shows that $\mathscr{M} \subset P L_{\mathscr{H}}^{p}$.

Since $\mathscr{M} \supset \mathscr{N}=\hat{P} L_{\mathscr{H}}^{2}$, we have $\mathscr{M} \supset \hat{P} \mathscr{K}_{\mathscr{H}}$. But $\mathscr{K}_{\mathscr{H}}$ is dense in $L_{\mathscr{H}}^{p}$ and $\hat{P}$ is $L^{p}$-continuous. So $\mathscr{M} \supset \hat{P} L_{\mathscr{H}}^{p}$ and we have $\mathscr{M}=$ $P L_{\mathscr{H}}^{p}$.
(ii) $\mu(X)<\infty, 2<p \leqq \infty$. Let $\mathscr{M}^{\prime}=\left\{f \in L_{\mathscr{H}}^{q}: f \perp \mathscr{M}\right\}$ where $(1 / q)+(1 / p)=1$. Then $1 \leqq q<2$ and $\mathscr{M}^{\prime}$ is doubly invariant in $L_{\mathscr{H}}^{q}$. Hence by (i) $\mathscr{M}^{\prime}=\hat{P}^{\prime} L_{\mathscr{H}}^{q}$ for some measurable range function $P^{\prime}$. Then it is easy to see that $\mathscr{M}=\hat{P} L_{\mathscr{C}}^{p}$ where $P(x)=I-P^{\prime}(x), 1$ denoting the identity operator on $\mathscr{H}$.
(iii) $\mu(X)$ not necessarily finite, $1 \leqq p \leqq \infty$. Consider any compact subset $K$ of $X$. Let $\mathscr{M}_{K}=C_{K} \mathscr{M}, \mathscr{A}_{K}=C_{K} \mathscr{A}$ and $\mu_{K}=C_{K} \mu$. We shall identify $L_{\mathscr{H}}^{p}(d \mu \mid K), L_{\mathscr{H}}^{p}\left(d \mu_{K}\right)$ and $C_{K} L_{\mathscr{H}}^{p}(d \mu)$ which are obviously mutually isometrically isomorphic and denote any of them by $L_{\mathscr{H}}^{p}(K)$. Now $\mathscr{M}_{K}$ is a doubly invariant subspace of $L_{\mathscr{H}}^{p}\left(d \mu_{K}\right)$ (with $\mathscr{A}_{K}$ replacing $\mathscr{A}$ ) and $\mathscr{A}_{K}$ is dense in $L^{2}\left(d \mu_{K}\right)$. Hence by (i)
and (ii) above, $\mathscr{M}_{K}=\hat{P}_{K} L_{\mathscr{H}}^{p}(K)$. We extend $P_{K}$ to the whole of $X$ by defining $P_{K}(x)=0$ outside of $K$.

For any two compact subsets $K_{1}, K_{2}$ with $K_{1} \supset K_{2}$ we have

$$
\begin{aligned}
\hat{P}_{K_{2}} L_{\mathscr{H}}^{p} & =\hat{P}_{K_{2}} L_{\mathscr{H}}^{p}\left(K_{2}\right)=\mathscr{M}_{K_{2}}=C_{K_{2}} C_{K_{1}} \mathscr{M}=C_{K_{2}} \hat{P}_{K_{1}} L_{\mathscr{H}}^{p}\left(K_{1}\right) \\
& =\hat{P}_{K_{1}} C_{K_{2}} L_{\mathscr{H}}^{p}\left(K_{1}\right)=\hat{P}_{K_{1}} C_{K_{2}} L_{\mathscr{H}}^{p} .
\end{aligned}
$$

Hence $P_{K_{2}}=P_{K_{1}} C_{K_{2}}$ a.e. It follows from this that the map $\sigma: \mathscr{K}_{\mathscr{H}} \rightarrow$ $\mathscr{H}$ given by

$$
\sigma(\varphi)=\int_{X} P_{K}(x) \varphi(x) d \mu(x),
$$

where $K$ is any compact subset containing the support of $\varphi$, is welldefined. $\sigma$ is clearly continuous with respect to the $L_{\mathscr{H}}^{1}$-norm and so can be uniquely extended to the whole of $L_{\mathscr{H}}^{1}$ to be continuous. We shall denote the extended map by $\tilde{\sigma}$. By Theorem 3 there exists a weakly measurable bounded operator-valued function $\Phi: X \rightarrow \mathscr{L}(\mathscr{C}, \mathscr{H})$ such that

$$
\widetilde{\sigma}(f)=\int_{X} \Phi(x) f(x) d \mu(x)
$$

for all $f \in L^{1}$. Then, since $\tilde{\sigma}$ entends $\sigma$, it is obvious that

$$
\Phi \mid K=P_{K} \text { a.e. }
$$

for every compact set $K$; so there exists a measurable range function $P$ such that $\Phi=P$ l.a.e.

We assert that $\mathscr{M}=\hat{P} L_{\mathscr{H}}^{p}$. This follows from the fact that $C_{K} \mathscr{M}=C_{K} \hat{P} L_{\mathscr{H}}^{p}$ for every compact set $K$ and every $f \in \mathscr{M}$ is the $L^{p}$-limit (or the weak* limit if $p=\infty$ ) of $C_{K} f$. This completes the proof.

The uniqueness of $P$ (for a given $\mathscr{M}$ ) follows from the uniqueness established in [4] for finite measure spaces.
5. Decomposable operators. Let $X, \mu, A$ and $\mathscr{A}$ be as in $\S 4$ and let $T$ be an operator in $L_{\mathscr{H}}^{p}$ bounded if $1 \leqq p<\infty$ and in addition weakly* continuous if $p=\infty$. Clearly $T$ commutes with multiplication by functions in $A \cup \bar{A}$ if and only if it commutes with functions in $\mathscr{A}$, and any operator $T$ which operates pointwise (l.a.e.), meaning

$$
(T f)(x)=T(x) f(x) \text { l.a.e. }
$$

for an operator-valued function $T(x)$, clearly has this property. We wish to prove the following converse.

Theorem 5. If $T$ is a bounded (and weakly* continuous, if
$p=\infty)$ linear map from $L_{\mathscr{H}}^{p}$ into $L_{\mathscr{H}}^{p}(1 \leqq p \leqq \infty)$ which commutes with multiplication by functions in $\mathscr{A}$, then there exists an operatorvalued function $T(x)$ defined a.e. with $T(x) \in \mathscr{L}(\mathscr{H}, \mathscr{H})$ which is weakly measurable and uniformly bounded such that

$$
(T f)(x)=T(x) f(x) \text { a.e. }((T f)(x)=T(x) f(x) \text { l.a.e. if } p=\infty)
$$

This theorem is usually stated for $L_{\mathscr{H}}^{2}$ [2; p. 162, Theoreme 1] and as far as we are aware, the existing proofs require $L_{\mathscr{H}}^{2}$ to be separable. We use the variant of Dunford-Pettis theorem established by us in $\S 3$ to get around the difficulties that may be caused by nonseparability (we of course assume that the Hilbert space $\mathscr{\mathscr { C }}$ is separable).

Proof of Theorem 5. We first consider the case $1 \leqq p<\infty$, for convenience we assume that $T$ is bounded by 1 . Let $f \in L_{\mathscr{C}}^{p}$. Then

$$
\int_{X}\|(T f)(x)\|^{p} d \mu(x) \leqq \int_{X}\|f(x)\|^{p} d \mu(x) .
$$

Since $T$ commutes with multiplication by functions in $\mathscr{A}$, this yields

$$
\int_{X}|\alpha(x)|^{p}\|(T f)(x)\|^{p} d \mu(x) \leqq \int_{X}|\alpha(x)|^{p}\|f(x)\|^{p} d \mu(x)
$$

for all $\alpha \in \mathscr{H}$. From the weak* density of $\mathscr{A}$ in $L^{\infty}$, it follows that

$$
\|(T f)(x)\| \leqq\|f(x)\| \text { a.e. }
$$

If $L_{\mathscr{H}}^{p}$ is separable, we can obtain $T(x)$ by an explicit construction. In the general case we argue as follows:

Define a map $u: \mathscr{K}_{\mathscr{H}} \rightarrow \mathscr{H}$ by setting

$$
u(\varphi)=\int_{X}(T \varphi)(x) d \mu(x), \quad \varphi \in \mathscr{K}_{\mathscr{H}} .
$$

Then $u$ is continuous with respect to the $L_{\mathscr{H}}^{1}$-norm on $\mathscr{K}_{\mathscr{H}}$ because

$$
\begin{aligned}
\left\|\int_{X}(T \varphi)(x) d \mu(x)\right\| & \leqq \int_{X}\|(T \varphi)(x)\| d \mu(x) \\
& \leqq \int_{X}\|\varphi(x)\| d \mu(x) .
\end{aligned}
$$

Since $\mathscr{K}_{\mathscr{H}}$ is dense in $L_{\mathscr{H}}^{1}, u$ can be extended by continuity to the whole $L_{\mathscr{H}}^{1}$ without increasing its norm. We denote the extended map also by $u$. By Theorem 3 there exists a function $\Phi(x)$ from $X$ into $\mathscr{L}(\mathscr{H}, \mathscr{H})$ such that $\Phi$ is weakly measurable, uniformly bounded with $\|\Phi(x)\| \leqq\|u\| \leqq 1$ and

$$
u(f)=\int_{x} \Phi(x) f(x) d \mu(x)
$$

for every $f \in L_{\mathscr{H}}^{1}$. Thus for any $\varphi \in \mathscr{K}_{\mathscr{H}}$

$$
\int_{X}(T \varphi)(x) d \mu(x)=u(\varphi)=\int_{X} \Phi(x) \varphi(x) d \mu(x) .
$$

Since $T$ commutes with multiplication by functions in $\mathscr{A}$ and every $\alpha \in \mathscr{A}$ is continuous, we get

$$
\begin{aligned}
\int_{X} \alpha(x) \Phi(x) \varphi(x) d \mu(x) & =\int_{X} \Phi(x) \alpha(x) \varphi(x) d \mu(x) \\
& =\int_{X}(T \alpha \varphi)(x) d \mu(x)=\int_{X} \alpha(x)(T \varphi)(x) d \mu(x) .
\end{aligned}
$$

By the weak* density of $\mathscr{A}$ in $L^{\infty}$, this implies

$$
(T \varphi)(x)=\Phi(x) \varphi(x) \text { a.e. }
$$

for all $\varphi \in \mathscr{K}_{\mathscr{H}}$. If $\hat{\phi}$ denotes the operator in $L_{\mathscr{H}}^{p}$ defined by

$$
(\hat{\Phi} f)(x)=\hat{\Phi}(x) f(x) \text { a.e., }
$$

then we have $T \varphi=\hat{\Phi} \varphi$ for all $\varphi \in \mathscr{K}_{\mathscr{H}}$. Since both $T$ and $\hat{\Phi}$ are bounded in $L_{\mathscr{H}}^{p}$ and $\mathscr{C}_{\mathscr{H}}$ is dense in $L_{\mathscr{H}}^{p}$, it follows that $T=\widehat{\Phi}$. Now we have only to put $\Phi(x)=T(x)$ in order to get the theorem.

If $p=\infty$ and $T$ is bounded and weakly* continuous, then the transposed map $T^{*}$ of $T$ maps $L_{\mathscr{H}}^{1}$ into $L_{\mathscr{H}}^{1}$. Since $T^{*}$ commutes with multiplication by functions in $\mathscr{A}, T^{*}$ is expressed by an operatorvalued function which is weakly measurable and uniformly bounded. Therefore $T$ is also a uniformly bounded and weakly measurable operator-valued function $T(x)$. In this case, we clearly have

$$
(T f)(x)=T(x) f(x) \text { l.a.e. }
$$

for all $f \in L_{\mathscr{H}}^{\infty}$.
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## FIELDS DEFINED BY POLYNOMIALS

Lowell A. Hinrichs, Ivan Niven and C. L. Vanden Eynden

1. Introduction. First we consider the following question, where $F$ is any field. For what pairs $P$ and $Q$ of polynomials in two variables with coefficients in $F$ do the definitions

$$
\begin{equation*}
a \oplus b=P(a, b), \quad a \odot b=Q(a, b), \tag{I}
\end{equation*}
$$

for all $a$ and $b$ in $F$ yield a field $(F, \oplus, \odot)$ ? It turns out that the answer is different for infinite fields than for finite fields, as shown in $\S \S 2$ and 3.

Next let $R$ be the field of real numbers. For what quadruples $P_{1}, P_{2}, Q_{1}, Q_{2}$ of real polynomials in four variables is $(R \times R, \oplus, \odot)$ a field, when we set

$$
\begin{align*}
& (a, b) \oplus(c, d)=\left(P_{1}(a, b, c, d), P_{2}(a, b, c, d)\right),  \tag{II}\\
& (a, b) \odot(c, d)=\left(Q_{1}(a, b, c, d), Q_{2}(a, b, c, d)\right),
\end{align*}
$$

where $(x, y)$ denotes an ordered pair of real numbers? This question is partially answered in $\S \S 4$ and 5 , and in $\S 6$ it is shown that the polynomials may be of arbitrarily high degree. In $\S 7$ it is proved that if definitions (II) do give a field, it must be isomorphic to the field of complex numbers.

## 2. The one-dimensional case.

Theorem 1. Let $F$ be an infinite field. The system $(F, \oplus, \odot)$ in (I) is a field if and only if

$$
\begin{align*}
& P(a, b)=a \oplus b=a+b+\gamma  \tag{1}\\
& Q(a, b)=a \odot b=\gamma \sigma(a+b)+\sigma a b+\gamma^{2} \sigma-\gamma,
\end{align*}
$$

where $\gamma \in F, \sigma \in F$ and $\sigma \neq 0$. When these conditions are satisfied the field $(F, \oplus, \odot)$ is isomorphic to $F$, thus $(F, \oplus, \odot) \cong(F,+, \cdot)$.

Proof. We first assume that $(F, \oplus, \odot)$ is a field and show that the polynomials $P$ and $Q$ have the prescribed form. By associativity we have $P(P(a, b), c)=P(a, P(b, c))$ identically in $a, b, c$. Now if $P$ is of degree $n$ in $a$, the degrees of the left and right sides of this identity in $a$ are $n^{2}$ and $n$ respectively. Since $F$ is infinite it follows

[^17]that $n^{2}=n$ and hence $n=1$. We conclude that $P(a, b)$ is linear in $a$ and $b$, and the same holds for $Q(a, b)$.

Using this linearity and also the commutative properties, we can write

$$
\begin{aligned}
& a \oplus b=\alpha(a+b)+\beta a b+\lambda, \\
& a \odot b=\rho(a+b)+\sigma a b+\tau .
\end{aligned}
$$

Now $\beta=0$, for if $\beta \neq 0$ we would have

$$
(-\alpha / \beta) \oplus b=-\alpha^{2} / \beta+\lambda,
$$

and the right member is independent of $b$.
Suppose first that the additive and multiplicative identities are 0 and 1 . Then the equations

$$
a \oplus 0=a, \quad a \odot 0=0, \quad a \odot 1=a
$$

show that $\alpha=1$ and $\lambda=0$, that $\rho=0$ and $\tau=0$, and that $\sigma=1$. Thus we have

$$
a \oplus b=a+b, \quad a \odot b=a \cdot b
$$

so that $\oplus$ and $\odot$ are simply the ordinary operations.
But now suppose that $z$ and $u$ denote the additive and multiplicative identities of the field $(F, \oplus, \odot)$. Then the mapping

$$
a \rightarrow f(a)=(u-z) a+z
$$

gives $f(0)=z$ and $f(1)=u$. Since $f$ is a one-to-one mapping of $F$ onto $F$, the operations $\oplus^{\prime}$ and $\odot^{\prime}$ defined by

$$
\begin{align*}
& x \oplus^{\prime} y=f^{-1}(f(x) \oplus f(y)),  \tag{2}\\
& x \odot^{\prime} y=f^{-1}(f(x) \odot f(y)),
\end{align*}
$$

yield a field ( $F, \oplus^{\prime}, \odot^{\prime}$ ) which is isomorphic under $f$ to $(F, \oplus, \odot)$. But it is easily checked that $\oplus^{\prime}$ and $\odot^{\prime}$ are again polynomial operations in the sense of (I). Furthermore note that

$$
x \oplus^{\prime} 0=x \odot^{\prime} 1=x, \quad x \odot^{\prime} 0=0
$$

and so by the argument of the preceding paragraph we conclude that $\oplus^{\prime}$ and $\odot^{\prime}$ are just + and $\cdot$. Now if we substitute $x=f^{-1}(a)$ and $y=f^{-1}(b)$ into equations (2) and apply $f$ to both sides we get

$$
\begin{align*}
& a \oplus b=f\left(f^{-1}(a)+f^{-1}(b)\right)=a+b-z  \tag{3}\\
& a \odot b=f\left(f^{-1}(a) \cdot f^{-1}(b)\right)=(a-z)(b-z)(u-z)^{-1}+z .
\end{align*}
$$

Writing $\gamma$ for $-z$ and $\sigma$ for $(u-z)^{-1}$ we see that equations (3) are the same as (1).

Conversely, given any elements $\gamma$ and $\sigma \neq 0$ of $F$ we see that the operations defined by equations (1) give a field isomorphic to ( $F,+, \cdot$ ), because the mapping $f^{-1}$ is an isomorphism:

$$
\begin{aligned}
& f^{-1}(a \oplus b)=f^{-1}(a)+f^{-1}(b), \\
& f^{-1}(a \odot b)=f^{-1}(a) \cdot f^{-1}(b) .
\end{aligned}
$$

3. Finite fields. The restriction of Theorem 1 to infinite fields was necessary because in the proof use was made of the fact that polynomials agreeing on infinite sets must be identical. Now for a finite field $F$ of order $q=p^{n}$ we see that a system ( $F, \oplus, \odot$ ) in (I) is a field with

$$
P(a, b)=a \oplus b=a^{q}+b^{q}, \quad Q(a, b)=a \odot b=a^{q} b^{q} .
$$

But these are artificial definitions since $a^{q}=a$ identically in $a$ in the finite field. However, Theorem 1 fails in a genuine sense for all cases except $q=2,3,4$, as can be seen as follows.

Let $g$ be any permutation on $F$ leaving 0 and 1 invariant. Now $g$ is a polynomial function because we can construct a polynomial to agree with $g$ over the $q$ elements of the field. Similarly the operations $\oplus$ and $\odot$ defined by

$$
\begin{align*}
& a \oplus b=g^{-1}(g(a)+g(b)), \\
& a \odot b=g^{-1}(g(a) \cdot g(b)),
\end{align*}
$$

are polynomial functions. If Theorem 1 were true for the finite field $F$ then equations (4) would be of the form (1) for some $\gamma$ and $\sigma$. But from (4) we see that $a \oplus 0=a$ and $a \odot 1=a$, so that 0 and 1 are the additive and multiplicative identities of $(F, \oplus, \odot)$. Hence in (1) we see that $\gamma=0$ and $\sigma=1$. Thus $\oplus$ and $\odot$ would be the ordinary operations and (4) would be

$$
\begin{aligned}
a+b & =g^{-1}(g(a)+g(b)), \\
a \cdot b & =g^{-1}(g(a) \cdot g(b)) .
\end{aligned}
$$

It follows that $g$ is an automorphism of $(F, \oplus, \odot)$. But there exist exactly $n$ automorphisms of a field with $p^{n}$ elements [4, § 38], Since there are $\left(p^{n}-2\right)$ ! permutations $g$ of $F$ leaving 0 and 1 invariant, and since $\left(p^{n}-2\right)!>n$ if $p^{n} \geqq 5$, it follows that Theorem 1 fails for finite fields of order $q=p^{n} \geqq 5$.

On the other hand suppose that $F$ is a finite field of order $q=$ $p^{n}=2,3$, or 4 . Suppose further that there are polynomials $P$ and $Q$ for which the operations $a \oplus b=P(a, b)$ and $a \odot b=Q(a, b)$ yield a field $(F, \oplus, \odot)$. Using the mapping $f(a)=(u-z) a+z$, we apply $f^{-1}$ as in equations (2). Thus we move from ( $F, \oplus, \odot$ ) to ( $F, \oplus^{\prime}, \odot^{\prime}$ )
having 0 and 1 as additive and multiplicative identities. Now simple examination of the addition and multiplication tables for finite fields with 2, 3 or 4 elements shows that the operations $\oplus^{\prime}$ and $\odot^{\prime}$ must be the ordinary operations of addition and multiplication. Thus we can get equations (3) and the rest of the proof follows as in Theorem 1. We have proved the following result.

Theorem 2. Theorem 1 holds for only those finite fields with 2, 3 or 4 elements.
4. The complex case: a simplification. The definition (II) allows considerably more latitude for the operations $\oplus$ and $\odot$ than exists in the one-dimensional case, and the problem appears to be correspondingly more difficult. To simplify things we show first that there is no great loss in generality in presuming that the additive ard multiplicative identities of the field $(R \times R, \oplus, \odot)$ are $(0,0)$ and $(1,0)$. For let the zero and unity of the field be denoted by $(p, q)$ and $(r, s)$. We define

$$
\begin{equation*}
[a, b]=(a r-a p-b s+b q+p, a s-a q+b r-b p+q) \tag{5}
\end{equation*}
$$

and note that

$$
[0,0]=(p, q),[1,0]=(r, s) .
$$

The right member of (5) is simply

$$
(a, b)(r-p, s-q)+(p, q),
$$

where the multiplication and addition are as in the field of complex numbers. Since $(p, q) \neq(r, s)$ we see that $(r-p, s-q) \neq(0,0)$ and so (5) is a one-to-one mapping of $R \times R$ onto $R \times R$. If we extend the multiplications $\oplus$ and $\odot$ to the pairs $[a, b]$ by the use of (5) we see that

$$
[0,0] \oplus[a, b]=[1,0] \odot[a, b]=[a, b] .
$$

Furthermore, $[a, b]=(x, y)$ implies not only that $x$ and $y$ are polynomials in $a$ and $b$ by (5), but also that $a$ and $b$ are polynomials in $x$ and $y$. Hence any system of pairs $(a, b)$ with $\oplus$ and $\odot$ defined by (II) can be transformed into an isomorphic system of pairs $[a, b]$ with $\oplus$ and $\odot$ defined by (5) and (II). Thus all fields of the required sort can be generated in a simple way as in § 2 from those having ( 0,0 ) and $(1,0)$ as zero and unit.

## 5. The complex case with linearity.

Theorem 3. Let the operations $\oplus$ and $\odot$ be defined as in (II), and assume that each of $P_{1}, P_{2}, Q_{1}, Q_{2}$ is linear in each argument.
separately. Then $(R \times R, \oplus, \odot)$ is a field with $(0,0)$ and $(1,0)$ as zero and unity if and only if

$$
\begin{aligned}
& (a, b) \oplus(c, d)=(a+c, b+d) \quad \text { and } \\
& (a, b) \odot(c, d)=(a c+\gamma b d, a d+b c+\delta b d)
\end{aligned}
$$

for some $\gamma \in R$ and $\delta \in R$ with $\delta^{2}+4 \gamma<0$. When these conditions are satisfied, $(R \times R, \oplus, \odot)$ is isomorphic to the field of complex numbers, that is, $(R \times R, \oplus, \odot) \cong(C,+, \cdot)$.

Proof. First we assume that $(R \times R, \oplus, \odot)$ is a field. By the commutative property $P_{1}(a, b, c, d)$ is symmetric in $a$ and $c$ and also in $b$ and $d$; likewise for $P_{2}, Q_{1}$ and $Q_{2}$. Thus we can write

$$
\begin{aligned}
P_{1}(a, b, c, d)= & \alpha_{0}+\alpha_{1}(a+c)+\alpha_{2}(b+d)+\alpha_{12}(a b+c d) \\
& +\alpha_{13} a c+\alpha_{24} b d+\alpha_{14}(a d+b c)+\alpha_{123}(a b c+a c d) \\
& +\alpha_{124}(a b d+b c d)+\alpha_{123} a b c d .
\end{aligned}
$$

We represent $P_{2}, Q_{1}$ and $Q_{2}$ by similar expressions with the $\alpha$ 's replaced by $\beta$ 's, $\gamma$ 's and $\delta$ 's respectively. From the relation $(a, b) \oplus(0,0)=$ $(a, b)$ we deduce

$$
P_{1}(a, b, 0,0)=a, \quad P_{2}(a, b, 0,0)=b,
$$

from which it follows that

$$
\alpha_{1}=\beta_{2}=1 \quad \text { and } \quad \alpha_{0}=\beta_{0}=\alpha_{2}=\beta_{1}=\alpha_{12}=\beta_{12}=0 .
$$

Now define $(h, k)$ by the relation $(1,0) \oplus(1,0)=(h, k)$. Then the distributive property implies that

$$
(a, b) \odot(h, k)=(a, b) \oplus(a, b)
$$

and so we obtain

$$
\begin{aligned}
P_{1}(a, b, a, b)= & Q_{1}(a, b, h, k) \\
= & 2 a+\alpha_{13} a^{2}+\alpha_{24} b^{2}+2 \alpha_{14} a b+2 \alpha_{123} a^{2} b \\
& +2 \alpha_{124} a b^{2}+\alpha_{1234} a^{2} b^{2} .
\end{aligned}
$$

But $Q_{1}(a, b, h, k)$ is linear in $a$ and $b$, and hence

$$
\alpha_{13}=\alpha_{24}=\alpha_{14}=\alpha_{123}=\alpha_{124}=\alpha_{1234}=0 .
$$

The relation $P_{2}(a, b, a, b)=Q_{2}(a, b, h, k)$ yields an analogous result for the $\beta$ 's, and so we get

$$
(a, b) \oplus(c, d)=(a+c, b+d) .
$$

Next, from the relation $(a, b) \odot(0,0)=(0,0)$ we see that

$$
Q_{1}(a, b, 0,0)=Q_{2}(a, b, 0,0)=0,
$$

and so

$$
\gamma_{0}=\gamma_{1}=\gamma_{2}=\gamma_{12}=\delta_{0}=\delta_{1}=\delta_{2}=\delta_{12}=0 .
$$

From $Q_{1}(a, b, 1,0)=a$ and $Q_{2}(a, b, 1,0)=b$ we obtain

$$
\gamma_{13}=\delta_{14}=1, \quad \delta_{13}=\gamma_{14}=\gamma_{123}=\delta_{123}=0 .
$$

Thus we have

$$
\begin{aligned}
& Q_{1}(a, b, c, d)=a c+\gamma_{24} b d+\gamma_{124}(b c d+a b d)+\gamma_{1234} a b c d, \\
& Q_{2}(a, b, c, d)=a d+b c+\delta_{24} b d+\delta_{124}(b c d+a b d)+\delta_{123} a b c d .
\end{aligned}
$$

Also the equations

$$
\begin{aligned}
(a, b) \odot(1,1) & =(a, b) \odot(1,0) \oplus(a, b) \odot(0,1) \\
& =(a, b) \oplus(a, b) \odot(0,1)
\end{aligned}
$$

imply that

$$
Q_{1}(a, b, 1,1)=a+Q_{1}(a, b, 0,1), Q_{2}(a, b, 1,1)=b+Q_{2}(a, b, 0,1) .
$$

This yields

$$
\gamma_{124}=\gamma_{1234}=\delta_{124}=\delta_{1234}=0,
$$

and so we have, removing subscripts,

$$
(a, b) \odot(c, d)=(a c+\gamma b d, a d+b c+\delta b d) .
$$

Finally, if $(a, b) \neq(0,0)$, there must exist real numbers $x$ and $y$ such that $(a, b) \odot(x, y)=(1,0)$. This gives a pair of linear equations with determinant $a^{2}+\delta a b-\gamma b^{2}$. This must not vanish except for $a=0$ and $b=0$, and so we conclude that

$$
\delta^{2}+4 \gamma<0 .
$$

Conversely, to prove that the operations $\oplus$ and $\odot$ in the statement of the theorem do give a field isomorphic to the field of complex numbers, define $\alpha$ and $\beta$ by

$$
\alpha=\frac{\delta}{2}, \quad \beta=\frac{\sqrt{-4 \gamma-\delta^{2}}}{2} .
$$

Since $\beta \neq 0$ the mapping

$$
\phi:(a, b) \rightarrow(a+\alpha b, \beta b)
$$

is one-to-one from $C$ onto itself. As in Theorem 1 we point out that by a not difficult calculation

$$
(a, b) \oplus(c, d)=\phi^{-1}(\phi(a, b)+\phi(c, d))
$$

and

$$
(a, b) \odot(c, d)=\phi^{-1}(\phi(a, b) \cdot \phi(c, d)) .
$$

Thus the mapping $\phi$ is an isomorphism from $(R \times R, \oplus, \odot)$ to $(C,+, \cdot)$.
As a variation on Theorem 3 we prove the following; see [2, p. 251] for a related result.

Theorem 4. In Theorem 3 replace the hypothesis that $P_{1}, P_{2}, Q_{1}$ and $Q_{2}$ are linear by the assumption

$$
\begin{equation*}
(a, b) \odot(c, 0)=(a c, b c) \tag{6}
\end{equation*}
$$

for all $a, b, c$ in $R$. Then the conclusion of Theorem 3 holds.
Proof. If first we assume the definitions of $\oplus$ and $\odot$ as in the equations of Theorem 3, then we have a field, and we note that (6) follows. Conversely, suppose that $(R \times R, \oplus, \odot)$ is a field with the usual zero and unity and such that (6) holds. Then we note that

$$
\begin{aligned}
\left(a P_{1}(x, y\right. & \left., z, w), a P_{2}(x, y, z, w)\right) \\
& =(a, 0) \odot\left(P_{1}(x, y, z, w), P_{2}(x, y, z, w)\right) \\
& =(a, 0) \odot((x, y) \oplus(z, w)) \\
& =(a x, a y) \oplus(a z, a w) \\
& =\left(P_{1}(a x, a y, a z, a w), P_{2}(a x, a y, a z, a w)\right)
\end{aligned}
$$

Thus $P_{1}$ and $P_{2}$ are homogeneous and linear.
Turning to the operation $\odot$ we note that

$$
\begin{aligned}
\left(a Q_{1}(x, y\right. & \left.z, w), a Q_{2}(x, y, z, w)\right) \\
& =(a, 0) \odot((x, y) \odot(z, w)) \\
& =(a x, a y) \odot(z, w) \\
& =\left(Q_{1}(a x, a y, z, w), Q_{2}(a x, a y, z, w)\right) .
\end{aligned}
$$

Applying the commutative property we get

$$
\begin{aligned}
& \left(a^{2} Q_{1}(x, y, z, w), a^{2} Q_{2}(x, y, z, w)\right) \\
& \quad=\left(Q_{1}(a x, a y, a z, a w), Q_{2}(a x, a y, a z, a w)\right)
\end{aligned}
$$

and hence $Q_{1}$ and $Q_{2}$ are homogeneous of degree 2. Now the relations

$$
Q_{1}(a, b, 0,0)=Q_{2}(a, b, 0,0)=0
$$

show that $Q_{1}(a, b, c, d)$ and $Q_{2}(a, b, c, d)$ have no $a^{2}$ or $b^{2}$ terms. From the commutative property it follows that $Q_{1}$ and $Q_{2}$ have no $c^{2}$ or $d^{2}$ terms. Thus $Q_{1}$ and $Q_{2}$ are linear in each argument separately, as also are $P_{1}$ and $P_{2}$, and so we can apply Theorem 3 to complete the proof.
6. Linearity not necessary. Here we show that ( $R \times R, \oplus, \odot$ ) with operations defined by (II) may be a field with the usual zero and unity even though $P_{1}, P_{2}, Q_{1}$ and $Q_{2}$ are not linear in the separate arguments. For let $T$ be any polynomial in one variable with real coefficients and set $S(x)=x(x-1) T(x)$. Define the mapping $\phi$ by

$$
\phi:(a, b) \rightarrow(a+S(b), b) .
$$

Then $\phi$ is a one-to-one mapping of $C$ onto itself which leaves $(0,0)$ and $(1,0)$ invariant. Thus if we define

$$
\begin{aligned}
& (a, b) \oplus(c, d)=\phi^{-1}(\phi(a, b)+\phi(c, d)), \\
& (a, b) \odot(c, d)=\phi^{-1}(\phi(a, b), \phi(c, d)),
\end{aligned}
$$

we get ( $R \times R, \oplus, \odot$ ) isomorphic to ( $C,+, \cdot$ ), the two field representations having common zero and unity. It is clear that the polynomials $P_{1}, P_{2}, Q_{1}$ and $Q_{2}$ may be given arbitrarily high degrees by the proper choice of $T$.
7. A general theorem. A question left unanswered in the preceding three sections is whether any field satisfying (II) must be isomorphic to the complex numbers. That the answer is yes is a special case of the following result.

TheOrem 5. Let $f$ and $g$ be continuous mappings from $R^{n} \times R^{n}$ into $R^{n}$, and suppose that the binary operations $\oplus$ and $\odot$ defined on $R^{n}$ by

$$
x \oplus y=f(x, y), x \odot y=g(x, y)
$$

make $\left(R^{n}, \oplus, \odot\right)$ a field. Then $n=1$ or 2 and the field is the real field or the field of complex numbers accordingly.

Proof. Let $\Theta x$ and $x^{*}$ denote the inverses of $x$ under $\oplus$ and $\odot$ respectively. We will show that the maps

$$
x \rightarrow \ominus x \quad \text { and } \quad x \rightarrow x^{*}
$$

are continuous and thus ( $R^{n}, \oplus, \odot$ ) is a topological field. Then the known result that any locally compact connected topological field satisfying the first axiom of countability is either the real or the complex numbers will yield the theorem; cf. [3, p. 173].

Consider the map $T: R^{2 n} \rightarrow R^{2 n}$ defined by $T:(x, y) \rightarrow(x, x \oplus y)$, where $x$ and $y$ belong to $R^{n}$. It is easily seen that $T$ is continuous, one-to-one and onto. It is claimed that $T$ is a homeomorphism. For suppose that $A$ is an open subset of $R^{2 n}$ and $a \in A$. Let $K$ be a compact neighborhood of $a$ contained in $A$. Then $T$ is a homeomorphism of $K$ onto $T[K]$ and so by Brouwer's theorem [1, p. 100] on the invariance of domains the interior of $K$ maps onto an open set. Thus $T(a)$ is an interior point of $T[A]$; we see that $T$ takes open sets onto open sets.

Now $T^{-1}$ is the mapping $(x, s) \rightarrow(x, s \ominus x)$, and so, letting $s$ be the additive identity of ( $\left.R^{n}, \oplus, \odot\right)$, we see that the map $x \rightarrow \ominus x$ is continuous. The verification that $x \rightarrow x^{*}$ is a continuous map runs along the same lines. Thus with the usual topology ( $R^{n}, \oplus, \odot$ ) is either the reals or the complexes. Since $R^{m}$ homeomorphic to $R^{n}$ implies $m=n$, the theorem follows.
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# DECOMPOSITION OF SETS OF GROUP ELEMENTS 

W. B. Laffer and H. B. Mann

In this paper small letters will denote group elements or integers. Large letters will denote sets of these. The cardinal of a set $S$ will be denoted by $(S)$.

1. Sets in Abelian Groups. The problem of decomposition of sets of elements of a finite additive Abelian group, $G$, of order $v$, is the following. Given a set of group elements, $C$, when do there exist sets of group elements, $A$ and $B$, with $\operatorname{Min}(A),(B) \geqq 2$ and $C=$ $A+B=\{a+b \mid a \in A, b \in B\}$ ? If there are such sets, $A$ and $B$, then we say that $A$ and $B$ are components of $C$, and that $C$ is decomposable. We are also concerned with the following question, given a set $C$ and a set $A$, when is $A$ a component of $C$ ? The problems of decomposition are stated analogously when $C, A$, and $B$ are sets of nonnegative integers. The results for sets of group elements are analagous to the results for sets of nonnegative integers. We include the proofs for both cases because although the techniques used in handling additive problems in finite Abelian groups are analogous to the techniques used in handling additive problems for sets of nonnegative integers (see Mann [5], [6], [7]; Dyson [1]; and Kneser [4]), they are not identical.

In Theorems 1-5 all sets shall be sets of elements from a finite Abelian group, $G$, of order $v$.

Theorem 1. Let $C$ be sets of elements from the finite Abelian group, G. Let $\bar{C}=\left\{\bar{c}_{1}, \bar{c}_{1}, \cdots, \bar{c}_{r}\right\}$ be the complement of $C$ in $G$. Let $D=\left\{\bar{c}_{r}-\bar{C}\right\}=\left\{\bar{c}_{r}-\bar{c}_{j} \mid j=1, \cdots, r\right\}$. Then $A$ is a component of $C$, if and only if, for every $k \notin D$ we have $A+k \not \subset A+D$.

Proof. Put $B=\bigcap_{i=1}^{r}\left\{\bar{c}_{i}-\bar{A}\right\}$. Then $A$ is a component of $C$ if and only if $A+B=C$.

Suppose for every $k \notin D$ we have $A+k \not \subset A+D$. Then, for every $k \notin D$ there is an $a \in A$ such that $a+k=\bar{a}_{i}+d_{i}$ for every $i=1, \cdots, r$ where $d_{i}=\bar{c}_{r}-\bar{c}_{i}$ and $\bar{a}_{i} \in \bar{A}$. Hence for every $i=1, \cdots, r$ we have $\bar{c}_{r}-k=a-\bar{a}_{i}+\bar{c}_{i}=a+\bar{c}_{i}-\bar{a}_{i}=a+b$ where $b \in B$. For every $c \in C$ put $k=\bar{c}_{r}-c$. Hence $c=a+b$ which implies that $A+B=C$. Thus $A$ is a component of $C$.

Suppose $A+B=C$. If there is a $k \notin D$ such that $A+k \subset A+D$,
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then for every $a \in A$ there is an $i$ such that $a+k=a_{i}+d_{i}$. Therefore, $\bar{c}_{r}-k=a+\bar{c}_{i}-a_{i}=a+\bar{b}$ where $\bar{b} \in \bar{B}=\bigcup_{i=1}^{r}\left\{\bar{c}_{i}-A\right\}$. Since $k \neq \bar{c}_{r}-\bar{c}_{j}$, we must have $k=\bar{c}_{r}-c$ for some $c \in C$. Hence for every $a \in A$ we have $c-a=\bar{b} \in \bar{B}$. Therefore, $c \notin A+B$. This is a contradiction and hence the theorem is true.

Corollary 1.1. Let $\bar{C}=\{\bar{c}\}$. Then $A$ is a component of $C$ if and only if $A$ is not a coset of some subgroup of $G$.

Corollary 1.2. If $G$ is cyclic of prime order and $\bar{C}=\{\bar{c}\}$, then $A$ is a component of $C$ if and only if $1<(A)<(C)$.

Definition. We say that $A$ is an $m$ component of $C$ if and only if $A$ is a component of $C$ and $(A)=m$.

Corollary 1.3. If $\bar{C}=\left\{\bar{c}_{1}, \cdots, \bar{c}_{r}\right\}$, then $\{0, a\}$ is a 2 component of $C$ if and only if $2 a=\bar{c}_{i}-\bar{c}_{j}$ implies $a=\bar{c}_{i}-\bar{c}_{m}$ for some $m$.

Proof. Suppose $\{0, \alpha\}$ is a 2 component of $C$. Let $2 \alpha=\bar{c}_{i}-\bar{c}_{j}$. By Theorem 1 if $k \notin D$ then $\{k, a+k\} \not \subset\{0, a\}+D$. Put $k=a+d_{i}$. Then $\{k, a+k\}=\left\{a+d_{i}, 2 \alpha+d_{i}\right\}=\left\{a+d_{i}, d_{j}\right\} \subset\{0, a\}+D$. If $k \notin D$, then $\{0, a\}$ is not a 2 component of $C$. Hence $k \in D$. Thus $k=$ $a+d_{i}=d_{m}$ which implies $a=\bar{c}_{i}-\bar{c}_{m}$.

Suppose that $2 a=\bar{c}_{i}-\bar{c}_{j}$ implies $a=\bar{c}_{i}-\bar{c}_{m}$ for some $m$. If $\{0, a\}$ is not a 2 component of $C$, then by Theorem 1 there is a $k \notin D$ such that $\{k, a+k\} \subset\{0, a\}+D$. This implies that $k=a+d_{u}$ for some $u=1, \cdots, r$, and $a+k=2 a+d_{u}=d_{s}$. Thus $2 a=\bar{c}_{u}-\bar{c}_{s}$ and by assumption this implies $a=\bar{c}_{u}-\bar{c}_{t}$. Therefore, $k=a+d_{u}=d_{t} \in D$. This is a contradiction, and hence $\{0, a\}$ is a 2 component of $C$.

In Corollaries $1.4-1.9$ we shall assume that $\bar{C}$ is a difference set with parameters $v=(G), r=(\bar{C})$, and $\lambda=$ the number of representations which each nonzero element of $G$ has in the form $\bar{c}_{i}-\bar{c}_{j}$.

Corollary 1.4. Let $(\bar{C})=r<v$. If $2 a=0$ for $a \neq 0$, then $\{0, a\}$ is not a 2 component of $C$.

Proof. If $\{0, a\}$ is a 2 component of $C$ then $2 a=\bar{c}_{i}-\bar{c}_{i}$ for every $i=1, \cdots, r$, and by Corollary 1.3 we have $r=v$.

Corollary 1.5. If $(\lambda, v)=1$, then there does not exist an $a \neq 0$ such that $\{0, a\}$ is a 2 component of $C$.

Proof. Suppose there is an $a \neq 0$ such that $\{0, a\}$ is a 2 component of $C$. Because of Corollary 1.4 we may assume $2 a \neq 0$. Since
$\bar{C}$ is a difference set we have
(i) $2 a=\bar{c}_{i_{1}}-\bar{c}_{j_{1}}=\bar{c}_{i_{2}}-\bar{c}_{j_{2}}=\cdots=\bar{c}_{i_{\lambda}}-\bar{c}_{j_{\lambda}}$.

By Corollary 1.3 we must have
(ii) $a=\bar{c}_{i_{1}}-\bar{c}_{m_{1}}=\bar{c}_{i_{2}}-\bar{c}_{m_{2}}=\cdots=\bar{c}_{i \lambda}-\bar{c}_{m_{\lambda}}$.

Subtracting $a$ from $2 a$ we get
(iii) $\quad a=\bar{c}_{m_{1}}-\bar{c}_{j_{1}}=\bar{c}_{m_{2}}-\bar{c}_{j_{2}}=\cdots=\bar{c}_{m_{\lambda}}-\bar{c}_{j_{\lambda}}$.

If there is an index $m_{s}$ in (iii) that does not appear as a first index $i_{t}$ in (ii), then $a$ has at least $\lambda+1$ distinct representations as an element of $\{\bar{C}-\bar{C}\}$. This contradicts the choice of $a \neq 0$. Hence we must have that every first index in (iii) appears as a first index in (ii).

Thus from (ii) we obtain $\lambda a=\sum_{k=1}^{\lambda} \bar{c}_{i_{k}}-\bar{c}_{m_{k}}=0$. Since $(\lambda, v)=$ 1 , it follows that $a=0$. This contradicts our choice of $a$, hence Corollary 1.5 is true.

Corollary 1.6. If $G$ is cyclic of order $n^{2}+n+1$, and if $G$ has no simple difference set of order $n+1$, then every set of $n^{2}$ elements has a 2 component.

Corollary 1.7. Let $G$ be cyclic of order $n^{2}+n+1$, and let $n \leqq 1600$. If $n$ is not a prime power, then every set of $n^{2}$ elements has a 2 component.

Proof. This follows from Corollary 1.6 and the paper of Evans and Mann [2].

Corollary 1.8. Let $\lambda>2$. Suppose there is a cyclic subgroup $H$ of $G$ such that $(H)=\lambda$. Suppose $H+g \subset \bar{C}$ for some $g \in G$. Let $a \in H$ such that a has order $\lambda$. Then $\{0, a\}$ is a 2 component of $C$.

Proof. If $\bar{C}$ is a difference set, then so is $\bar{C}-g$. Hence without loss of generality we may assume that $H \subset \bar{C}$.

If $a \in H$ and $a$ has order $\lambda$, then $j a \in H$ for $0 \leqq j \leqq \lambda-1$. Since $2 a \neq 0$, we have that $2 a=j a-(j-2) a$ for $0 \leqq j \leqq \lambda-1$ are the $\lambda$ distinct representations of $2 a$ as an element of $\{\overline{\bar{C}}-\bar{C}\}$. Clearly, $a=j a-(j-1) a$ for $0 \leqq j \leqq \lambda-1$ are the $\lambda$ distinct representations of $a$ as an element of $\{\overline{\bar{C}}-\overline{\bar{C}}\}$. By Corollary $1.3\{0, a\}$ is a 2 component of $C$.

An example of a case where this situation actually occurs is the following. Let $G$ be the residues modulo 15. Let $\bar{C}=\{0,1,2,4,5,8,10\}$. Here $\lambda=3, a=5$, and $g=0$. This and other examples can be found in [3].

An immediate generalization of Corollary 1.8 is the following.
Corollary 1.9. Let $(\lambda, v)=d>2$. Suppose $H$ is a cyclic sub-
group of $G$ of order $d$. Suppose there are exactly $\lambda / d$ cosets of $H$ contained in $\bar{C}$. If $a \in H$ such that $a$ is of order $d$, then $\{0, a\}$ is a 2 component of $C$.

An example of a case where this situation occurs is again from [3]. It is the geometry modulo 63 . We have $\bar{C}=\{0,1,2,3,4,6,7,8$, $9,12,13,14,16,18,19,24,26,27,28,32,33,35,36,38,41,45,48,49,52$, $54,56\}$. Here $\lambda=15, d=3$, and $a=21$. We have $H=\{0,21,42\}$; and the 5 cosets are: $\{3,24,45\} ;\{6,27,48\} ;\{7,28,49\} ;\{12,33,54\}$; and $\{14,35,56\}$.

Definition. We say that $C$ is indecomposable, if there do not exist sets, $A$ and $B$, such that $\operatorname{Min}(A),(B) \geqq 2$ and $A+B=C$.

Theorem 2. Let $C$ be such that $(C)=3$. If the elements of $C$ are not in progression, then $C$ is indecomposable.

Theorem 3. Let $C=\left\{0, c_{1}, c_{2}, \cdots, c_{s}\right\}$. Let $s \geqq 3$ and let $C^{*}=$ $\left\{0, c_{1}, c_{2}, \cdots, c_{s-1}\right\}$. If $c_{s} \notin\left\{C^{*}-C^{*}\right\} \cup\left\{C^{*}+C^{*}\right\}$, then $C$ is indecomposable.

Proof. Suppose there are sets, $A$ and $B$, with $\operatorname{Min}(A),(B) \geqq 2$ and such that $A+B=C$. Since $0 \in C$ we must have $0=a_{0}+b_{0}$ where $a_{0} \in A$ and $b_{0} \in B$. Let $A^{\prime}=A-a_{0}$ and $B^{\prime}=B-b_{0}$. Since $b_{0}=-a_{0}$ we must have $A^{\prime}+B^{\prime}=A+B=C$. Thus we may assume without loss of generality that $0 \in A \cap B$. Hence $A \cup B \subset C$.

If $c_{s} \in A+B$, then $c_{s}=c_{i}+c_{j}$. If $i \neq s$ and $j \neq s$, then $c_{s} \in\left\{C^{*}+C^{*}\right\}$ contrary to hypothesis. Thus $c_{s} \in A \cup B$. Suppose $c_{s} \in A$. Since $(B) \geqq 2$, we have a $c \in B$ such that $c \neq 0$. We must have $c_{s}+c=c_{i} \in C$. Hence $c_{s}=c_{i}-c \in\left\{C^{*}-C^{*}\right\}$ which is contrary to hypothesis. Thus $C$ is indecomposable.

The fact that $(C) \geqq 4$ is necessary is illustrated by the following example. Let $C=\{0,2 c, c\}$. Put $C^{*}=\{0,2 c\}$. We have $\left\{C^{*}-C^{*}\right\} \cup\left\{C^{*}+C^{*}\right\}=\{0,2 c,-2 c, 4 c\}$, and $c \notin\left\{C^{*}-C^{*}\right\} \cup\left\{C^{*}+C^{*}\right\}$ for any choice of $c$ such that $3 c \neq 0$. Yet $C=\{0, c\}+\{0, c\}$.

Corollary 3.1. Let $s \geqq 3$. If $(G)=v>[3 s(s-1) / 2]+1$, then there exists a set $C \subset G$ such that $(C)=s+1$ and $C$ is indecomposable.

Proof. Let $C^{*}=\left\{0, c_{1}, c_{2}, \cdots, c_{s-1}\right\}$ be any set of $s-1$ nonzero elements of $G$ and zero.

We have $\left(\left\{C^{*}+C^{*}\right\}\right) \leqq[s(s-1) / 2]+s$ and $\left(\left\{C^{*}-C^{*}\right) \leqq s(s-1)+1\right.$. Since $C^{*} \subset\left\{C^{*}+C^{*}\right\} \cap\left\{C^{*}-C^{*}\right\}$, we have $\left(\left\{C^{*}+C^{*}\right\} \cap\left\{C^{*}-C^{*}\right\}\right) \geqq s$.

Hence $\left(\left\{C^{*}+C^{*}\right\} \cup\left\{C^{*}-C^{*}\right\}\right) \leqq[3 s(s-1) / 2]+1$.
Since $v>[3 s(s-1) / 2]+1$, we must have an element $c_{s} \in G$ such that $c_{s} \notin\left\{C^{*}+C^{*}\right\} \cup\left\{C^{*}-C^{*}\right\}$. By Theorem $3 C^{*} \cup\left\{c_{s}\right\}$ is indecomposable.

Theorem 2 and Corollary 3.1 give us the following.
Theorem 4. For any positive integer $s \geqq 2$ there always exists an Abelian group $G$ and $a$ subset $C$ of $G$ such that $(C)=s+1$ and $C$ is indecomposable.

Theorem 5. Let $\left\{e_{1}, \cdots, e_{u}\right\}=\{\bar{C}-\bar{C}\}$. Let $s(x, y)$ be the number of solutions, of the group equation $x g=y$ where $x$ is an integer. Suppose $m+1 \leqq v-(\bar{C})$. If $v>\sum_{t=1}^{u} \sum_{x=2}^{m+1} s\left(x, e_{t}\right)=\delta$, then there exist sets $A$ and $B$ such that $0 \in A,(A)=m+1, A$ is in progression and $A+B=C$.

Proof. There are at most $\delta$ solutions of the equations $x g=e_{t}$ where $2 \leqq x \leqq m+1$ and $1 \leqq t \leqq u$. Hence if $v>\delta$, there exists an element $a \in G$ such that $x a \neq \bar{c}_{i}-\bar{c}_{j}$ for all $\bar{c}_{i}, \bar{c}_{j} \in \bar{C}$ and $x=2, \cdots$, $m+1$. We distinguish two cases:

I $m \equiv 0(2)$;
II $m \equiv 1(2)$;

Case I. $m \equiv 0(2)$. Put $A=\{0, a,-a, \cdots, m a / 2,-m a / 2\}$. For $k \notin D$ suppose that $A+k \subset A+D$. Then $k=h a+d_{i}$. Choose $|h|$ minimal.

If $h>0$, then $k+[((m+2) / 2)-h] a=[(m+2) / 2] a+d_{i}=j a+d_{t}$. From our choice of $a$, in follows that $j=m / 2$. Hence $a+d_{i}=d_{t}$, and so $k=(h-1) a+d_{t}$, contradicting our choice of $h$.

If $h<0$, then $k+[(-(m+2) / 2)-h] a=-[(m+2) / 2] a+d_{i}=$ $j a+d_{t}$. From our choice of $a$ it follows that $j=-m / 2$. Hence $d_{i}=a+d_{t}$, and so $k=(h+1) a+d_{t}$ contradicting our choice of $h$.

Thus by Theorem 1.1 $A$ is a component of $C$.

Case II. $\quad m \equiv 1(2)$. Put $A=\{0, a,-a, \cdots,[(m-1) / 2] a$, $-[(m-1) / 2] a,[(m+1) / 2] a\}$. The argument is the same as above replacing $m+2$ with $m+3$ and $j$ will be either $(m+1) / 2$ or $-(m+1) / 2$.

Corollary 5.1. Let $v>\delta$. Then there exist an $A_{i}$ and $a B_{i}$ for every $i$ such that $2 \leqq i \leqq m+1$ such that $0 \in A_{i},\left(A_{i}\right)=i, A_{i}$ is in progression, and $A_{i}+B_{i}=C$.

Corollary 5.2. If $v$ is a prime, then $v>m u$ implies that for every $i$ for which $2 \leqq i \leqq m+1$ there exist an $A_{i}$ and $a B_{i}$ such that $0 \in A_{i},\left(A_{i}\right)=i, A_{i}$ is in progression, and $A_{i}+B_{i}=C$.

We note by an example that a set $C$ may have an $i+1$ component and not have an $i$ component. Let $G$ be the integers modulo 13. Let $\bar{C}=\{1,2,4,10\}$. By Corollary $1.5 C$ does not have a 2 component, since $\bar{C}$ is a simple difference set. But $\{0,9,12\}+\{0,7,9,12\}=$ $\{0,3,5,6,7,8,9,11,12\}=C$.

Sets of integers. From now on our sets shall be sets of nonnegative integers. In particular the complement of a set $S$, which shall be denoted by $\bar{S}$, shall mean the set of all nonnegative integers which are not in $S$.

Definition. An $n$ section is a set of nonnegative integers which contain all integers greater than $n$ but does not contain $n$.

In Theorems 6 and 7 we shall assume that the sets $A$ and $C$ are $\bar{c}_{r}$ sections.

Theorem 6. Let $\bar{C}=\left\{\bar{c}_{1}<\bar{c}_{2}<\cdots<\bar{c}_{r}\right\}$. Let $D=\left\{d_{i}=\bar{c}_{r}-\bar{c}_{i}\right.$, $i=1, \cdots, r\}$. Then $A$ is a component of $C$ if and only if for every $k \notin D, k \leqq c_{r}$ we have $A+k \not \subset A+D$.

Proof. Put $B=\bigcap_{i=1}^{r}\left\{\bar{c}_{i}-\bar{A}\right\}$. If $A+B_{1}=C$, then $B_{1} \subset B$ and also $A+B=C$. Hence, $A$ is a component of $C$ if and only if $A+B=C$.

Suppose for every $k \notin D, k \leqq \bar{c}_{r}$ we have $A+k \not \subset A+D$. Then, for every $k \notin D, k \leqq \bar{c}_{r}$ there is an $a \in A$ such that $a+k=\bar{a}_{i}+d_{i}$ for every $i=1, \cdots, r$ where $d_{i}=\bar{c}_{r}-\bar{c}_{i}$ and $\bar{a}_{i} \in \bar{A}$. Hence, $\bar{c}_{r}-k=$ $a-\bar{a}_{i}+\bar{c}_{i}$ for every $i=1, \cdots, r$. Hence, $\bar{c}_{r}-k=a+b$ where $b \in B$. Put $k=\bar{c}_{r}-c$ where $c \in C$. Then $k \notin D$ and $k \leqq c_{r}$. Thus $c=a+b$. Hence $A+B=C$, and $A$ is a component of $C$.

Now suppose $A$ is a component of $C$. Hence $A+B=C$. If there is a $k \notin D, k \leqq \bar{c}_{r}$ such that $A+k \subset A+D$, then for every $a \in A$ there is an $i$ such that $a+k=a_{i}+d_{i}$. Hence, $\bar{c}_{r}-k=a+\bar{c}_{i}-a_{i}=$ $a+\bar{b}$, where $\bar{b} \in \bar{B}$. Since $k \neq \bar{c}_{r}-\bar{c}_{j}$ for any $j=1, \cdots, r$, we must have $k=\bar{c}_{r}-c$ for some $c \in C$. Hence for every $a \in A$ we have $c-a=\bar{b} \in \bar{B}$. Therefore, $c \notin A+B$. This is a contradiction, and hence our theorem is true.

Definition. For $m$ a positive integer we say that $A$ is an $m$ set, if and only if, for all $a \in A$ we have $a+m \in A$.

Corollary 6.1. Let $A$ be an $n$ section such that $0 \in A$. Then
$A$ is a component of $\overline{\{n\}}$, if and only if, $A$ is not an $m$ set for $m \leqq n$.

Corollary 6.2. Let $A$ be an $m$ set for some $m$ such that $m<n$. Let $\bar{A}=\left\{n_{1}<n_{2}<\cdots<n_{r}=n\right\}$. Then there is an $n_{i}<n_{r}$ such that

$$
\begin{equation*}
\frac{A\left(n_{r}\right)}{n_{r}+1} \geqq \frac{A\left(n_{i}\right)}{n_{i}+1} \tag{i}
\end{equation*}
$$

where $A(x)$ denotes the usual counting function of all $a \in A$ such that $a \leqq x$.

Proof. At the end of Lemma 1 on page 911 of [7] it was shown that if the construction defined there fails at a gap $n_{s}<n_{r}=n$, then

$$
\frac{C(n)}{n+1} \geqq \frac{A\left(n_{s}\right)+B\left(n_{s}\right)-1}{n_{s}+1}+\left(C\left(d_{s}-1\right)-\frac{C(n) d_{s}}{n+1}\right) \frac{1}{n_{s}+1}
$$

Now let $C=A$ and $B=\{0\}$. Then we have

$$
\frac{A(n)}{n+1} \geqq \frac{A\left(n_{s}\right)}{n_{s}+1}+\left(A\left(d_{s}-1\right)-\frac{A(n) d_{s}}{n+1}\right) \frac{1}{n_{s}+1}
$$

If we assume that $A\left(n_{i}\right) /\left(n_{i}+1\right)>A(n) /(n+1)$ for all $i=1, \cdots, r-1$ then it follows that for all $a \in A$ we have $A(a) /(a+1)>A(n)(n+1)$. Hence the remainder term, $\left[A\left(d_{s}-1\right)-\left\{A(n) d_{s} /(n+1)\right\}\right] 1 /\left(n_{s}+1\right)$ is positive, and we have $A(n) /(n+1)>A\left(n_{s}\right) /\left(n_{s}+1\right)$. This contradicts the assumption that $A\left(n_{i}\right) /\left(n_{i}+1\right)>A(n) /(n+1)$ for all $i-1, \cdots$, $r-1$.

If the construction does not fail, then all gaps in $C$ are filled except $n=n_{r}$. Since in our case $C=A$, we would have that $A$ is a component of $\{n\}$. But $A$ is an $m$ set for some $m<n$, and by Corollary 6.1 this is impossible.

An example of a case where we have equality in (i) is $A=\{0,2,4\}$. We have $A(1) / 2=A(3) / 4=A(5) / 6=1 / 2$.

Definition. The $\bar{c}_{r}$ section $C$ has an $m$ component if and only if there exist sets, $A$ and $B$ such that $A\left(\bar{c}_{r}\right)=m$ and $A+B=C$.

Corollary 6.3. Let $\bar{C}=\left\{\bar{c}_{1}<\bar{c}_{2}\right\}$ and let $0 \in C$. Then $C$ has a 2 component, if and only if, $\bar{C}$ is not one of the following three sets: $\{1,2\} ;\{2,4\} ;\{3,5\}$.

COROLLARY 6.4. If $\bar{c}_{r}$ is such that $\bar{c}_{r}-\bar{c}_{1}>\bar{c}_{r-1}$, then $C$ has a 2 component.

Proof. One can easily verify that $\left\{0, \bar{c}_{r}-\bar{c}_{1}\right\}$ is a 2 component by Theorem 6.

Theorem 7. For a given $r$ and $m$ there exist at most a finite number of sets with $r$ gaps which do not have an $m+1$ component.

That is to say if $\bar{C}=\left\{\bar{c}_{1}<\bar{c}_{2}<\cdots<\bar{c}_{r}\right\}$, then there are sets $A$ and $B$ such that $A\left(\bar{c}_{r}\right)=m+1,0 \in A$, and $A+B=C$ except for at most a finite number of sets $C$. One can even impose the additional condition that $A$ be in progression.

Proof. We first prove a lemma.
Lemma. If there exists an $a \in C$ such that
(1) $\quad x a \neq \bar{c}_{i}-\bar{c}_{j} \quad$ for $1 \leqq j<i<r$ and $x=1, \cdots, m+1$; and
(2) either $\bar{c}_{j}<a<(m+1) a<\bar{c}_{j+1}$ for some $j$ such that

$$
1 \leqq j \leqq r-1 \quad \text { or } \quad 0<a<(m+1) a<\bar{c}_{1} ;
$$

then $A=\{0, a, 2 a, \cdots, m a\}$ is an $m+1$ component of $C$.
Proof. By Theorem $6 A$ is a component of $C$, if and only if, for all $k \notin D, k \leqq \bar{c}_{r}$, we have $A+k \not \subset A+D$. If for some $k \notin D$, $k \leqq \bar{c}_{r}$ we have $A+k \subset A+D$, then $k=s a+d i$ for some $s$ and $i$ such that $0<s \leqq m$ and $1 \leqq i \leqq r$. Under the assumption that $a$ satisfies (1) and (2), we shall show that $k+(m-s+1) a \notin A+D$, and hence $A+k \not \subset A+D$ contrary to the assumption that $A+k \subset A+D$. Hence $A$ will be an $m+1$ component of $C$.

We have $k+(m-s+1) a=s a+d_{i}+(m-s+1) a=(m+1) a+d_{i}$ for some $i$. If $k+(m-s+1) a \in A+D$ then either
(3) $\quad(m+1) a+d_{i}=t a+d_{j}$ for some $t=0, \cdots, m$ and $j=1, \cdots, r$ and $j \neq i ;$
or

$$
\begin{equation*}
(m+1) a+d_{i}>\bar{c}_{r}>s a+d_{i} . \tag{4}
\end{equation*}
$$

Now (3) implies ( $m+1-t$ ) $a=\bar{c}_{i}-\bar{c}_{j}$ contrary to (1), and (4) implies $(m+1) a>\bar{c}_{i}>s a \geqq a>0$ contrary to (2). Hence $A$ is an $m+1$ component of $C$. This completes the proof of the lemma.

Let $\delta=\left(\left\{\bar{c}_{i}-\bar{c}_{j} \mid 1 \leqq j<i \leqq r\right\}\right)$. Then $1 \leqq \delta \leqq\left(r^{2}-r\right) / 2$. If there are at least $(m+1) \delta+1$ choices for $a$ between $\bar{c}_{j}+1$ and $\left[\bar{c}_{j+1} /(m+1)\right]-1$ inclusive or between 1 and $\left[\bar{c}_{1} /(m+1)\right]-1$ inclusive,
then we can choose an $a$ so that conditions (1) and (2) of the lemma are satisfied. Thus conditions (1) and (2) of the lemma are satisfied if either

$$
\begin{equation*}
\bar{c}_{j+1} \geqq(m+1)\left(\delta(m+1)+\bar{c}_{j}+2\right) \quad \text { for } \quad 1 \leqq j \leqq r-1 \tag{5}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{c}_{1} \geqq(m+1)(\delta(m+1)+2) . \tag{6}
\end{equation*}
$$

Let $\delta(m+1)+2=n$. If (5) and (6) both fail, then we must have $\bar{c}<(m+1) n$

$$
\begin{aligned}
& \bar{c}_{2}<(m+1)\left(n+\bar{c}_{1}\right)<n\left((m+1)+(m+1)^{2}\right) \\
& \vdots \\
& \bar{c}_{i}<(m+1)\left(n+\bar{c}_{i-1}\right)<n \sum_{q=1}^{i}(m+1)^{q} \\
& \vdots \\
& \bar{c}_{r}<(m+1)\left(n+\bar{c}_{r-1}\right)<n \sum_{q=1}^{r}(m+1)^{q} .
\end{aligned}
$$

Hence if $c_{r} \geqq n \sum_{q=1}^{r}(m+1)^{q}$ then either condition (5) or condition (6) is satisfied and $a$ can be chosen so that conditions (1) and (2) of the lemma are both satisfied.

Thus if $\bar{c}_{r} \geqq(\delta(m+1)+2) \sum_{q=1}^{r}(m+1)^{q}$, then there is an $a \in C$ such that $\{0, a, 2 a, \cdots, m a\}$ is an $m+1$ component of $C$. Since for a fixed $r, \delta$ is bounded, it follows that the number of sets $C$, with $r$ gaps which do not have an $m+1$ component is finite.

In Theorems 8-11, we shall make no restriction on the number of gaps that a set $C$ may have.

Definition. A set $C$ is said to be strictly decomposable if there are sets, $A$ and $B$, such that $\operatorname{Min}(A),(B) \geqq 2$ and $A+B=C$.

Definition. A set $C$ is said to be asymptotically decomposable if there are sets, $A$ and $B$, such that $\operatorname{Min}(A),(B) \geqq 2$ and $A+B=$ $=C^{*}$ where $\left(C^{*} \cap \bar{C}\right)<\infty$ and $\left(C \cap \bar{C}^{*}\right)<\infty$. We write $A+B \sim C$.

Theorem 8. Let $C$ be given. Let $\left\{n_{i}\right\}$ be a monotonically increasing sequence of nonnegative integers. Let $C_{k}=C \cap[0, k]$. Then a necessary and sufficient condition that $C$ be strictly decomposable is that for each $n_{i}$ in the sequence there exist a pair of sets, $A_{n_{i}}$ and $B_{n_{i}}$, such that $\left\{A_{n_{i}}+B_{n_{i}}\right\} \cap\left[0, n_{i}\right]=C_{n_{i}}$; and there exists a positive integer $N$ such that whenever $n_{i} \geqq N$ we have $\operatorname{Min} A_{n_{i}}(N), B_{n_{i}}(N) \geqq 2$.

Proof. If $C$ is strictly decomposable, then we have a pair of sets,
$A$ and $B$, such that $\operatorname{Min}(A),(B) \geqq 2$ and $A+B=C$. Put $A_{n_{i}}=A \cap\left[0, n_{i}\right]$ and $B_{n_{i}}=B \cap\left[0, n_{i}\right]$. If for some $n_{i}$ we have $\left\{A_{n_{i}}+B_{n_{i}}\right\} \cap\left[0, n_{i}\right] \neq$ $C \cap\left[0, n_{i}\right]$, then $\{A+B\} \cap\left[0, n_{i}\right] \neq C \cap\left[0, n_{i}\right]$ which is a contradiction. Since Min $(A),(B) \geqq 2$ we must have a positive integer $N$ such that $\operatorname{Min} A(N), B(N) \geqq 2$. This clearly implies that for $n_{i} \geqq N$ we have $\operatorname{Min} A_{n_{i}}(N), B_{n_{i}}(N) \geqq 2$. Hence our condition is necessary.

Now let $\left\{m_{j}\right\}_{j=0}^{\infty}$ be any monotonically increasing sequence of nonnegative integers. Put $A_{m_{0}}, i=A_{n_{i}} \cap\left[0, m_{0}\right]$ and $B_{m_{0}}, i=B_{n_{i}} \cap\left[0, m_{0}\right]$. Since there are only a finite number, $2^{2 m_{0}+2}$, of choices for each pair of sets, $A_{m_{0}}, i$ and $B_{m_{0}}, i$, there must be at least one pair, $A_{m_{0}}$ and $B_{m_{0}}$, which is repeated for an infinite number of indices $i$.

Let $\left\{n_{i}^{(1)}\right\}$ be the subsequence of $\left\{n_{i}\right\}$ for which $A_{m_{0}}=A_{n_{i}}(1) \cap\left[0, m_{0}\right]$ and $B_{m_{0}}=B_{n_{i}}(1) \cap\left[0, m_{0}\right]$. Now $A_{m_{0}}+B_{m_{0}} \subset C$, since in the original construction of $A_{m_{0}}$ and $B_{m_{0}}$ the $n_{i}$ may be chosen arbitrarily large. Also we have $\left\{A_{m_{0}}+B_{m_{0}}\right\} \cap\left[0, m_{0}\right]=C_{m_{0}}$.

We repeat this process using $m_{1}$ and the sequence $\left\{n_{i}^{(1)}\right\}$. Put $A_{m_{1}}, i=A_{n_{i}}(1) \cap\left[0, m_{1}\right]$ and $B_{m_{1}}, i=B_{n_{i}}(1) \cap\left[0, m_{1}\right]$. Again we must have at least one pair of sets, $A_{m_{1}}$ and $B_{m_{1}}$, that repeats an infinite number of times. This pair, $A_{m_{1}}$ and $B_{m_{1}}$, determines a subsequence $\left\{n_{i}^{(2)}\right\} \subset\left\{n_{i}^{(1)}\right\}$. We must have $A_{m_{1}}+B_{m_{1}} \subset C$ and $\left\{A_{m_{1}}+B_{m_{1}}\right\} \cap\left[0, m_{1}\right]=$ $C_{m_{1}}$ 。

Continuing in this way, we have for each $m_{j}$ a pair of sets, $A_{m_{j}}$ and $B_{m_{j}}$, and a subsequence $\left\{n_{i}^{(j+1)}\right\} \subset\left\{n_{i}^{(j)}\right\}$ such that $A_{m_{j}}=$ $A_{n_{i}}(j+1) \cap\left[0, m_{j}\right]$ and $B_{m_{j}}=B_{n_{i}}(j+1) \cap\left[0, m_{j}\right]$. For each $m_{j}$ we also have $A_{m_{j}}+B_{m_{j}} \subset C$ and $\left\{A_{m_{j}}+B_{m_{j}}\right\} \cap\left[0, m_{j}\right]=C_{m_{j}}$.

Put $A=\bigcup_{j=0}^{\infty} A_{m}$, and $B=\bigcup_{j=0}^{\infty} B_{m_{j}}$. Since in each subsequence, $\left\{n_{i}^{(j)}\right\}$, there exists an $n_{i}^{(j)}$ such that $n_{i}^{(j)} \geqq N$, we have that $\operatorname{Min} A_{m_{j}}(N)$, $B_{m_{j}}(N) \geqq 2$, and hence $\operatorname{Min}(A),(B) \geqq 2$. If $A+B \neq C$, then there is a section of $C$, say $C_{k}$, for which the decomposition fails. Let. $m_{j}>k$. Then for the subsequence, $\left\{n_{i}^{(j+1)}\right\}$, we have

$$
\left\{A_{n_{i}}(j+1)+B_{n_{i}}(j+1)\right\} \cap C_{m_{j}} \neq C_{m_{j}}=C_{n_{i}}(j+1) \cap\left[0, m_{j}\right] .
$$

This contradicts the original hypothesis. Hence $A+B=C$ is a strict. decomposition of $C$, and our condition is sufficient. This completes the proof of Theorem 8.

If $C$ has a finite number of gaps, $C$ is a section. If $C$ has infinitely many gaps then Theorem 8 shows that the problem of strict decomposability reduces to the problem of decomposability of sections because we can choose for $\left\{n_{i}\right\}$ a sequence of gaps of $C$.

Corollary 8.1. Let $\left\{n_{i}\right\}$ be an infinite sequence of elements of $\bar{C}$. Then $C$ is strictly decomposable, if and only if, every section. $\left\{C \cap\left[0, n_{i}\right)\right\} \cup\left[n_{i}+1, \infty\right)$ is decomposable.

Theorem 9. Let $C$ be given. Let $A$ be such that $\bar{A} \supsetneq \bar{C}$ and $(A) \geqq 2$. Let $f(\bar{a})$ be the number of representations of $\bar{a}$ in the form $a_{i}+\bar{c}_{j}-a_{m}$. If for every $\bar{a} \in \bar{A}$, such that $\bar{a} \geqq 0$, and such that $\bar{a} \in A+\bar{C}-A$ we have $f(\bar{a})<A(\bar{a})$, then there exists $a$ set $B$ such that $A+B=C$ is a strict decomposition of C .

Proof. Put $B=\bigcap_{i=1}^{\infty}\left\{\bar{c}_{i}-\bar{A}\right\}$. Now $B \neq \phi$ since $0 \in B$ and clearly $A+B \subset C$.

Let $\bar{a} \in \bar{A}$ such that $\bar{a} \in C$. If $\bar{a} \notin A+B$, then it must be true that for every $a \in A$ such that $a<\bar{a}$, we must have $\bar{a}-a \in \bar{B}=$ $\bigcup_{i=1}^{\infty}\left\{\bar{c}_{i}-A\right\}$. Hence for every $a \in A$ such that $a<\bar{a}$ we must have that there exists a $\bar{c}_{k} \in \bar{C}$ and an $a^{\prime} \in A$ such that $\bar{a}=$ $a+\bar{c}_{k}-a^{\prime} \in A+\bar{C}-A$. There exist at least $A(\bar{a})$ such representations of $\bar{a}$, since there are $A(\bar{a}) a$ 's in $A$ such that $a<\bar{a}$. Hence $f(\bar{a}) \geqq$ $A(\bar{a})$ contrary to hypothesis. Hence there is an $a \in A$ such that $\bar{a}-a \in B$. Hence $A+B=C$. Since $A \neq C, A \subset C$, we must have $(B) \geqq 2$, and thus this decomposition of $C$ is strict.

Theorem 10. Let $C$ be an infinite set. If $C$ is asymptotically decomposable, then there is an integer $k$ such that for all positive integers $m$ there are infinitely many pairs of elements $c_{1}, c_{2} \in C$ such that $m<c_{1}<c_{2}<c_{1}+k$.

Proof. Since $C$ is asymptotically decomposable, there is a $C^{*}$ such that $C^{*} \sim C$ and $C^{*}$ is strictly decomposable. And if $C^{*}$ satisfies the conclusions of Theorem 10, then so does $C$. Hence without loss of generality we may assume that $C$ is strictly decomposable.

Since $C$ is an infinite set, and since $C$ is strictly decomposable, at least one of the two components is infinite. Suppose without loss of generality that $(B)=\infty$. Let $a_{1}, a_{2} \in A$ where $0 \leqq a_{1}<a_{2}<k$. Let $m$ be any positive integer. Then there are an infinite number of elements $b \in B$ such that $a_{1}+b=c_{1}>m$ and $a_{2}+b=c_{2}$. Now $c_{2}-c_{1}=a_{2}-a_{1}<k$, and we have $m<c_{1}<c_{2}<c_{1}+k$.

Corollary 10.1. Let $C$ be an infinite set. Let $f(n)=c_{n}-c_{n-1}$ for $n \geqq 2$ where $c_{n-1}$ and $c_{n}$ are consecutive elements of $C$. If there exists an integer $m$ such that for $n \geqq m, f(n)$ is increasing, then $C$ is asymptotically decomposable if and only if $f(n)$ is bounded.

Theorem 11. Let $g(y)=\varlimsup_{\lim _{x \rightarrow \infty}}[C(x+y)-C(x)]$. If $g(y)$ is bounded for all $y$, then $C$ is not asymptotically decomposable as the sum of two infinite sets.

Proof. Suppose $C \sim A+B=C^{*}$ where $(A)=(B)=\infty$. Clearly
$\varlimsup_{x \rightarrow \infty}\left[C^{*}(x+y)-C^{*}(x)\right]=\varlimsup_{\lim _{x \rightarrow \infty}}[C(x+y)-C(x)]=g(y)$. Let $B=$ $\left\{b_{0}<b_{1}<b_{2}<\cdots\right\}$. Then $g(y) \geqq \varlimsup_{j \rightarrow \infty}\left[C^{*}\left(b_{j}+y\right)-C^{*}\left(b_{j}\right)\right] \geqq A(y)$. Since for all $a \leqq y$ and $a \in A$ we must have $b_{j} \leqq b_{j}+a \leqq b_{j}+y$. Hence for all $b_{j} \in B$ and $y$ we must have $C^{*}\left(b_{j}+y\right)-C^{*}\left(b_{j}\right) \geqq A(y)$. But if $g(y)$ is bounded, then $A(y)$ is bounded and $A$ is not an infinite set.

Let $P$ be the set of all primes. It is easy to show that $P$ is not strictly decomposable.

Theorem 12. If $A+B \sim P$, the set of all primes, then $(A)=$ (B) $=\infty$.

Proof. Suppose $A=\left\{a_{1}<a_{2}<\cdots<a_{n}\right\}$ and $A+B \sim P$. Then $A-a_{1}+B+a_{1} \sim P$. Thus we may without loss of generality assume $a_{1}=0$. Let $N=\max \{\bar{p} \in A+B, p \notin A+B\}$. Then whenever $b \in B$ and $b>N$, we must have $\mathrm{a}_{i}+b \in P$ for $i=1, \cdots, n$, and in particular $b \in P$.

Choose $n$ primes $p_{1}, \cdots, p_{n}$ such that $\left(a_{i}, p_{i}\right)=1=\left(p_{i}, p_{j}\right)$ for $i \neq j$ and $i=2, \cdots, n$ and $\left(p_{1}, a_{i}\right)=1=\left(p_{1}, p_{i}\right)$ for $i=2, \cdots, n$. Consider the solutions to the simultaneous congruences. $x \equiv a_{i}\left(p_{i}\right)$ for $i=2, \cdots, n$ and $x \equiv-a_{2}\left(p_{1}\right)$. The set of solutions forms an arithemetic progression $\left\{x+k \prod_{i=1}^{n} p_{i}\right\}_{k=0}^{\infty}$ with $\left(x, \prod_{i=1}^{n} p_{i}\right)=1$. By the Dirichelet theorem there exist an infinite number of primes of the form $x+k \prod_{i=1}^{n} p_{i}$. Let $q$ be such a prime, and let $q>N+a_{n}$. Then $q \in A+B$.

If $q=a_{i}+b$ for some $i=2, \cdots, n$ and $b \in B$, then $b>N$ and $b \in P$. But $q=a_{i}+b$ implies that $b \equiv o\left(p_{i}\right)$ which is impossible for sufficiently large $q$. If $q=b \in B$, then $q+a_{2} \in P$. But $q+a_{2} \equiv 0\left(p_{1}\right)$ which is also impossible for sufficiently large $q$.

Hence $(A)=(B)=\infty$.
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# ALGEBRAIC EXTENSIONS OF COMMUTATIVE BANACH ALGEBRAS 

John A. Lindberg, Jr.

1. Introduction. Let $A$ denote a commutative normed algebra with multiplicative unit and norm $\|\cdot\|$. In [2], Arens and Hoffman showed that it is possible to norm $A[x] /(\alpha(x))$, where $\alpha(x)=\sum_{i=0}^{n} \alpha_{i} x^{i}$ is a monic polynomial over $A$, in such a way that the canonical mapping of $A$ into $A[x] /(\alpha(x))$ is an isometry as well as an isomorphism; in fact, they give a family of norms on $A[x] /(\alpha())$, all of which are equivalent. Specifically, let $t$ be a positive number which satisfies $t^{n} \geqq$ $\left\|\alpha_{0}\right\|+\left\|\alpha_{1}\right\| t+\cdots+\left\|\alpha_{n-1}\right\| t^{n-1}$. Let $\sum_{i=0}^{n-1} a_{i} x^{i}+(\alpha(x))$ be any coset in $A[x] /(\alpha(x))$. As is well known, $\sum_{i=0}^{n-1} a_{i} x^{i}$ is the unique representative of this coset of lowest degree. Thus, $\left\|\sum_{i=0}^{n-1} a_{i} x^{i}+(\alpha(x))\right\|=\sum_{i=0}^{n-1}\left\|a_{i}\right\| t^{i}$ is well defined and makes $A[x] /(\alpha(x))$ into a normed algebra. Clearly, $a \rightarrow a+(\alpha(x)), a \in A$, is an isometry of $A$ into $A[x] /(\alpha(x))$. (Unless otherwise stated, we assume without loss of generality that $t=1$.) From the form of the norm we see that $A[x] /(\alpha(x))$ is a Banach algebra under this norm precisely when $A$ is a Banach algebra under $\|\cdot\|$. In the present paper, we deal mainly with the case where $A$ is a Banach algebra. In section nine we deal with, at some length, more general algebras.

In this paper we are mainly interested in the algebraic aspects of the extension $B=A[x] /(\alpha(x))$. However, we also present results which are Banach algebraic in nature. For example in section three we give a complete description of the Silov boundary of $B$. Section four is devoted to the study of the inheritance by $B$ of the Banach algebra properties of regularity and self-adjointness. In particular, we show that if $A$ is regular then $B$ is also regular. Self-adjointness is not always inherited as Example 4.3 shows. A sufficient condition (which is satisfied, for example, when the discriminant of $\alpha(x)$ is invertible) is given under which this property is inherited. (This condition states that the set $S(\alpha(x), A)$ of singular points of $\alpha(x)$ is empty. This means that the natural mapping of the carrier space of $B$ onto the carrier space of $A$ is a local homeomorphism with respect to the weak* topologies. See section two for a complete discussion of this concept.)

In section five we once again make use of the condition that $\alpha(x)$ has no singular points. Theorem 5.2 states that if $A$ is semi-simple

[^18]and if $S(\alpha(x), A)=\phi$, then $B$ decomposes into the direct sum of a closed subalgebra of the form $A[b]$, with $\alpha(b)=0$, and the radical of $B$.

The next section is motivated by a well-known result in classical field theory. If $A$ is a field and $\alpha(x)$ an irreducible polynomial, then any root $b \in B$ of $\alpha(x)=0$ gives rise to an automorphism $\left(\sum_{i=0}^{n-1} a_{i} x^{i}+(\alpha(x)) \rightarrow\right.$ $\sum_{i=0}^{n-1} a_{i} b^{i}$ ) of $B$ which leaves invariant each element of $A$. In the present context this is no longer generally true. However, we are able to give two sets of conditions which assure us of this conclusion. Theorem 6.1 states that if $A[b]$ is dense in $B$, then $\sum_{i=0}^{n-1} a_{i} x^{i}+(\alpha(x)) \rightarrow$ $\sum_{i=0}^{n-1} a_{i} b^{i}$ is an automorphism. Theorem 6.2 requires that the discriminant $d$ of $\alpha(x)$ satisfy the condition that $d a \in \operatorname{Rad}(A)$ imply $a \in \operatorname{Rad}(A)(\operatorname{Rad}(A)$ denotes the radical of $A$ ) and that the Gelfand transform of $b$ satisfy a certain separation property. Also in section six we give conditions under which the automorphisms of $B$ which leave each element of $A$ invariant are periodic. The period is shown to be a factor of $n$ !, $n=$ degree of $\alpha(x)$ over $A$. Examples can be given which show that in the absence of any restrictions some of the automorphisms of $B$ leaving invariant each element of $A$ have infinite order.

In the next two sections we deal exclusively with polynomials over $A$ which have invertible discriminants in $A$. Section seven is concerned with the problem of extending a ring isomorphism of $A_{1}$ onto $A_{2}$ to an isomorphism of $A_{1}[x] /\left(\alpha_{1}(x)\right)$ onto $A_{2}[x] /\left(\alpha_{2}(x)\right)$. A necessary and sufficient condition is given under which such an extension exists. The extension is not necessarily unique. Prior to establishing this theorem we characterize those elements $b \in B$ such that $B=A[b]$ ( $=$ algebra of polynomials in $b$ with coefficients in $A$ ). Attention is given to extending involutions on $A$ to involutions of $B$.

In section eight we show that repeated extensions are again simple algebraic extensions (algebraically and topologically) of the type under discussion in this paper.

In the last section we give a complete description of the radical of $B$. The major results are stated for algebras over fields of characteristic zero. The main theorem (9.2) states that if $A$ is semi-simple, then the radical of $B$ is a nilpotent ideal. The degree of nilpotency is also specified. As a corollary, we have that if $B$ is semi-simple, then $A$ is semi-simple and the discriminant of $\alpha(x)$ is not a zero divisor in $A$, or zero. Applying this to the case of a tractable normed algebra (intersection of the closed maximal ideals is (0)), we show that the radical of $B$ and the intersection of the closed maximal ideals of $B$ coincide.

We now proceed to section two which contains some preliminaries gathered from other sources.
2. Preliminaries. If $A$ is a Banach algebra (always assumed to
be commutative and to possess a multiplicative unit $e$ ), then $\Phi_{A}$ (called the carrier space of $A,[12]$ ) is to denote the space of (non-trivial) multiplicative linear functionals on $A$ to $C$ (= complex numbers). If $(h, \lambda) \in \Phi_{A} \times C$, then ( $h, \lambda$ ) can be considered as a multiplicative linear functional on $A[x]$, its action on elements $\Sigma a_{i} x^{i} \in A[x]$ being defined by $(h, \lambda) \Sigma a_{i} x^{i}=\Sigma h\left(a_{i}\right) \lambda^{i}$. In [2] it is shown that $\Phi_{B}, B=A[x] /(\alpha(x))$ (throughout this paper, $B$ will be used to denote $A[x] /(\alpha(x)), \alpha(x)$ monic), is (identifiable with) the set $\left\{(h, \lambda) \in \Phi_{A} \times C:(h, \lambda) \alpha(x)=0\right\}$. It should be noted that if $(h, \lambda) \in \Phi_{B}$, then $|\lambda| \leqq 1$ (recall that we are assuming $\sum_{i=0}^{n-1}\left\|\alpha_{i}\right\| \leqq 1$ so that $\left.\|x+(\alpha(x))\|=1\right)$. The coset $a+(\alpha(x))$ will be denoted by $a$ for $a \in A$ and $x+(\alpha(x))$ will be denoted by $[x]$.
$x$ will be considered as an indeterminant over $\hat{A}$ (=Gelfand representation of $A$ ) and $C$ as well as an indeterminant over $A$. If $\beta(x)=$ $\Sigma \beta_{i} x^{i} \in A[x]$, then $\widehat{\beta}(x)$ is to denote the polynomial $\Sigma \widehat{\beta}_{i} x^{i}$ over $\hat{A}$ and $\beta_{h}(x)$ is to denote the polynomial $\Sigma \widehat{\beta}_{i}(h) x^{i}$ over $C$. If $\beta(x) \in A[x]$ and $\beta_{h}(\lambda)=0, \lambda \in C$, but $\beta_{h}(x)$ not the zero polynomial, then we denote the multiplicity of $\lambda$ as a root of $\beta_{h}(x)=0$ by $M_{\beta}(h, \lambda)$. We call $M_{\beta}$ the multiplicity function of $\beta(x)$.

We include for the convenience of the reader several results that we will need from other sources.
2.1. $\pi$ defined by $\pi(h, \lambda)=h,(h, \lambda) \in \Phi_{B}$, is an open continuous mapping of $\Phi_{B}$ onto $\Phi_{A}$.
2.2. For each $h \in \Phi_{\Delta}$ there are disjoint neighborhoods $V_{1}, \cdots, V_{m}$ in $\Phi_{B}$ of the points in $\pi^{-1}(h)=\left\{\left(h, \lambda_{1}\right), \cdots,\left(h, \lambda_{m}\right)\right\}$ such that $\pi\left(V_{1}\right)=$ $\pi\left(V_{i}\right), i=2, \cdots, m$, and $\pi^{-1}\left(\pi\left(V_{1}\right)\right)=\bigcup_{i=1}^{m} V_{i}$.
2.3. $M_{\alpha}$ is locally constant at $(h, \lambda) \in \Phi_{B}$ if and only if $\pi$ is a local homeomorphism at $(h, \lambda)$.
2.4. (Arens and Calderón) If $\beta(x) \in A[x]$ (not necessarily monic) and if $f \in C\left(\Phi_{A}\right)$ such that $\widehat{\beta}(f)=0$ but $\widehat{\beta}^{\prime}(f)$ never vanishes on $\Phi_{A}$ ( $\beta^{\prime}(x)$ is the formal derivative of $\beta(x)$ ), then a unique element $b \in A$ exists such that $\beta(b)=0$ and $\hat{b}=f$. (Arens and Calderón did not assert the uniqueness of $b$. However, it is easily established. Write $\beta(x)=$ $(x-b) Q(x), Q(x) \in A[x]$ and suppose $b^{\prime} \in A, \beta\left(b^{\prime}\right)=0$ and $\hat{b}^{\prime}=\hat{b}$. Then $\left(b^{\prime}-b\right) Q\left(b^{\prime}\right)=0$. Since $f(h)$ is a simple root of $\beta_{h}(x)=0, Q(b)^{\wedge}(h) \neq 0$ for every $h \in \Phi_{4}$, so that $Q(b)$ is invertible in $A$. Hence $b=b^{\prime}$.)

Related to the above is
2.5. If $\alpha(x) \in A[x]$ is a monic polynomial, if $f \in C\left(\Phi_{A}\right)$ such that $\widehat{\alpha}(f)=0$ and if $M_{\alpha}(\cdot, f(\cdot))$ is locally constant on $\Phi_{A}$, then $f \in \hat{A}$. (A stronger conclusion similar to the above can not be drawn here.)
2.1, 2.2, 2.3 and 2.5 are proved in [10] while 2.4 is proved in [1].

Let $\alpha(x) \in A[x]$ be monic. If $h \in \Phi_{A}$ is such that each point of $\pi^{-1}(h)$ possesses a neighborhood on which $M_{a}$ is constant, or what is equivalent (in view of 2.3), $\pi$ is a local homeomorphism at each point of $\pi^{-1}(h)$, then we call $h$ an ordinary point of $\alpha(x)$. If $h \in \Phi_{\Delta}$ is not an ordinary point of $\alpha(x)$, we say that it is a singular point of $\alpha(x)$ and the set of such points will be denoted by $S(\alpha(x), A)$. It is clear that if $h \in \Phi_{A}$ is an ordinary point of $\alpha(x)$, then each $h^{\prime}$ sufficiently close to $h$ is also an ordinary point of $\alpha(x)$ so that $S(\alpha(x), A)$ must be a closed subset of $\Phi_{4}$. $S(\alpha(x), A)$ is a subset of the set $D$ where $\hat{d}$ vanishes, where $d$ is the discriminant of $\alpha(x)$ (cf. [2] and page 93, [14]). (Note that $\hat{d}(h)$ is the discriminant of $\alpha_{h}(x)$.) $S(\alpha(x), A)$ can be null even if $D$ is not null. On the other hand, $S(\alpha(x), A)$ can be all of $D$. Because the cardinality of the sets $\pi^{-1}(h)$ is uniformly bounded by $n$ (= degree of $\alpha(x)$ ), $S(\alpha(x), A)$ is easily shown to be nowhere dense in $\Phi_{\Delta}$.
3. The Sílov Boundary of $A[x] /(\alpha(x))$. Let $A^{\prime}$ be a Banach algebra extension of the Banach algebra $A$, let $\partial A, \partial A^{\prime}$ denote respectively the Silov boundaries of $A$ and $A^{\prime}$, and $\pi$ the natural mapping of $\Phi_{A^{\prime}}$ into $\Phi_{A}$ defined by $h=\pi\left(h^{\prime}\right)=h^{\prime} \mid A, h^{\prime} \in \Phi_{A}$. Then it is well known that $\pi\left(\partial A^{\prime}\right) \supset \partial A$. If $A^{\prime}$ is the extension $B=A[x] /(\alpha(x))$, then this result can be sharpened; indeed, we have that $\partial B=\pi^{-1}(\partial A)$. In the proof of this assertion, we need (Theorem 5, Appendix IV, [5]): A necessary and sufficient condition that $h_{0} \in \partial A$ is that for each neighborhood $V$ in $\Phi_{A}$ of $h_{0}$ there is a function $f \in \hat{A}$ whose absolute value $|f|$ attains its maximum (which we may assume is 1 ) on $V$ and is less than that on $\Phi_{A} \sim V$.

Theorem 3.1. $\partial B=\pi^{-1}(\partial A)$.
Proof. We first show that $\pi^{-1}(\partial A) \subset \partial B$. Let $h_{0} \in \partial A$, let $W_{0}$ be a neighborhood in $\Phi_{B}$ of ( $\left.h_{0}, \lambda_{0}^{(1)}\right)$, and let $g \in B^{\wedge}$ such that $g\left(h_{0}, \lambda^{(1)}\right)=1$ and zero at the other points $\left(h_{0}, \lambda_{0}^{(i)}\right)$ of the fiber $\pi^{-1}\left(h_{0}\right)$. Let $W_{1} \subset W_{0}$ be an open neighborhood in $\Phi_{B}$ of ( $h_{0}, \lambda_{0}^{(1)}$ ) such that $|g(h, \lambda)|>1 / 2$ if $(h, \lambda) \in W_{1}$ and $W_{i}$ an open neighborhood in $\Phi_{B}$ of $\left(h_{0}, \lambda_{0}^{(i)}\right), i \neq 1$, such that $|g(h, \lambda)|<1 / 2$ if $(h, \lambda) \in W_{i}$. Since $\pi$ is an open mapping, $V_{0}=$ $\bigcap_{i} \pi\left(W_{i}\right)$ is an open neighborhood in $\Phi_{A}$ of $h_{0}$. Let $V_{i}=W_{i} \cap \pi^{-1}\left(V_{0}\right)$. Now, by the theorem quoted above, there is a function $f \in \hat{A}$ such that $\|f\|_{\infty}=1,\left|f\left(h_{1}\right)\right|=1, h_{1} \in V_{0}$, and $|f(h)|<1$ if $h \in \Phi_{A} \sim V_{0}$. Since $\Phi_{A} \sim V_{0}$ is closed, it is compact and hence there is a positive integer $N$ so large that

$$
|f(h)|^{N} \leqq \frac{1}{2\|g\|_{\infty}} \quad \text { for } h \in \Phi_{A} \sim V_{0} .
$$

Then, if $h \notin V_{0}$ and $(h, \lambda) \in \mathscr{\Phi}_{B}$, we have that

$$
\left|\left(f^{v} g\right)(h, \lambda)\right|=|f(h)|^{N}|g(h, \lambda)| \leqq \frac{1}{2\|g\|_{\infty}}\|g\|_{\infty}=\frac{1}{2},
$$

and if $(h, \lambda) \notin V_{1}$ but $h \in V_{0}$, we have that

$$
\left|\left(f^{N} g\right)(h, \lambda)\right|<|g(h, \lambda)| \leqq \frac{1}{2} .
$$

But for $\left(h_{1}, \lambda\right) \in V_{1}$,

$$
\left|\left(f^{N} g\right)\left(h_{1}, \lambda\right)\right|=\left|g\left(h_{1}, \lambda\right)\right|>\frac{1}{2} .
$$

Thus, $\left|f^{N} g\right|$ assumes its maximum value on $V_{1}$, and hence, on $W$, and is less than that outside $V_{1}$ or outside of $W$. By the above quoted theorem, $\left(h_{0}, \lambda_{0}^{(1)}\right) \in \partial B$, and $\pi^{-1}(\partial A) \subset \partial B$. We next show the reverse inclusion.

Let $\left(h_{0}, \lambda_{0}\right) \in \partial B$, and let $V$ be any neighborhood in $\Phi_{A}$ of $h_{0}$. Let $W$ be an open neighborhood in $\Phi_{B}$ of ( $h_{0}, \lambda_{0}$ ) such that $\pi(W) \subset V$ and no $\left(h_{0}, \lambda_{0}^{\prime}\right) \neq\left(h_{0}, \lambda_{0}\right)$ lies in $W$. Let $g \in \hat{B}$ be a function such that $\|g\|_{\infty}$ is assumed by $|g|$ on $W$ and $|g|<\|g\|_{\infty}$ outside of $W$. As in the above paragraph, we may assume that $|g(h, \lambda)|<1 / 2 n$ if $(h, \lambda) \in \Phi_{B} \sim$ $W$. Let $f$ be the function defined by

$$
f(h)=\sum_{i=1}^{n} g\left(h, \lambda_{i}(h)\right)
$$

where the $\lambda_{i}(h)$ denote all the roots (each distinct root repeated according to its multiplicity) of $\alpha_{h}(x)=0$. Then $f \in \widehat{A}$. Now, for $h \notin \pi(W)$

$$
|f(h)|=\left|\sum_{i=1}^{n} g\left(h, \lambda_{i}\right)\right|<\sum_{i=1}^{n}\left|g\left(h, \lambda_{i}\right)\right|<\frac{1}{2} .
$$

There exists $\left(h_{1}, \lambda_{1}\right) \in W$ such that $\mid g\left(h_{1}, \lambda_{1}\right)_{\mid}=\|g\|_{\infty}$. (Assume that $\lambda_{1}=\lambda_{1}\left(h_{1}\right)$.) Then

$$
\begin{aligned}
\left|f\left(h_{1}\right)\right| & =\left|g\left(h_{1}, \lambda_{1}\right)+\sum_{i=2}^{n} g\left(h_{1}, \lambda_{i}(h)\right)\right| \\
& >\left|g\left(h_{1}, \lambda_{1}\right)\right|-\sum_{i=2}^{n}\left|g\left(h_{1}, \lambda_{i}(h)\right)\right|>1-\frac{n-1}{2 n}>\frac{1}{2} .
\end{aligned}
$$

Thus, $h_{0} \in \partial A$ and $\pi(\partial B) \subset \partial A$. Using the fact that $\pi^{-1}(\partial A) \subset \partial B$, we have that $\pi^{-1}(\partial A) \supset \partial B$. This completes the proof of the theorem.
4. Inheritance of the properties of regularity and self-adjointness. The properties of regularity and self-adjointness are possessed by many important and interesting Banach algebras and hence it is of interest
to know whether these properties are inherited by the extension $B$. G. A. Heuer in [6] has shown that if $A$ is regular and self-adjoint and if in addition the discriminant of the monic polynomial $\alpha(x)$ is invertible in $A$, then $B$ is both regular and self-adjoint. In this section, we show that regularity is always inherited (without the assumption of self-adjointness). As a corollary we show that if $\hat{A}$ is dense in $C\left(\Phi_{A}\right)$, then $\hat{B}$ is dense in $C\left(\Phi_{B}\right)$. (For a discussion of the inheritance by $\hat{B}$ of the sup norm completeness of $\hat{A}$, the reader is referred to [7].) Example 4.3 shows that the self-adjointness of $A$ is not always inherited by $B$. We finally show that if $S(\alpha(x), A)=\phi$, then selfadjointness is inherited.

Theorem 4.1. Let $A$ be a regular Banach algebra and let $\alpha(x)$ be a monic polynomial over $A$. Then $B$ is regular.

Proof. It suffices to show that if given $\left(h_{0}, \lambda_{0}\right) \in \Phi_{B}$ and a neighborhood $W$ in $\Phi_{B}$ of $\left(h_{0}, \lambda_{0}\right)$, then there exists a function $\hat{b} \in \hat{B}$ such that $\hat{b}\left(h_{0}, \lambda_{0}\right)=1$ and $\hat{b}(h, \lambda)=0$ if $(h, \lambda) \in \Phi_{B} \sim W$. From 2.2, it follows that there is a neighborhood $V$ in $\Phi_{A}$ of $h_{0}$ so small that $V \subset \pi(W)$ and $\pi^{-1}(V)=\bigcup_{i=1}^{m} V_{i}$ where the $V_{i}$ are disjoint neighborhoods of the points in $\pi^{-1}\left(h_{0}\right)$ with $W \supset V_{1}$. We assume (without loss of generality) that the sets $V_{1}, \cdots, V_{m}$ are closed. Since $A$ is regular the set $V$ is hull-kernel closed in $\Phi_{4}$, from which it follows that $\pi^{-1}(V)$ is hull-kernel closed in $\Phi_{B}$. Now, let $I$ denote the ideal in $B$ of elements whose transforms in $\hat{B}$ vanish on $\pi^{-1}(V)$. Since $I$ is a closed ideal, $B / I$ is a Banach algebra with carrier space (identifiable with) $\pi^{-1}(V)$ (cf. [11]). By [13], there is an idempotent $f$ in $B / I$ such that $\hat{f}(h, \lambda)=1$ if and only if $(h, \lambda) \in V_{1}$. But $\hat{f}=\hat{f}_{0} \mid \pi^{-1}(V)$ for some $f_{0} \in B$. Since $A$ is regular there is an element $a \in A$ such that $\hat{a}\left(h_{0}\right)=1$ and $\hat{a}$ vanishes outside of $V$. Then $b=a f_{0}$ is an element of $B$ such that $\hat{b}\left(h_{0}, \lambda_{0}\right)=1$ and $\hat{b}(h, \lambda)=0$ outside of $V_{1} \subset W$. This completes the proof of the theorem.

The corollary below extends the following result of Heuer [6]: If $\hat{A}$ is dense in $C\left(\Phi_{4}\right)$ and if for each singular point $h, \pi^{-1}(h)$ consists of exactly one point, then $\hat{B}$ is dense in $C\left(\Phi_{B}\right)$. The proof given below is essentially due to Heuer.

Corollary 4.2. If $A$ is a Banach algebra and if $\hat{A}$ is dense in $C\left(\Phi_{A}\right)$, then $\hat{B}$ is dense in $C\left(\Phi_{B}\right)$.

Proof. Since $\hat{A}$ is dense in $C\left(\Phi_{A}\right)$, it is easily shown that $\hat{B}=$ $(\hat{A}[x] /(\hat{\alpha}(x)))^{\wedge}$ is dense in $B_{0}=\left(C\left(\Phi_{4}\right)[x] /(\widehat{\alpha}(x))\right)^{\wedge}$, with both algebras being viewed as subalgebras of $C\left(\Phi_{B}\right)$. Thus, it suffices to show that $B_{0}$ is dense in $C\left(\Phi_{B}\right)$. (It need not be the case that $B_{0}$ is all of $C\left(\Phi_{B}\right)$
as Example 4.3 of this section shows.) Let $h \in \Phi_{A}$ be arbitrarily given. By the theorem, $B_{0}$ is regular so that if $V_{1}, \cdots, V_{m}$ are disjoint neighborhoods of the points in $\pi^{-1}(h)$, then there exists a function $f \in B_{0}$ which takes the value $i$ on $V_{i}, i=1,2, \cdots, m$. Let $g$ be a real-valued function in $C\left(\Phi_{A}\right)$ such that $g(h)=1$ and $g$ vanishes outside of $\bigcap_{i=1}^{m} \pi\left(V_{i}\right)$. Then $(g f)^{\wedge}$ is a real-valued function in $B_{0}$ which separates the points of $\pi^{-1}(h)$. Since $C\left(\Phi_{\Lambda}\right)$ is (isomorphic to) a subalgebra of $B_{0}$, any two points $(h, \lambda),\left(h^{\prime}, \lambda^{\prime}\right) \in \Phi_{B}$, with $h \neq h^{\prime}$, can be separated by a real-valued function in $B_{0}$. Hence any two points in $\Phi_{B}$ can be separated by a real-valued function in $B_{0}$. The conclusion of the corollary now follows from the Stone-Weierstrass Theorem.

We now turn our attention to the question of inheritance of the property of self-adjointness, and first give an example which shows that this property is not always inherited by the extension.

Example 4.3. Let $A=C(\Delta), \Delta=\{z \in C:|z| \leqq 1\}$ and $\alpha(x)=x^{2}-f_{0}$, $f_{0}(z) \equiv z$. Then $A[x] /(\alpha(x))$ is not self-adjoint. For if it were, then $\left([x]^{\wedge}\right)^{-}=\hat{a}_{0}+\hat{a}_{1}[x]^{\wedge}$ for some choice of $a_{0}, a_{1} \in A$. But this means that $\widehat{a}_{1}(z)=\exp (-\arg z), z \neq 0$. This is a contradiction since $\exp (-\arg z)$ is not extendable to a continuous function on $\Delta$.

Theorem 4.4. Let $A$ be a self-adjoint Banach algebra and $\alpha(x)=$ $\sum_{i=0}^{n} \alpha_{i} x^{i}$ be a monic polynomial over A. If $S(\alpha(x), A)=\phi$, then $A[x] /(\alpha(x))$ is self-adjoint.

Proof. Let $f(h, \lambda) \equiv \bar{\lambda}$ for $(h, \lambda) \in \Phi_{B}$. Then $f \in C\left(\Phi_{B}\right)$ and $\widehat{\beta}(f)=$ 0 , where $\beta(x)=\sum_{i=0}^{n} \beta_{i} x^{i}, \widehat{\beta}_{i}=\left(\widehat{\alpha}_{i}\right)^{-}, i=0,1, \cdots, n-1$, and $\beta_{n}=e$. Since the multiplicity function $M_{a}$ of $\alpha(x)$ is locally constant on $\Phi_{B}$, it follows that $M_{\beta}(\cdot, f(\cdot))$ is locally constant on $\Phi_{B}$, where $M_{\beta}$ is the multiplicity function of $\beta(x)$ when viewed as a polynomial over $B$. By 2.5, it follows that $f \in \hat{B}$ so that $B$ is self-adjoint since $\left(\sum \hat{a}_{i}\left([x]^{\wedge}\right)^{i}\right)^{-}=$ $\sum\left(\widehat{a}_{i}\right)^{-} f^{i} \in \widehat{B}$.
5. On the Wedderburn decomposition of $B$. In this section we discuss the Wedderburn decomposition of the extension $B$, that is, the decomposition of $B$ into the direct sum of a closed subalgebra $B_{0}$ of $B$ and the radical $\operatorname{Rad}(B)$ of $B\left(B=B_{0} \oplus \operatorname{Rad}(B)\right)$. As is well known, such a decomposition in general does not hold for Banach algebras, even in the weaker sense where one does not require that the subalgebra be closed. We will give an example which supports this statement. Badé and Curtis have given an example in [3]. Feldman, in [4], gave an example where the stronger Wedderburn decomposition failed to hold. For this example, the weaker decomposition holds.

The condition that $S(\alpha(x), A)=\phi$ ( $A$ semi-simple) is sufficient for such a decomposition of $B$ to hold. When this condition holds, $\alpha(x)$ is forced to factor; precisely, there exist mutually orthogonal idempotents $e_{1}, \cdots, e_{m}$, positive integers $k_{i j}$, and polynomials $\alpha_{i j}(x) \in A[x], j=$ $1, \cdots, S_{i} ; i=1, \cdots, m$, such that $e_{i} \alpha_{i j}(x)$ is monic over $e_{i} A$, the discriminant of $\prod_{j=1}^{S_{i}} e_{i} \alpha_{i j}(x)$ is invertible in $e_{i} A$, and

$$
\alpha(x)=\sum_{i=1}^{m} e_{i} \prod_{j=1}^{s_{i}} \alpha_{i j}(x)^{k_{i j}}
$$

Furthermore, the radical of $A[x] /(\alpha(x))$ is a principal ideal generated by $\beta([x])$, where $\beta(x)=\sum_{i=1}^{m} e_{i} \prod_{j=1}^{S_{i}} \alpha_{i j}(x)$ (cf. Theorem 2.3, [10]).

Theorem 5.2. Let $A$ be a semi-simple Banach algebra and $\alpha(x)$ a monic polynomial over $A$. If $S(\alpha(x), A)=\phi$, then there exists an element $b \in B$ such that $\alpha(b)=0, A[b]$ is closed in $B$ and $B=A[b] \oplus$ $\operatorname{Rad}(B)$.

Proof. To simplify the proof, we first assume that $m=1$ in the above paragraph. Thus, $\alpha(x)$ is of the form $\prod_{i=1}^{S} \alpha_{i}(x)^{k_{i}}$, where each $\alpha_{i}(x)$ is monic over $A$ and $\beta(x)=\prod_{i=1}^{S} \alpha_{i}(x)$ has an invertible discriminant in $A$.

Since $\beta\left([x]^{\wedge}\right)=0$ and since $\beta(x)$ has an invertible discriminant in $A$, and hence in $B$, there exists an element $b \in B$ such that $\beta(b)=0$ and $\hat{b}=[x]^{\wedge}$. Thus, $\alpha(b)=0$ also. Since $\hat{b}=[x]^{\wedge}$, there is an element $R \in \operatorname{Rad}(B)$ such that $[x]=b+R$ so that $\sum_{i=0}^{n-1} a_{i}[x]^{i}=\sum_{i=0}^{n-1} a_{i} b^{i}+$ (polynomial in $R$, with zero constant term) ( $n=$ degree of $\alpha(x)$ ). Hence, $B$ is the sum of $A[b]$ and $\operatorname{Rad}(B)$. We next show that the sum is a direct sum. Let $t$ be the degree of $\beta(x)$ over $A$. Then $\sum_{i=0}^{n-1} a_{i}^{\prime} b^{i}$ can be expressed in the form $\sum_{i=0}^{t-1} a_{i} b^{i}$ for some choice of $a_{0}, \cdots, a_{t-1}$ in $A$. Suppose now that $\sum_{i=0}^{t-1} a_{i} b^{i} \in \operatorname{Rad}(B)$. Then $\sum_{i=0}^{t-1} a_{i} x^{i}$ is a multiple of $\beta(x)$ (this follows since the radical of $B$ is a principal ideal generated by $\beta([x])$ ). Thus, the $a_{i}$ 's must all be 0 . Thus, the sum is direct. (Note also that $\sum_{i=0}^{t-1} a_{i} b^{i}=0$ if and only if $a_{i}=0, i=0,1, \cdots, t-1$.)

In order to show that $A[b]$ is closed, we introduce a mapping $\phi$ of $B$ onto $A[y] /(\beta(y))$ as follows: $\phi\left(\Sigma a_{i}[x]^{i}\right)=\Sigma a_{i}[y]^{i} . \quad \phi$ is well defined and a homomorphism since $\alpha([y])=0$. Furthermore, $\phi$ is continuous since

$$
\begin{aligned}
& \left\|\phi ( \sum _ { i = 0 } ^ { n - 1 } a _ { i } [ x ] ^ { i } ) \left|\mid=\left\|\sum_{i=0}^{n-1} a_{i}[y]^{i}\right\| \leqq \sum_{i=0}^{n-1}\left\|a_{i}\right\|\|[y]\|^{i}\right.\right. \\
& \quad \leqq K \sum_{i=0}^{n-1}\left\|a_{i}\right\|=K\left\|\sum_{i=0}^{n-1} a_{i}[x]^{i}\right\|,
\end{aligned}
$$

where $K=\max \left\{1,\|[y]\|, \cdots,\|[y]\|^{n-1}\right\}$. Since $\operatorname{Rad}(B)$ is generated by $\beta([x]), \phi(\operatorname{Rad}(B))=0$. But $[x]-b \in \operatorname{Rad}(B)$ so that $\phi(b)=\phi([x])=[y]$.

Thus, if $\sum_{i=0}^{t-1}\left\|\beta_{i}\right\| k^{i} \leqq k^{t}$, where $\beta(y)=\sum_{i=0}^{t} \beta_{i} x^{i}$, then

$$
\sum_{i=0}^{t-1}\left\|a_{i}\right\| k^{i}=\left\|\sum_{i=0}^{t-1} a_{i}[y]^{i}\right\| \leqq K\left\|\sum_{i=0}^{t-1} a_{i} b^{i}\right\| \leqq K^{\prime} \sum_{i=0}^{t-1}\left\|a_{i}\right\|
$$

where $K^{\prime}=K \max \left\{1,\|b\|, \cdots,\|b\|^{t-1}\right\}$. Since $A$ is complete, the norm on $B$ restricted to $A[b]$ is complete or equivalently, $A[b]$ is closed in $B$. This completes the proof of the theorem if we assume that $m=1$.

The general situation follows immediately from what was proved above and the following observations. Let $e_{1}, e_{2}, \cdots, e_{m}$ be the idempotents which appear in the factorization of $\alpha(x)$ which was displayed in 5.1. Then $A=e_{1} A \oplus \cdots \oplus e_{m} A$ and $B=e_{1} B \oplus \cdots \oplus e_{m} B$, the direct sums being topological. Since the natural isomorphism $\phi_{i}$ of $e_{i} B$ onto $B_{i}=\left(e_{i} A\right)[x] /\left(e_{i} \alpha(x)\right)$ is $b i$-continuous and since $\operatorname{Rad}\left(B_{i}\right)=\phi_{i}\left(e_{i} \operatorname{Rad}(B)\right)$, it follows from the above that there exists $b_{i} \in e_{i} B$ such that $e_{i} \alpha\left(b_{i}\right)=$ $0,\left(e_{i} A\right)\left[b_{i}\right]$ is closed in $e_{i} B$ and $e_{i} B=\left(e_{i} A\right)\left[b_{i}\right] \oplus e_{i}(\operatorname{Rad} B)$. If we set $b=\sum_{i=1}^{m} b_{i}$, then $\alpha(b)=0, A[b]$ is closed in $B$ and $B=A[b] \oplus \operatorname{Rad}(B)$. This completes the proof of the theorem.

We now present an example that shows if we drop the condition that $S(\alpha(x), A)=\phi$, then the conclusion of Theorem 5.2 is not assured.

Example 5.3. Take $A$ to be the algebra of functions $f$ which are continuous on the disc $\Delta=\{z \in C:|z| \leqq 1\}$, analytic in the interior of $\Delta$ and $f^{\prime}(0)=0$. For $\alpha(x)$, take $\left(x-f_{0}\right)^{2}\left(x+2 f_{0}\right)$ where $f_{0}(z) \equiv z$, $z \in \Delta$. Then $\alpha(x) \in A[x]$ and $S(\alpha(x), A)=\{0\}$. ( $\mathscr{T}_{A}$ is identifiable with 4.) Now, there is no subalgebra $B_{0}$ of $B$ isomorphic to $B^{\wedge}$. (If $B=$ $B_{0} \oplus \operatorname{Rad}(B)$, then $B_{0} \cong \widehat{B} \cong B / \operatorname{Rad}(B)$.) For if this were the case, then $B_{0}$ would coincide with $A[b]$ for some $b \in B$ and $b$ would have to satisfy $f_{0}^{2}\left(b-f_{0}\right)\left(b+2 f_{0}\right)=0$. This is easily shown to be impossible. It follows from Theorem 9.2 that the degree of nilpotency of $\operatorname{Rad}(B)$ is two.
6. Automorphisms and conjugate roots. If $g: A[x] /(\alpha(x)) \rightarrow$ $A[x] /(\alpha(x))$ is an automorphism such that $g(\alpha)=a$ for all $a \in A$, then $g([x])$ is obviously a root of $\alpha(x)=0$ and $A[g([x])]=A[x] /(\alpha(x))$. Conversely, if $\alpha(b)=0, b \in A[x] /(\alpha(x))$, need the homomorphism $g: \Sigma a_{i}[x]^{i} \rightarrow$ $\Sigma a_{i} b^{i}$ be an automorphism of $B$ ? The answer is no in general (recall Theorem 5.2). However, there are various conditions (see 6.1 and 6.3) under which such homomorphisms $g$ are automorphisms. In 6.4 we give conditions under which automorphisms of the above type are periodic. We begin with

Theorem 6.1. Let $\alpha(x)$ be a monic polynomial over the Banach algebra $A$. If $b \in B$ such that $A[b]$ is dense in $B$ and $\alpha(b)=0$, then $g: \sum_{i=0}^{n-1} a_{i}[x]^{i} \rightarrow \sum_{i=0}^{n-1} a_{i} b^{i}$ is an automorphism.

Proof. What we actually prove is this: if $T$ is a linear transformation of $A^{n}=A \times \cdots \times A$ onto a dense subset of $A^{n}$ such that $a \cdot T\left(a_{1}, \cdots, a_{n}\right)=T\left(a a_{1}, \cdots, a a_{n}\right)$, then $T$ is one-to-one and onto. For a norm in $A^{n}$ we take $\left\|\left(a_{1}, \cdots, a_{n}\right)\right\|=\sum_{i=1}^{n}\left\|a_{i}\right\|$. (Clearly the homomorphism $g$ has these properties; note that as a Banach space $B=A^{n}$.)

Let $h \in \Phi_{A}$ and let $T_{h}$ denote the mapping $T_{h}:\left(h\left(a_{1}\right), \cdots, h\left(a_{n}\right)\right) \rightarrow$ $\left(h\left(a_{1}^{\prime}\right), \cdots, h\left(a_{n}^{\prime}\right)\right)$ where $\left(a_{1}^{\prime}, \cdots, a_{n}^{\prime}\right)=T\left(a_{1}, \cdots, a_{n}\right)$. Clearly, $T_{h}$ is a linear transformation of $C^{n}$ into itself since $C \cong A / h^{-1}(0)$. (For a norm in $C^{n}$, we take $\left|\left(\lambda_{1}, \cdots, \lambda_{n}\right)\right|=\sum_{i=1}^{n}\left|\lambda_{i}\right|$. .) Now, $T_{h}\left(C^{n}\right)$ must be dense in $C^{n}$. For if $\left(\lambda_{1}, \cdots, \lambda_{n}\right),\left(\mu_{1}, \cdots, \mu_{n}\right) \in C^{n}$, then there are elements $a_{i}, b_{i} \in A$ such that $h\left(a_{i}\right)=\lambda_{i}$ and $h\left(b_{i}\right)=\mu_{i}, i=1, \cdots, n$. If ( $a_{1}^{\prime}, \cdots, a_{n}^{\prime}$ ) $=$ $T\left(a_{i}, \cdots, a_{n}\right)$, then

$$
\begin{aligned}
& \left|T_{h}\left(\lambda_{1}, \cdots, \lambda_{n}\right)-\left(\mu_{1}, \cdots, \mu_{n}\right)\right| \\
& \quad=\left|\left(h\left(a_{1}^{\prime}\right), \cdots, h\left(a_{n}^{\prime}\right)\right)-\left(h\left(b_{1}\right), \cdots, h\left(b_{n}\right)\right)\right| \\
& \quad=\sum_{i=1}^{n}\left|h\left(a_{i}^{\prime}\right)-h\left(b_{i}\right)\right| \leqq \sum_{i=1}^{n}\left\|a_{i}^{\prime}-b_{i}\right\| \\
& \quad=\left\|T\left(a_{1}, \cdots, a_{n}\right)-\left(b_{1}, \cdots, b_{n}\right)\right\| .
\end{aligned}
$$

It follows from the above that $T_{h}\left(C^{n}\right)$ is dense in $C^{n}$. But this means that $T_{h}$ is one-to-one and hence onto.

Now, consider $n$-linear equations in $a_{i}$ (considered to be unknowns) represented by

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i} T\left(e_{i}\right)=\left(b_{1}, \cdots, b_{n}\right), \tag{*}
\end{equation*}
$$

where $e_{i}$ is the vector in $A^{n}$ with $\boldsymbol{e}$ in the $i$ th place and zero elsewhere. If $D$ is the determinant of the matrix of the coefficients of system (*), then $h(D)$ is precisely the determinant of the matrix associated with the linear transformation $T_{h}$. Since $T_{h}$ is onto, $h(D) \neq 0$.

Since $h \in \Phi_{A}$ in the above argument is quite arbitrary, $h(D) \neq 0$ for all $h \in \Phi_{A}$ so that $D$ is invertible in $A$. But this means that (*) has a unique solution $\left(a_{1}, a_{2}, \cdots, a_{n}\right) \in A$ for each $\left(b_{1}, \cdots, b_{n}\right) \in A^{n}$. Hence $T$ is both one-to-one and onto.

Let $G(B: A)$ denote the group of automorphisms of $B$ which leave invariant each element of $A$. If $g \in G(B: A)$, let $g^{*}$ denote the homeomorphism of $\Phi_{B}$ onto itself which satisfies $g(b)^{\wedge}(h, \lambda)=\hat{b}\left(g^{*}(h, \lambda)\right)$ for all $b \in B$ and all $(h, \lambda) \in \Phi_{B}$ (cf. [11]). $E\left(\Phi_{B}: \Phi_{A}\right)$ is to denote the group of homeomorphisms $\phi$ of $\Phi_{B}$ onto itself such that $\pi \circ \phi=\pi$.

Lemma 6.2. If $g \in G(B: A)$, then $g^{*}(h, \lambda)=\left(h, g([x])^{\wedge}(h, \lambda)\right)$ for every $(h, \lambda) \in \Phi_{B}$ and consequently $g^{*} \in E\left(\Phi_{B}: \Phi_{A}\right)$. Also, $\left(g^{*}\right)^{n 1}=$ identity homeomorphism ( $n=$ degree of $\alpha(x)$ ).

Proof. By the definition of $g^{*}$, we know that for $a \in A$ and
$(h, \lambda) \in \Phi_{B}, \hat{a}(h)=\hat{\alpha}(h, \lambda)=g(a)^{\wedge}(h, \lambda)=\hat{a}\left(g^{*}(h, \lambda)\right)=\hat{a}\left(h^{\prime}\right)$, where $\left(h^{\prime}, \lambda^{\prime}\right)=$ $g^{*}(h, \lambda)$. Since $\hat{A}$ is a separating algebra of functions on $\Phi_{\Delta}$, it follows that $h=h^{\prime}$. Thus, $g^{*}(h, \lambda)=\left(h, \lambda^{\prime}\right)$ or equivalently, $\pi \circ g^{*}=\pi$. The last assertion of the lemma follows from the fact that if $\phi \in E\left(\Phi_{B}: \Phi_{A}\right)$, then $\phi \mid \pi^{-1}(h)$ is a permutation of $\pi^{-1}(h)$ so that $\phi^{n!}$ must be the identity homeomorphism on $\Phi_{B}$.

Theorem 6.3. Let $\alpha(x)$ be a monic polynomial over the Banach algebra $A$. If the discriminant $d$ of $\alpha(x)$ has the property that $d a \in \operatorname{Rad}(A)$ implies that $a \in \operatorname{Rad}(A)$ and if $b \in B, \alpha(b)=0$ and $\hat{b}$ separates the points of $\pi^{-1}(h)$ for each $h \in \Phi_{A}$, then $g: \sum_{i=0}^{n-1} a_{i}[x]^{i} \rightarrow$ $\sum_{i=0}^{n-1} a_{i} b^{i}$ is an automorphism.

Proof. Corresponding to the homomorphism $g: \sum_{i=0}^{n-1} a_{i}[x]^{i} \rightarrow \sum_{i=0}^{n=1} a_{i} b^{i}$, let $\phi$ denote the mapping $\phi(h, \lambda)=\left(h, g([x])^{\wedge}(h, \lambda)\right)$. Since $\hat{b}=g([x])^{\wedge}$ separates the points of each fiber $\pi^{-1}(h), \phi$ is one-to-one and onto. Hence, $\phi \in E\left(\Phi_{B}: \Phi_{A}\right)$. For each $i$, it is easily shown that $\phi^{i}(h, \lambda)=$ $\left(h,\left(g^{i}([x])\right)^{\wedge}(h, \lambda)\right)$ for each $(h, \lambda) \in \Phi_{B}$. Thus, we have that $\phi^{n!}$ is the identity homeomorphism on $\Phi_{B}$. It now follows that $g^{n!}([x])^{\wedge}=[x]^{\wedge}$ or equivalently, $g^{n!}([x])-[x] \in \operatorname{Rad}(B)$.

Let $T=g^{n!}$. Then $T([x])-[x] \in \operatorname{Rad}(B)$. It further follows that for each $i=0, \cdots, n-1, T\left([x]^{i}\right)-[x]^{i} \in \operatorname{Rad}(B)$. Since $d a \in \operatorname{Rad}(A)$ implies that $a \in \operatorname{Rad}(A)$, where $d$ is the discriminant of $a(x), \hat{d}$ is not a zero divisor in $\hat{A}$ and $\operatorname{Rad}(B)=(\operatorname{Rad}(A))[[x]]$ (cf. [2]). Thus, there exist elements $r_{i j} \in \operatorname{Rad}(A), i, j=0, \cdots, n-1$, such that $T\left([x]^{i}\right)=$ $[x]^{i}+\sum_{j=0}^{n-1} r_{i j}[x]^{j}$. When $T$ is viewed as a linear transformation on $A^{n}$, the determinant associated with $T$ is invertible in $A$ so that $T$ is one-to-one and onto. But then $g$ must also be one-to-one and onto. This completes the proof of the theorem.

Corollary 6.4. Maintain the hypothesis (on d) of the theorem. If either
(i) $\operatorname{Rad}(A)$ is a nilpotent ideal and $d$ is not a zero divisor in $A$, or
(ii) there exists $\mu>0$ such that $\|d r\| \geqq \mu\|r\|$ for all $r \in \operatorname{Rad}(A)$, obtains, then each $g \in G(B: A)$ is periodic; in fact, if $\left(g^{*}\right)^{p}$ is the identity homeomorphism, then $g^{p}$ is the identity automorphism of $B$.

Proof. From the theorem we know that $g^{p}([x])-[x]=R \in \operatorname{Rad}(B)$ if $\left(g^{*}\right)^{p}$ is the identity homeomorphism. We will show that if either (i) or (ii) obtains, then $R=0$ so that $g^{p}([x])=[x]$. If case (i) obtains, then $\operatorname{Rad}(B)$ is a nilpotent ideal (by Corollary 9.4). If we write $\alpha(y)=$ $(y-[x]) Q(y), Q(y) \in B[y]$, then $R \cdot Q([x]+R)=0$. Now there are elements $b_{i} \in B, i=1, \cdots, n-1$, such that $Q([x]+R)=\alpha^{\prime}([x])+\sum_{i=1}^{n=1} b_{i} R^{i}$
(by direct computation). If $R^{m} \neq 0$ but $R^{m+1}=0$, then $R^{m} \alpha^{\prime}([x])=0$. If we write $\alpha(y) s(y)+\alpha^{\prime}(y) t(y)=d, s(y), t(y) \in A[y]$ (cf. formula 4, page $96,[14])$, then $\alpha^{\prime}([x]) t([x])=d$. Thus, $R^{m} \cdot d=0$; hence $R^{m}=0$. This is a contradiction so that $R=0$.

Suppose next that case (ii) obtains. We first show that $d$ is not a zero divisor in $A$. For if $d a=0$, then we know that $a \in \operatorname{Rad}(A)$. But $0=\|d a\| \geqq \mu\|a\|$ and hence $a=0$. Now, as in the above, we have that $R \cdot Q([x]+R)=0$ or $R \cdot \alpha^{\prime}([x])=\sum_{i=1}^{n-1} b_{i} R^{i+1}$ for some choice of $b_{i}, i=1, \cdots, n-1$, in $B$. Thus, $R \cdot \alpha^{\prime}([x]) t([x])=R \cdot d=t([x]) \sum_{i=1}^{n-1} R^{i+1}$, $t([x])$ as above. If $R \cdot d=0$, then $R=0$. Suppose therefore that $R \neq 0$. Then it follows that $R^{k} \neq 0$ for all $k$. For if $R^{k}=0$, then $R^{k-1} d=0$ and hence $R^{k-1}=0$. Now

$$
\left\|(R d)^{k}\right\|^{1 / k} \leqq K\left\|R^{k}\right\|^{2 / k}
$$

where $K=\left\|t([x]) \cdot \sum_{i=1}^{n-1} b_{i} R^{i-1}\right\| \neq 0$. For each integer $k$, we have that $\left\|(R d)^{k}\right\|^{1 / k} \geqq \mu\left\|R^{k}\right\|^{1 / k}$. For if $R^{k}=\sum_{i=0}^{n-1} r_{i}^{(k)}[x]^{i}, r_{i}^{(k)} \in \operatorname{Rad}(A)$ (recall that $\operatorname{Rad}(B)=(\operatorname{Rad}(A))[[x]]$, then

$$
\left\|(R d)^{k}\right\|^{1 / k}=\left(\sum_{i=0}^{n-1}\left\|\boldsymbol{r}_{i}^{(k)} d^{k}\right\|\right)^{1 / k} \geqq\left(\mu^{k} \sum_{i=0}^{n-1}\left\|\boldsymbol{r}_{i}^{(k)}\right\|\right)^{1 / k}=\mu\left\|R^{k}\right\|^{1 / k}
$$

Combining the above inequalities, we have

$$
\mu\left\|R^{k}\right\|^{1 / k} \leqq K\left\|R^{k}\right\|^{2 / k} .
$$

Since $R^{k} \neq 0$ for all $k$, we have that $\mu \leqq K\left\|R^{k}\right\|^{1 / k}$. But $R \in \operatorname{Rad}(B)$ so that $\lim _{k \rightarrow \infty}\left\|R^{k}\right\|^{1 / k}=0$. Thus a contradiction and so $R$ must have been zero.

Condition (ii) of the above corollary is satisfied when $d$ is not a topological divisor of zero in $A$ but may still be satisfied if $d$ is a topological divisor of zero in $A$.

The case where the discriminant $d$ of $\alpha(x)$ is invertible in $A$ deserves special attention. In this case, if $f \in C\left(\Phi_{B}\right)$ and $\widehat{\alpha}(f)=0$, then there exists a $b \in B$ such that $\alpha(b)=0$ and $\hat{b}=f$ (cf. 2.4 or [1]). Now, if $\phi \in E\left(\Phi_{B}: \Phi_{4}\right)$, then define $f(h, \lambda)=\mu$ where $(h, \mu)=\phi(h, \lambda)$. It is easily shown that $f$ is a continuous function on $\Phi_{B}$. Since $\alpha(f)=0$, there exists a $b \in B$ with the above properties. Since $\phi$ is one-to-one, $\hat{b}$ $(=f)$ separates the points of $\pi^{-1}(h)$ for each $h \in \Phi_{4}$. Hence, it follows from Theorem 6.3 that $g: \sum_{i=0}^{n-1} a_{i}[x]^{i} \rightarrow \sum_{i=0}^{n-1} a_{i} b^{i}$ is an automorphism of $B$. (Note that $g^{*}=\phi$.) If we write (*) for the mapping $g \rightarrow g^{*}$, $g \in G(B: A)$, then we have

Corollary 6.5. If $d$ is invertible in $A$, then $(*): G(B: A) \rightarrow$ $E\left(\Phi_{B}: \Phi_{A}\right)$ is one-to-one and once.

In closing, we remark that if $g \in G(B: A)$, then $g$ is continuous and
hence $b i$-continuous.
7. Extensions of ring isomorphisms. If $A$ is a Banach algebra with an involution (*), then we ask: when can (*) be extended to an involution on $A[x] /(\alpha(x))$ ? Or more generally, if $\phi: A_{1} \rightarrow A_{2}$ is a ring isomorphism (need not commute with scalars), $A_{1}$ and $A_{2}$ Banach algebras, when can $\phi$ be extended to a ring isomorphism of $A_{1}[x] /\left(\alpha_{1}(x)\right)$ onto $A_{2}[y] /\left(\alpha_{2}(y)\right)\left(\right.$ degree $\alpha_{1}(x)=$ degree $\left.\alpha_{2}(y)\right)$ ? Simple examples show that (*) and $\phi$ can not always be extended. However, under the added assumption that the discriminants of $\alpha_{1}(x)$ and $\alpha_{2}(y)$ are invertible in $A_{1}$ and $A_{2}$, respectively, then there is a necessary and sufficient condition that $\phi$ exist. The condition is stated in terms of a topological mapping. The case of extending ( ${ }^{*}$ ) is less simple. In the proofs of our results on extending (*) and $\phi$, we must consider elements $b \in A[x] /(\alpha(x))$ such that $\hat{b}$ separates the points of the fibers $\pi^{-1}(h), h \in \Phi_{4}$. We will show that if the discriminant of $\alpha(x)$ is invertible, then such elements generate all of $B$ over $A$. Before we prove this, we state a lemma which says that repeated extensions are algebraic in the strict sense of the word. The lemma is more general than needed here but will be used in the next section.

Lemma 7.1. Let $A$ be a commutative ring (with unit) and let $B_{i}=B_{i-1}\left[x_{i}\right] /\left(\alpha_{i}\left(x_{i}\right)\right), B_{0}=A, i=1,2, \cdots, m$, where $\alpha_{i}\left(x_{i}\right)$ is monic over $B_{i-1}$ for each i. If $b \in B_{m}$, then there exists a monic polynomial $\alpha(x)$ over $A$ of degree $n=\prod_{i=1}^{m} n_{i}\left(n_{i}=\operatorname{deg} \alpha_{i}\left(x_{i}\right)\right)$ such that $\alpha(b)=0$.

A proof of this lemma is to be found in [15] (page 255).
Theorem 7.2. Let $A$ be a Banach algebra and let $\alpha(x) \in A[x]$ be a monic polynomial with an invertible discriminant in $A$. Then $b \in B$ has the property that $A[b]=B$ if and only if $\hat{b}$ separates the points of $\pi^{-1}(h)$ for each $h \in \Phi_{4}$.

Proof. Suppose that $A[b]=B$. Then there are elements $a_{i} \in A$ such that $[x]=\Sigma a_{i} b^{i}$. If $\hat{b}(h, \lambda)=\hat{b}\left(h, \lambda^{\prime}\right)$ where $(h, \lambda)$ and $\left(h, \lambda^{\prime}\right)$ are points in $\Phi_{B}$, then $[x]^{\wedge}(h, \lambda)$ must be equal to $[x]^{\wedge}\left(h, \lambda^{\prime}\right)$ so that $\lambda=\lambda^{\prime}$ since $[x]^{\wedge}$ separates points of $\pi^{-1}(h)$. Hence, $\hat{b}$ separates the points of $\pi^{-1}(h)$ for each $h \in \Phi_{A}$.

Suppose now that $\hat{b}$ separates the points of $\pi^{-1}(h)$ for each $h \in \Phi_{4}$. By Lemma 7.1, we know that $b$ satisfies a monic polynomial $\beta(x)$ of degree $n(=\operatorname{deg} \alpha(x))$. Since for each $h \in \Phi_{A}, \hat{b}$ takes on $n$ distinct values on $\pi^{-1}(h)$, the discriminant of $\beta(x)$ must be invertible in $A$. Let $B_{0}$ denote the extension $A[y] /(\beta(y))$. Then $\Phi_{B_{0}}=\left\{(h, \mu) \in \Phi_{\Delta} \times\right.$ $C:(h, \mu) \beta(y)=0\}$, and $\theta:(h, \lambda) \rightarrow(h, \hat{b}(h, \lambda))$ is a continuous one-to-one
mapping to $\Phi_{B}$ onto $\Phi_{B_{0}}$ and hence a homeomorphism. Therefore, $[x]^{\wedge} \circ \theta^{-1}$ is a function continuous on $\Phi_{B_{0}}$ and $\widehat{\alpha}\left([x]^{\wedge} \circ \theta^{-1}\right)=0$. Hence by the Arens-Calderon theorem (see 2.4 or [1]) there is an element $b_{0} \in B_{0}$ such that $\alpha\left(b_{0}\right)=0$ and $\hat{b}_{0}=[x]^{\wedge} \circ \theta^{-1}$. If $\phi$ denotes the homomorphism

$$
\sum_{i=0}^{n-1} a_{i}[y]^{i} \rightarrow \sum_{i=0}^{n-1} a_{i} b^{i},
$$

and if

$$
b_{0}=\sum_{i=0}^{n-1} a_{i}[y]^{i},
$$

then

$$
\begin{aligned}
\phi\left(b_{0}\right)^{\wedge}(h, \lambda) & =\phi\left(\sum_{i=0}^{n-1} a_{i}[y]^{i}\right)^{\wedge}(h, \lambda)=\left(\sum_{i=0}^{n-1} a_{i} b^{i}\right)^{\wedge}(h, \lambda)=\sum_{i=0}^{n-1} \widehat{a}_{i}(h)(\hat{b}(h, \lambda))^{i} \\
& \left.=\sum_{i=0}^{n-1} \hat{a}_{i}(h)([y])^{\wedge}(\theta(h, \lambda))\right)^{i}=\hat{b}_{0}(\theta(h, \lambda))=[x]^{\wedge}(h, \lambda)
\end{aligned}
$$

for all $(h, \lambda) \in \Phi_{B}$. Hence, $\phi\left(b_{0}\right)^{\wedge}=[x]^{\wedge}$ and since $\alpha\left(\phi\left(b_{0}\right)\right)=0$, we have that $\phi\left(b_{0}\right)=[x]$ by 2.4. Thus, $\phi$ is onto and $A[b]=B$.

Corollary 7.3. Maintain the hypotheses on $A$ and $\alpha(x)$. If $f \in C\left(\Phi_{B}\right) \beta(y) \in B[y]$ such that
(i) $\widehat{\beta}(f)=0$,
(ii) $f$ separates the points of $\pi^{-1}(h)$ for each $h \in \Phi_{4}$, and
(iii) $\quad M_{\beta}((h, \lambda), f(h, \lambda)) \quad\left(M_{\beta}=\right.$ multiplicity function of $\left.\beta(y)\right)$ is locally constant on $\Phi_{B}$, then there exist $b \in B$ such that $A[b]=B$ and. $\hat{b}=f$.

The corollary follows immediately from 2.5 and the theorem.
Corollary 7.4. Maintain the hypotheses on $A$ and $\alpha(x)$. If $\hat{b}$ separates the points of $\pi^{-1}(h)$ for each $h$ and $\beta(y) \in A[y]$ is a monic polynomial (of degree equal to the degree of $\alpha(x)$ ) satisfied by $b$, then. $\phi: \Sigma a_{i}[y]^{i} \rightarrow \Sigma a_{i} b^{i}$ is an isomorphism of $A[y] /(\beta(y))$ onto $A[x] /(\alpha(x))$.

Proof. (We use the notation of the theorem.) By the theorem we know that $A\left[b_{0}\right]=A[y] /(\beta(y))$ so that if $\phi\left(\sum_{i=0}^{n-1} a_{i}[y]^{i}\right)=\phi\left(\sum_{i=0}^{n-1} a_{i}^{\prime} b_{0}^{i}\right)=$ 0 , then $\sum_{i=0}^{n-1} a_{i}^{\prime}[x]^{i}=0$. But this means that $a_{i}^{\prime}=0$ for each $i$ and $\phi$ is an isomorphism.

Note that the above $\phi$ is continuous and hence $b i$-continuous.
Before we state and prove the next result, we require the followingcomments. Let $g: A_{1} \rightarrow A_{2}$ be a ring isomorphism (onto). Define $g^{*}: \Phi_{A_{1}} \rightarrow \Phi_{A_{2}}$ as follows: for $h \in \Phi_{A_{1}}$, let $g^{*}(h)$ be the linear functional.
associated with the maximal ideal $g\left(h^{-1}(0)\right)$ in $A_{2}$. Since $g$ is one-to-one and onto, so is $g^{*}$ one-to-one and onto. We now prove

Lemma 7.5. Let $A_{1}$ and $A_{2}$ be Banach algebras. If $g: A_{1} \rightarrow A_{2}$ is a ring isomorphism (onto), then $g^{*}: \Phi_{\Lambda_{1}} \rightarrow \Phi_{\Lambda_{2}}$ is a homeomorphism (with respect to the weak* topologies on $\Phi_{A_{1}}$ and $\Phi_{A_{2}}$ ).

Proof. We can assume that $A_{1}$ and $A_{2}$ are semi-simple since $g$ induces an isomorphism of $A_{1} / \operatorname{Rad}\left(A_{1}\right)$ onto $A_{2} / \operatorname{Rad}\left(A_{2}\right)$. Now, by a theorem of Kaplansky [9], $A_{1}=\sum_{i=1}^{p} \oplus e_{i} A_{1}$ where the $e_{i}$ are mutually orthogonal idempotents in $A_{1}, e_{i} A_{1} \cong C$ for $i=3,4, \cdots, p$, and $g \mid e_{1} A_{1}$ is linear while $g \mid e_{2} A_{1}$ is conjugate linear. Thus, $\Phi_{A_{1}}=U_{i=1}^{p} \Phi_{e_{i} \Lambda_{1}}$ and the $\Phi_{e_{i} A_{1}}$ are disjoint open subsets of $\Phi_{A_{1}}$. Since each $\Phi_{e_{i} A_{1}}$ consists of exactly one point if $3 \leqq i \leqq p, g^{*} \mid U_{i=3}^{p} \Phi_{e_{i} 4_{1}}$ is continuous. That $g^{*} \mid \Phi_{e_{1} \Lambda_{1}}$ is continuous follows from a now classical result (cf. Theorem 24B, [11]). To show shat $g^{*} \mid \Phi_{e_{2} A_{1}}$ is continuous, we take $a \in e_{2} A_{1}$ and let $\lambda=h(\alpha), h \in \Phi_{e_{2} A_{1}}$. Then $\left(a-\lambda e_{2}\right) \in h^{-1}(0)$. Since $g \mid e_{2} A_{1}$ is conjugate linear, $g\left(a-\lambda e_{2}\right)=$ $g(a)-\bar{\lambda} g\left(e_{2}\right) \in g^{*}(h)^{-1}(0)$, and hence $g(a)^{\wedge}\left(g^{*}(h)\right)=(\hat{a}(h))^{-}$. From this it follows immediately that $g^{*} \mid \Phi_{e_{2} 4_{1}}$ is a continuous mapping.

Theorem 7.6. Let $A_{1}$ and $A_{2}$ be Banach algebras, $\alpha_{1}\left(x_{1}\right) \in A_{1}\left[x_{1}\right]$ and $\alpha_{2}\left(x_{2}\right) \in A_{2}\left[x_{2}\right]$ be monic polynomials with invertible discriminants in $A_{1}$ and $A_{2}$, respectively, and $B_{i}=A_{i}\left[x_{i}\right] /\left(\alpha_{i}\left(x_{i}\right)\right), i=1,2$. If $g$ is a ring isomorphism of $A_{1}$ onto $A_{2}$, then there exists an isomorphism $\widetilde{g}$ of $B_{1}$ onto $B_{2}$ which extends $g$ if and only if there exists a homeomorphism $\gamma$ of $\Phi_{B_{1}}$ onto $\Phi_{B_{2}}$ such that $\pi_{2} \circ \gamma=g^{*} \circ \pi_{1}$, where $\pi_{i}$ is the usual mapping of $\Phi_{B_{i}}$ onto $\Phi_{A_{i}}$. If $g_{1}$ and $g_{2}$ are any two such extensions of $g$, then $g_{1} \circ g_{2}^{-1} \in G\left(B_{2}: A_{2}\right)$.
(Note that if $\gamma$ exists, then $\alpha_{1}\left(x_{1}\right)$ and $\alpha_{2}\left(x_{2}\right)$ must have the same degree since for $h \in \Phi_{\Lambda_{1}}, \pi_{1}^{-1}(h)$ and $\pi_{2}^{-1}\left(g^{*}(h)\right)$ have the same number of points.)

Proof. If $\widetilde{g}$ extends $g$, then we take $\gamma=\tilde{g}^{*}$. By the above lemma, $\gamma$ is a homeomorphism. $\gamma$ is onto since $\widetilde{g}$ is onto. Now, if $M$ is a maximal ideal in $B_{1}$, then

$$
g\left(M \cap A_{1}\right)=\widetilde{g}\left(M \cap A_{1}\right)=\widetilde{g}(M) \cap \widetilde{g}\left(A_{1}\right)=\widetilde{g}(M) \cap A_{2} .
$$

But this means that the restriction of $\tilde{g}^{*}(h, \lambda)$ to $A_{2}$ is $g^{*}(h)$ if $(h, \lambda)^{-1}(0)=M$. Thus, $\pi_{2} \circ \tilde{g}^{*}=g^{*} \circ \pi_{1}$.

Suppose, now, that $\gamma: \Phi_{B_{1}} \rightarrow \Phi_{B_{2}}$ has the prescribed properties. Let $\beta\left(x_{1}\right)=\sum_{i=0}^{n}\left(g^{-1}\left(\alpha_{2, i}\right)\right) x_{1}^{i}=0$, where $\alpha_{2}\left(x_{2}\right)=\sum_{i=0}^{n} \alpha_{2, i} x_{2}^{i}$. We will show that there is a function $f$ in $B_{1}^{\wedge}$ which separates the points of $\pi_{1}^{-1}(h)$ for each $h$ in $\Phi_{A_{1}}$ and $\widehat{\beta}(f)=0$. Let $e_{1}, \cdots, e_{p}$ be the mutually orthogonal idempotents discussed in the proof of the above lemma. We define $f$
as follows. If $(h, \lambda) \in \pi_{1}^{-1}\left(\Phi_{e_{1} \Lambda_{1}}\right)$, let $f(h, \lambda)=\left[x_{2}\right]^{\wedge}(\gamma(h, \lambda))$ and if $(h, \lambda) \in \pi_{1}^{-1}\left(\Phi_{e_{2} A_{1}}\right)$, let $f(h, \lambda)=\left(\left[x_{2}\right]^{\wedge}(\gamma(h, \lambda))\right)^{-}$. For $h \in U_{i=3}^{p} \Phi_{e_{2} A_{1}}$, let $\mu_{1}(h), \cdots, \mu_{n}(h)$ denote the $n$ distinct roots of $\sum_{i=0}^{n}\left(g^{-1}\left(\alpha_{2, i}\right)\right)^{\wedge}(h) x_{1}^{i}=0$ and let $\left(h, \lambda_{i}(h)\right)$ be the $n$ points in $\pi_{1}^{-1}(h)$. For $\left(h, \lambda_{i}(h)\right)$, let $f\left(h, \lambda_{i}(h)\right)=$ $\mu_{i}(h)$. As defined, $f$ is a continuous function on $\Phi_{B_{1}}$ and satisfies $\widehat{\beta}\left(x_{1}\right)=0$. Since $f$ separates the points of $\pi_{1}^{-1}(h)$ for each $h \in \Phi_{A_{1}}$, and since $\beta(x)$ has an invertible discriminant in $A_{1}$, the Arens-Calderón theorem tells us that there exists $b \in B_{1}$ such that $\hat{b}=f$ and $\sum_{i=0}^{n} g^{-1}\left(\alpha_{2, i}\right) b^{i}=0$. It follows from Corollary 7.4 that $A_{1}[b]=B_{1}$ and $B_{1}$ is isomorphic to $B_{0}=A_{1}[y] /\left(\Sigma g^{-1}\left(\alpha_{2, i}\right) y^{i}\right)$. But $B_{0}$ is, of course, isomorphic to $B_{2}=$ $A_{2}\left[x_{2}\right] /\left(\alpha_{2}\left(x_{2}\right)\right)$ so that $B_{1}$ and $B_{2}$ are isomorphic.

Suppose, now, that $g_{1}$ and $g_{2}$ are any two extensions of $g$. Then $g_{1} \circ g_{2}^{-1}$ is clearly an automorphism of $B_{2}$ onto itself. Since $g_{1}=g_{2}$ on $A_{1}, g_{1} \circ g_{2}^{-1}$ leaves $A_{2}$ invariant elementwise, that is, $g_{1} \circ g_{2}^{-1} \in G\left(B_{2}: A_{2}\right)$.

The above theorem has the following interesting consequence if $A$ is the group algebra $L^{1}(G), G=$ integers. Let $\alpha(x) \in A[x]$ be an irreducible monic polynomial with an invertible discriminant. The irreducibility of $\alpha(x)$ together with the fact that the discriminant is invertible imply that $\Phi_{B}$ is connected (cf. Theorem 2.4, [10]). Then the above theorem implies that $A[x] /(\alpha(x))$ and $A[x] /\left(x^{n}-a_{0}\right)$ are isomorphic, where $n=$ degree $\alpha(x)$ and $a_{0} \in A$ is the unique element such that $\hat{a}_{0}(z)=z$, $z \in\{\mu \in C:|\mu|=1\}=\Phi_{\Delta}$. If $a \in A$, let $\phi(a)=b$ where $\hat{b}(z)=\sum_{i=-\infty}^{\infty} b_{i} z^{n i}$ and $\hat{a}(z)=\sum_{i=-\infty}^{\infty} b_{i} z^{i}$. Then $\tilde{\phi}: \sum_{i=0}^{n=1} a_{i}[x]^{i} \rightarrow \sum_{i=0}^{n=1} \phi\left(a_{i}\right) a_{j}^{i}$ is clearly an isomorphism of $A[x] /\left(x^{n}-a\right)$ onto $A$ so that $A[x] /(\alpha(x))$ is isomorphic to $A=L^{1}(G)$.

Another interesting consequence is that if $\alpha(x) \in A[x]$ is a monic polynomial with an invertible discriminant, then $A[x] /(\alpha(x))$ is isomorphic to $A[x] /(\alpha(x)+R(x))$ where $R(x) \in(\operatorname{Rad} A)[x]$ and $\operatorname{deg} R(x)<\operatorname{deg} \alpha(x)$.

We now turn our attention to the case where $g: A \rightarrow A$ is a periodic automorphism and, in particular, an involution of a certain type. The following example shows that not every such automorphism is extendable. Let $A=C\left(\{z \in C:|z+1|=1\right.$ or $|z-1|=1\}$ and $\alpha(x)=x^{2}-f, f(z)=$ $z+1$ if $|z+1|=1$ and $f(z)=1$ if $|z-1|=1$. For an involution, we take $f^{*}(z)=(f(-z))^{-} . g$ has no extension to $B$ since this would imply that there exists a homeomorphism $\gamma$ of $\Phi_{B}$ onto $\Phi_{B}$ such that $\gamma(z, \lambda)=\left(-z,[x]^{\wedge}(\gamma(z, \lambda))\right.$. But it is impossible for such a homeomorphism to exist. Hence, $g$ has no extension.

However, if $g: A \rightarrow A$ is a periodic automorphism which has an extension $\widetilde{g}$ to $B$ (we are assuming that $\alpha(x)$ has an invertible discriminant), then $\widetilde{g}$ is periodic and its period divides $n!p, p=\operatorname{period}$ of $g$. For if $g^{p}=$ identity automorphism, then $\widetilde{g}^{* p}(h, \lambda)=\left(g^{* p}(h),[x]^{\wedge}\left(\widetilde{g}^{* p}(h, \lambda)\right)\right)=$ ( $h,[x]^{\wedge}\left(\widetilde{g}^{* p}(h, \lambda) \text { ) so that } \widetilde{g}^{* p} \in E\left(\Phi_{B}: \Phi_{A}\right) \text {. Hence ( } \widetilde{g}^{* p}\right)^{n!}=$ identity homomorphism. Thus, $\widetilde{g}^{*}$ is periodic. By Corollary 6.4, $\widetilde{g}^{p n!}$ is the identity automorphism. Simple examples show that the period of $\widetilde{g}$
may be $p \cdot n$ ! We now restrict our attention to the case where $g$ is a symmetric involution, that is, $\left(a^{*}\right)^{\wedge}(h)=(\hat{a}(h))^{-}$.

Theorem 7.6. Let $A$ be a Banach algebra and $\alpha(x) \in A[x]$ a monic polynomial with an invertible discriminant in $A$. If ( ${ }^{*}$ ): $A \rightarrow A$ is a symmetric involution, then there exists a unique symmetric involution $\left({ }^{\prime}\right): B \rightarrow B$ which extends (*). If $\left({ }^{(\prime)}\right)$ is any involution extending (*), then $\left({ }^{\prime \prime}\right)=\left({ }^{\prime}\right) \circ g$ for some $g \in G(B: A)$ which is of period two.

Proof. Let $\alpha^{*}(x)=\sum_{i=0}^{n} \alpha_{i}^{*} x^{i}$ where $\alpha(x)=\sum_{i=0}^{n} \alpha_{i} x^{i}$. Then $\hat{\alpha}^{*}(f)=$ 0 where $f(h, \lambda)=\bar{\lambda}$. By the Arens-Calderón theorem, there is an element $b_{0} \in B$ such that $\alpha^{*}\left(b_{0}\right)=0$ and $\hat{b}_{0}=f$. Let (') denote the mapping defined by $\left(\sum_{i=0}^{n=1} a_{i}[x]^{i}\right)^{\prime}=\sum_{i=0}^{n=1} a_{i}^{*} b_{0}^{i}$. Clearly ( ${ }^{\prime}$ ) is a homomorphism and $\alpha\left(b_{0}^{\prime}\right)=0$. But

$$
\begin{aligned}
\left(b_{0}^{\prime}\right)^{\wedge}(h, \lambda) & =\left(\sum_{i=0}^{n-1} a_{i}^{*} b_{0}^{i}\right)^{\wedge}(h, \lambda)=\left(\sum_{i=0}^{n-1}\left(\widehat{a}_{i}(h)\right)^{-}(\bar{\lambda})^{i}\right) \\
& =\left(\sum_{i=0}^{n-1}\left(\widehat{a}_{i}(h)\right) \lambda^{i}\right)^{-}=\lambda=[x]^{\wedge}(h, \lambda)
\end{aligned}
$$

where $b_{0}=\sum_{i=0}^{n-1} a_{i}[x]^{i}$, and $(h, \lambda)$ is any point of $\Phi_{B}$. Thus, $\left(b_{0}^{\prime}\right)^{\wedge}=$ $[x]^{\wedge}$, and it follows that $b_{0}^{\prime}=[x]$. Thus, ( ${ }^{\prime}$ ) is an involution. That ( ${ }^{\prime}$ ) is symmetric follows from the fact that $\left(\left(\Sigma a_{i}[x]^{i}\right)^{\prime}\right)^{\wedge}=\Sigma\left(\left(\hat{a}_{i}\right)^{-}\right) f^{i}, f=$ $\left([x]^{\wedge}\right)^{-}$.

If $\left({ }^{\prime \prime}\right)$ is any symmetric involution on $B$ which extends ( ${ }^{*}$ ), then $\alpha^{*}\left([x]^{\prime \prime}\right)=0$. But $\left([x]^{\prime \prime}\right)^{\wedge}=\hat{b}_{0}$ so that $[x]^{\prime \prime}=b_{0}$. Thus ( ${ }^{\prime}$ ) is a unique symmetric involution extending (*).

If ( ${ }^{\prime \prime}$ ) is any involution (not necessarily symmetric), then $\left({ }^{\prime}\right)^{-1} \circ\left({ }^{\prime \prime}\right)=$ $g$ belongs to $G(B: A)$. To show $g$ is of period two, consider the following. Since the involution defined on $B^{\wedge}$ by conjugation commutes with every involution, $g^{2}(b)^{\wedge}$ is equal to $\hat{b}$ for every $b \in B$; hence, in particular, $g^{2}([x])^{\wedge}=[x]^{\wedge}$. But $\alpha\left(g^{2}([x])\right)=0$ so that $g^{2}([x])=[x]$ and $g$ is of period two.
8. Primitive elements in repeated extensions. As seen in § 6, there is some analogy between the present study and the classical case of field extensions. We carry this analogy one step further by proving a theorem about the existence of primitive elements in repeated extensions. It will follow from our theorem, that if $\alpha(x)$ is a monic polynomial with an invertible discriminant, then there exists an extension of the form $A[x] /(\beta(x))$ over which $\alpha(x)$ factors into linear factors.

Theorem 8.1. Let $A$ be a Banach algebra. If $B_{0}=A$ and $B_{i}=$ $B_{i-1}\left[x_{i}\right] /\left(\alpha_{i}\left(x_{i}\right)\right), i=1,2, \cdots, m$, where $x_{i}$ is an indeterminate over $B_{i-1}$ and $\alpha_{i}\left(x_{i}\right) \in B_{i-1}\left[x_{i}\right]$ is a monic polynomial with an invertible discrimi-
nant in $B_{i-1}$, then there exists a monic polynomial $\alpha(x) \in A[x]$ with an invertible discriminant and an element $b \in B_{m}$ such that $\alpha(b)=0$ and $A[b]=B_{m} \cong A[x] /(\alpha(x))$ (algebraically and topologically).

Proof. The proof is by induction. We shall prove the case $m=2$. Consider $\left[x_{1}\right]^{\wedge}(h, \lambda)+c\left[x_{2}\right]^{\wedge}(h, \lambda, \mu)=\lambda+c \mu$, where $\boldsymbol{c}$ is a complex number, and $(h, \lambda, \mu) \in \Phi_{B_{2}}$. We will show that we can choose $c>0$ such that $\lambda+c \mu \neq \lambda^{\prime}+c \mu^{\prime}$ if $(h, \lambda, \mu) \neq\left(h, \lambda^{\prime}, \mu^{\prime}\right)$. If

$$
F(h)=\min \left\{\left|\lambda-\lambda^{\prime}\right|:(h, \lambda),\left(h, \lambda^{\prime}\right) \in \Phi_{B_{1}} \text { and } \lambda \neq \lambda^{\prime}\right\} \text { for each } h \in \Phi_{A},
$$

then $F$ is a continuous function on $\Phi_{\Delta}$ since $\alpha_{1}\left(x_{1}\right)$ has no singular points in $\Phi_{\Delta}$. Since $\Phi_{\Delta}$ is compact and since $F(h)>0$ for each $h \in \Phi_{A}$, there exists $s>0$ such that $F(h)>s$ on $\Phi_{A}$. Choose $c>0$ so that $s>$ $2 \cdot c \cdot\left\|\left[x_{2}\right]^{\top}\right\|_{\infty}$. For this choice of $c$, let $b=\left[x_{1}\right]+c\left[x_{2}\right]$. Now, if $(h, \lambda, \mu) \neq$ ( $\left.h, \lambda, \mu^{\prime}\right)$, then $\hat{b}(h, \lambda, \mu) \neq \hat{b}\left(h, \lambda, \mu^{\prime}\right)$ and if $(h, \lambda) \neq\left(h, \lambda^{\prime}\right)$, then

$$
\begin{aligned}
&\left|\hat{b}(h, \lambda, \mu)-\hat{b}\left(h, \lambda^{\prime}, \mu^{\prime}\right)\right| \geqq\left|\lambda-\lambda^{\prime}\right|-c \cdot\left|\mu-\mu^{\prime}\right| \\
& \geqq s-c \cdot\left|\mu-\mu^{\prime}\right|>s-2 \cdot c \cdot\left\|\left[x_{2}\right]^{\wedge}\right\|_{\infty}>0 .
\end{aligned}
$$

From this it follows that if $\alpha(x)$ is the monic polynomial (constructed in Lemma 7.1) of degree $n=n_{1} n_{2}$ satisfied by $b$, then its discriminant is invertible since corresponding to each $h, \alpha_{h}(x)=0$ has $n_{1} n_{2}$ distinct roots.

Let $B=A[x] /(\alpha(x))$. Then $\Phi_{B}$ is (identifiable with) $\left\{(h, \lambda) \in \Phi_{A} \times C\right.$ : $(h, \lambda) \alpha(x)=0\}$. Hence $\gamma:(h, \lambda, \mu) \rightarrow(h, \hat{b}(h, \lambda, \mu))$ is a homeomorphism of $\Phi_{B_{2}}$ onto $\Phi_{B}$. Thus, $\left[x_{1}\right]^{\wedge} \circ \gamma^{-1}$ is continuous on $\Phi_{B}$ and $\widehat{\alpha}_{1}\left(\left[x_{1}\right]^{\wedge} \circ \gamma^{-1}\right)=$ 0 . By the Arens-Calderón theorem, there exists $b_{1} \in B$ such that $\hat{b}_{1}=$ $\left[x_{1}\right]^{\wedge} \circ \gamma^{-1}$ and $\alpha_{1}\left(b_{1}\right)=0$. Now, if $g: \sum_{i=0}^{n-1} a_{i}[x]^{i} \rightarrow \sum_{i=0}^{n-1} a_{i} b_{1}^{i}$, then $g$ is a homomorphism of $B$ onto $A[b]$. By an argument in the proof of Theorem 7.2, we have that $g\left(b_{1}\right)^{\wedge}=\left[x_{1}\right]^{\wedge}$. But $\alpha_{1}\left(b_{1}\right)=0$ so that $\alpha_{1}\left(g\left(b_{1}\right)\right)=$ 0 from which it follows that $g\left(b_{1}\right)=\left[x_{1}\right]$ since the discriminant of $\alpha_{i}\left(x_{1}\right)$ is invertible. Thus, $A[b]$ contains $\left[x_{1}\right]$ and hence $\left[x_{2}\right] \in A[b]$, i.e., $A[b]=$ $B_{2}$. It remains to show that $g$ is one-to-one and $b i$-continuous. Clearly, $g \mid A\left[b_{1}\right]$ is one-to-one so that there is an element $b_{2} \in B$ which satisfies $\sum_{i=0}^{n_{2}}\left(g \mid A\left[b_{1}\right]\right)^{-1}\left(\alpha_{1}^{(2)}\right) b_{2}^{i}=0$ and $\hat{b}_{2}=\left[x_{2}\right]^{\wedge} \circ \gamma^{-1}$, where $\alpha_{2}(x)=\sum_{i=0}^{n_{2}} \alpha_{i}^{(2)} x^{i}$. As before, $\left.\alpha_{2}\left(g_{2}\right)\right)=0$ and $g\left(b_{2}\right)^{\wedge}=\left[x_{2}\right]^{\wedge}$ so that $g\left(b_{2}\right)=\left[x_{2}\right]$. Hence, $g \mid A\left[b_{1}+c b_{2}\right]$ is a one-to-one mapping. But $\left(b_{1}+c b_{2}\right)^{\wedge}=[x]^{\wedge}$ so that $A\left[b_{1}+c b_{2}\right]=A[x] /(\alpha(x))$. Thus, $g$ is one-to-one. (Note that this means that $b_{1}+c b_{2}=[x]$.) The continuity of $g$ follows as in Theorem 7.2. The bi-continuity follows from the closed graph theorem.

Corollary 8.2. If $\alpha(x) \in A[x]$ is a monic polynomial with an invertible discriminant in $A$, then there exists an extension of the form $A[x] /(\beta(x))$ over which $\alpha(x)$ factors into linear factors, where
${ }^{\text {B }} \beta(x)$ is a monic polynomial with an invertible discriminant.
In view of the theorem, the proof of the corollary follows from the fact that if $\alpha(x)=\left(x-b_{1}\right), \cdots,\left(x-b_{t}\right) Q(x)$ over $A[x] /(\alpha(x))$, then $Q(x)$ must have an invertible discriminant over $A[x] /(\alpha(x))$.
9. On the radical of $B$. Let $A$ be a normed algebra and let $K(A)$ denote the intersection of the closed maximal ideals of $A$. If $K(A)=$ (0), we say that $A$ is tractable. In [2] it is shown that if $A$ is tractable and if the discriminant of $\alpha(x)$ is not a zero divisor in $A$, or zero, then $B$ is also tractable. It is further shown that if $A$ is tractable and if $\alpha(x)=x^{n}-a$, then $B$ is tractable if and only if $a$ is not a zero divisor in $A$, or zero. Actually, these results are true for a wider class of algebras, namely, commutative algebras (with unit) over fields of characteristic zero, with "tractable" replaced by "semi-simple."

In this section, we will show that the converse of the above theorem is also valid; indeed, we formulate our theorems and corollaries in the general context of algebras over fields of characteristic zero. To do so requires no extra effort, except that of characterizing the maximal ideals of $B$ in terms of those of $A$. It will follow from the general results presented that when $A$ is tractable, then the radical of $B$ and the intersection of the closed maximal ideals of $B$ coincide, a result that is generally not valid for normed algebras. (An example of a semi-simple normed algebra which is not tractable is given at the end of this section.) Thus, until further notice, we assume that $A$ is a commutative algebra (with unit) over a field $F$ of characteristic zero. Let $M_{A}$ denote the maximal ideal space of $A$. We first identify $M_{B}$ in terms of $M_{4}$. If $m_{0}$ is a maximal ideal in $B$, then $B / m_{0}$ is a field which contains an isomorphic copy of $F$ and hence is also of characteristic zero. Let $\phi$ denote the canonical homomorphism of $B$ onto $B / m_{0}$. Then $\phi(A)$ is a subfield of $B / m_{0}$ since the latter is a simple algebraic extension of $\phi(A)$ (cf. page 259, [15]). Thus we see that $m_{0} \cap A$ is a maximal ideal of $A$. On the other hand, if $m$ is a maximal ideal in $A$, then we can extend $m$ to (at most $n=$ degree of $\alpha(x)$ ) a maximal ideal of $B$. We proceed to show this assertion and at the same time give a description of the extensions.

If $I$ is an ideal in $A$, then let $\beta_{I}(x)$ denote $\Sigma\left(\beta_{i}+I\right) x^{i}$ where $\beta(x)=\Sigma \beta_{i} x^{i}$.

Let $m \in M_{A}$ and $\gamma(x)$ denote a monic polynomial over $A$ such that $\gamma_{m}(x)$ is an irreducible factor of $\alpha_{m}(x)$. Let $(m, \gamma(x))$ denote the set

$$
\left\{\left(\sum_{i=0}^{n-1} a_{i}[x]^{i}\right) \gamma([x])+\sum_{i=0}^{n-1} m_{i}[x]^{i}: a_{i} \in A, m_{i} \in m\right\} .
$$

It is clear that $(m, \gamma(x))$ is an ideal in $B$. If we define $\theta$ by

$$
\theta\left(\sum_{i=0}^{n-1} a_{i}[x]^{i}\right)=\sum_{i=0}^{n-1}\left(a_{i}+m\right)\left(x+\left(\gamma_{m}(x)\right)\right)^{i}
$$

then $\theta$ is a homomorphism of $B$ onto $(A / m)[x] /\left(\gamma_{m}(x)\right)$. Clearly $(m, \gamma(x)) \subseteq$ $\theta^{-1}(0)$. Now if $\sum_{i=0}^{n-1}\left(a_{i}+m\right)\left(x+\left(\gamma_{m}(x)\right)\right)^{i}=0$, then

$$
\sum_{i=0}^{n-1}\left(a_{i}+m\right) x^{i}=\gamma_{m}(x) Q_{m}(x),
$$

where $Q(x) \in A[x]$ or equivalently,

$$
\sum_{i=0}^{n-1} a_{i} x^{i}-\gamma(x) Q(x) \in m[x],
$$

Thus, $\sum_{i=0}^{n-1} a_{i}[x]^{i} \in(m, \gamma(x))$. Hence, $\theta^{-1}(0)=(m, \gamma(x))$ and so ( $m, \gamma(x)$ ) is a maximal ideal of $B$.

From the above, it is clear that if $\gamma_{1}(x)-\gamma_{2}(x) \in m[x]$, then $\left(m, \gamma_{1}(x)\right)=\left(m, \gamma_{2}(x)\right)$. We now show the converse. Suppose $\left(m, \gamma_{1}(x)\right)=$ ( $m, \gamma_{2}(x)$ ). There exists $p(x) \in A[x]$ and $m(x) \in m[x]$ such that $\gamma_{2}(x)=$ $\gamma_{1}(x) p(x)+m(x)$. Now, $\gamma_{2 m}(x)=\gamma_{1 m}(x) p_{m}(x)$. Since both $\gamma_{1 m}(x)$ and $\gamma_{2 m}(x)$ are irreducible, and monic, $p_{m}(x)=e+m$. The degrees of $\gamma_{1}(x), \gamma_{2}(x)$, $\gamma_{1 m}(x)$ and $\gamma_{2 m}(x)$ are all equal so that $p(x)=e$. Thus, $\gamma_{2}(x)-\gamma_{1}(x) \in m[x]$.

So far we have shown that each maximal ideal of $A$ extends to at least one maximal ideal of $B$. Furthermore, each maximal ideal of $B$ extends a unique maximal ideal of $A$. We shall now show that each maximal ideal $m_{0}$ of $B$ is of the form given above, with $m=m_{0} \cap A$. From earlier comments we know that $B / m_{0}$ is a simple algebraic extension of the field $\phi(A)$, where $\phi: B \rightarrow B / m_{0}$ is the canonical homomorphism. Since $\phi([x])$ is a root of $\alpha_{m}(x)=0, \phi([x])$ must satisfy one of its irreducible factors, say $\beta_{m}(x)$. Hence $B / m_{0}$ must be isomorphic to $\phi(A)[x] /\left(\beta_{m}(x)\right)$. Thus, if $\phi\left(\sum_{i=0}^{n=1} a_{i}[x]^{i}\right)=0$, then $\sum_{i=0}^{n-1}\left(a_{i}+m\right) x^{i}=$ $Q_{m}(x) \beta_{m}(x)$. Thus, $m_{0}=(m, \beta(x))$.

In summary, we have that $M_{B}$ may be viewed as the set of ordered pairs ( $m, \beta(x)$ ), $m \in M_{A}, \beta(x)$ monic and $\beta_{m}(x)$ an irreducible factor of $\alpha_{m}(x)$. Of course, we identify any two such pairs ( $m, \beta(x)$ ) and ( $m^{\prime}, \gamma(x)$ ) if and only if $m=m^{\prime}$ and $\beta(x)-\gamma(x) \in m[x]$. As before, we let $\pi$ denote the (onto) mapping $(m, \beta(x)) \rightarrow m$.

In what follows, let $a(m)$ denote the coset $a+m, a \in A, m \in M_{4}$.
In order to avoid interrupting the proof of the main theorem, we will next state and prove a lemma about the existence of a common factor of $a \alpha(x)$ and $b \alpha^{\prime}(x)$ for suitable elements $a$ and $b$ in $A$. In general, $a$ and $b$ will not be invertible elements (consider the $\alpha(x)$ in Example 5.3). We will need the following result [15]: Let $f(x)$ and $g(x)$ be polynomials over $A$ of respective degrees $m$ and $n$, let $k=$ $\max (m-n+1,0)$ and let $a$ be the leading coefficient of $g(x)$. Then there exist polynomials $Q(x)$ and $R(x)$ over $A$ such that

$$
a^{k} f(x)=Q(x) g(x)+R(x)
$$

and $R(x)$ is either of degree less than $n$ or is the zero polynomial.
Lemma 9.1. Let $A$ be semi-simple. If the discriminant $d$ of $\alpha(x)$ is a zero divisor in $A(s a y d c=0, c \neq 0)$ or if $d=0$, then there are nonzero elements $a$ and $b$ in $A$ and polynomials $\gamma(x), \delta(x)$ and $R(x)$ over $A$ such that
(i) $\quad a \alpha(x)=\gamma(x) R(x)$
(ii) $b \alpha^{\prime}(x)=\delta(x) R(x)$
(iii) for $m \in M_{4}, a(m)=0$ if and only if $b(m)=0$, and if $c(m)=$ 0 , then $a(m)=0$, and
(iv) if $\beta_{m}(x)\left(m \in M_{A}\right)$ is a factor of $\alpha_{m}(x)$ and $\alpha_{m}^{\prime}(x)$, then $\beta_{m}(x)$ is a factor of $R_{m}(x)$.

Proof. We first prove the lemma for the case $d=0$. Let $R_{-1}(x)$ and $R_{0}(x)$ denote $\alpha(x)$ and $\alpha^{\prime}(x)$, respectively. In view of the above quoted result, we assume that we have found polynomials $Q_{j+1}(x)$, $R_{j+1}(x), 0 \leqq j \leqq i$, over $A$ such that

$$
\begin{equation*}
R_{0, j}^{2 k_{j}} R_{j-1}(x)=R_{0, j-1} R_{j}(x) Q_{j+1}(x)+R_{j+1}(x) \tag{*}
\end{equation*}
$$

and $R_{0, j} R_{j+1}(x) \neq 0$ for $0 \leqq j \leqq i$, where $R_{0, j}$ denotes the leading coefficient of $R_{0, j-1} R_{j}(x)$ and $k_{i}=\max \left\{\operatorname{deg}\left(R_{j-1}(x)\right)-\left(\operatorname{deg} R_{0, j-1} R_{j}(x)\right)+1,0\right\}$. The polynomial $R_{0, j} R_{j+1}(x)$ is never a non-trivial constant polynomial. This follows from the fact that if $m \in M_{4}$, then $\alpha_{m}(x)$ and $\alpha_{m}^{\prime}(x)$ have at least one irreducible factor in common since $d(m)=0$ (recall that $A / m$ is a field of characteristic zero). For each $m$, let $\beta_{m}(x)$ be one such factor. Thus, it follows that if $R_{0, j}(m) \neq 0$, then $\beta_{m}(x)$ is a factor of $R_{0, j}(m)\left(R_{j+1}\right)_{m}(x)$. Thus, if $R_{0, j} R_{j+1}(x)$ were a constant, say $c$, then $c(m)=0$ for all $m \in M_{\Delta}$. Since $A$ is semi-simple, $c=0$. From this fact and the fact that degree $R_{j+1}(x)<$ degree $R_{0, j} R_{0, j-1}(x)$, we can conclude that there is a first integer, say $i_{0}$, such that (*) holds with $j=i_{0}$ and $R_{0, i_{0}} R_{i_{0}+1}(x)=0$. Since the coefficients of $R_{i_{0}+1}(x)$ belong to the same maximal ideals that $R_{0, i_{0}}$ belongs to, we have that $R_{i_{0}+1}(x)$ is the zero polynomial. Hence

$$
R_{0}^{2 k i_{0} i_{0}} R_{i_{0}-1}(x)=R_{0, i} R_{0, i_{0}-1}(x) Q_{i_{0}+1}(x) .
$$

Let $R(x)=R_{0, i_{0}} R_{0, i_{0}-1} R_{i_{0}}(x), a=\prod_{j=0}^{i_{0}} R_{0, j}^{2 k_{j}}$ and $b=\prod_{j=1}^{i_{0}} R_{j, j}^{2 k_{j}}$. Then $a$ and $b$ are nonzero and belong to the same maximal ideals to which $R_{0, j}$ belongs. Now, by repeated substitutions, we find polynomials $\gamma(x)$ and $\delta(x)$ over $A$ such that $a \alpha(x)=\gamma(x) R(x)$ and $b \alpha^{\prime}(x)=\delta(x) R(x)$. From the above it is clear that if $\beta_{m}(x)$ is a factor of $\alpha_{m}(x)$ and $\alpha_{m}^{\prime}(x)$, then it is a factor of $R_{m}(x)$.

If $d c=0(d \neq 0, c \neq 0)$, then let $D$ denote the set of maximal ideals
of $A$ to which $c$ doesn't belong, and $I$ denote the intersection of the maximal ideals in $D$. By the first part of the proof, there are elements $a^{\prime}, b^{\prime} \in A\left(a^{\prime}, b^{\prime} \notin I\right)$ and polynomials $\tilde{\gamma}(x), \tilde{\delta}(x)$ and $\widetilde{R}(x)$ over $A$ such that for the cosets $a^{\prime}+I$ and $b^{\prime}+I$ and the polynomials $\widetilde{\gamma}_{I}(x), \widetilde{\delta}_{I}(x)$ and $\widetilde{R}_{I}(x)$, the four conditions of the lemma are fulfilled over $A / I$. It then follows that the same four conditions are fulfilled over $A$ if we take $a=c^{2} a^{\prime}, b=c^{2} b^{\prime}, \gamma(x)=c \tilde{\gamma}(x), \delta(x)=c \tilde{\delta}(x)$ and $R(x)=c \widetilde{R}(x)$. (Note that $a$ and $b$ are not zero since if so we would have that $a^{\prime}$ and $b^{\prime}$ belong to $I$.) This completes the proof of the lemma.

It is necessary to introduce the following notation at this point. Let $A$ be semi-simple and $\alpha(x)$ a monic polynomial over $A . \quad M_{\alpha}\left(m, \beta_{m}(x)\right)$ is to denote the power to which $\beta_{m}(x)$ appears in the factorization of $\alpha_{m}(x)$ into irreducible factors. Let $d_{k}$ denote the resultant of $\alpha(x)$ and $\alpha^{(k)}(x)$ (= the formal $k$ th derivative of $\alpha(x)$ ), $1 \leqq k \leqq n-1$ (cf. page 96 , [14]) and let $k(\alpha)$ denote the smallest integer $k$, if it exists, such that $d_{k}$ is not a zero divisor in $A$, or zero, and $n$ if all the $d_{k}$ are zero divisors in $A$, or zero. From the definition it follows that if $k>k(\alpha)$, then $d_{k}$ is not a zero divisor in $A$ or zero.

By a nil ideal in $A$ we mean an ideal all of whose elements are nilpotent. If $I$ is an ideal in $A$ for which there exists an integer $k$ such that $a_{1} \cdot a_{2} \cdot \cdots \cdot a_{k}=0$ whenever $a_{i} \in I, i=1,2, \cdots, k$, then we say that $I$ is nilpotent (and write $I^{k}=(0)$ ) and if $k$ is the smallest such integer, then we call $k$ the degree of nilpotency of $I$.

Theorem 9.2. Suppose that $A$ is semi-simple and that $\alpha(x)$ is a monic polynomial over $A$ for which $k(\alpha) \geqq 2$. Then the radical of $B$ is nontrivial consisting precisely of the nilpotent elements of $B$. Furthermore, Rad B is nilpotent and its degree of nilpotency is $k(\alpha)$.

Proof. It is well known that the radical of an algebra contains all the nilpotent elements of the algebra. We show that $\operatorname{Rad}(B)$ consists of precisely nilpotent elements by showing the last assertion of the theorem, from which it follows that $\operatorname{Rad}(B)$ is nontrivial.

Suppose that $\beta_{1}([x]), \cdots, \beta_{k(\alpha)}([x]) \in \operatorname{Rad}(B)$ and set $\beta(x)=\prod_{i=1}^{k(\alpha)} \beta_{i}(x)$. Then there are polynomials $Q(x)$ and $R(x)$ over $A$ such that $\beta(x)=$ $\alpha(x) Q(x)+R(x)$, with degree $R(x)<$ degree $\alpha(x)$. We will show that $\beta([x])=0$ by showing that $R(x)$ is the zero polynomial. Suppose first that $m \in M_{A}$ has the property that $M_{a}\left(m, \gamma_{m}(x)\right) \leqq k(\alpha)$ for every irreducible factor $\gamma_{m}(x)$ of $\alpha_{m}(x)$. Since $\beta_{i}([x]) \in \operatorname{Rad}(B)$, we know that $\gamma_{m}(x)$ must divide $\left(\beta_{i}\right)_{m}(x)$, and hence $\gamma_{m}(x)^{j}, j=M_{\alpha}\left(m, \gamma_{m}(x)\right)$ divides $\beta_{m}(x)$. Furthermore $\gamma_{m}(x)^{j}$ divides $\alpha_{m}(x)$ (by definition of $j$ ) so that $\gamma_{m}(x)^{j}$ also divides $R_{m}(x)$. But $\gamma_{m}(x)$ is an arbitrary irreducible factor so it follows that $\alpha_{m}(x)$ divides $\beta_{m}(x)$ and consequently also divides $R_{m}(x)$. Since degree $R_{m}(x)<$ degree $\alpha_{m}(x), R_{m}(x)$ is the zero polynomial over $A / m$, or equiva-
lently, the coefficients of $R(x)$ lie in $m$. If there is a $m \in M_{\Delta}$ such that $M_{\alpha}\left(m, \gamma_{m}(x)\right)>k(\alpha)$ for some $\gamma(x)$, then $d_{k(\alpha)} \in m$. Thus, the coefficients of $d_{k(\alpha)} R(x)$ lie in every maximal ideal in $A$ and hence are all zero. But $d_{k(\alpha)}$ is neither a zero divisor in $A$ or zero, so that $R(x)$ is the zero polynomial over $A$. Thus, $\beta(x)=\alpha(x) Q(x)$, or equivalently, $\beta([x])=$ $\prod_{i=1}^{k(\alpha)} \beta_{i}([x])=0$.

To show that $\operatorname{Rad}(B)^{k(\alpha)-1} \neq(0)$ (recall that $k(\alpha)$ is assumed to be greater than one), it suffices to show that there is an element $f \in \operatorname{Rad}(B)$ such that $f^{k(\alpha)-1} \neq 0$. We will show that $f=a \gamma([x])$ is a suitable choice, where $a$ and $\gamma(x)$ are supplied to us by Lemma 9.1. (We may assume that $c$ in the lemma has the property that $c d_{k(\alpha)-1}=0, c \neq 0$.) Let us first note that $a \gamma([x]) \neq 0$. For if not, then $a \gamma(x)=Q(x) \alpha(x)$ for some $Q(x) \in A[x]$. But $a \alpha(x)=\gamma(x) R(x)$ so that $a^{2} \alpha(x)=Q(x) R(x) \alpha(x)$ or $a^{2}=$ $Q(x) R(x)$. If $c(m)=0$, then $a(m)=0$. If $c(m) \neq 0$, then $d(m)=0$ so that $\alpha_{m}(x)$ and $\alpha_{m}^{\prime}(x)$ have a common factor which is also a factor of $R_{m}(x)$ by (iv) of the lemma. Thus, $a(m)=0$ for all $m \in M_{\Delta}$ and hence $a=0$, which is a contradiction. We show next that $a \gamma([x]) \in \operatorname{Rad}(B)$.

Let $m$ be a maximal ideal such that $\alpha(m) \neq 0$ and $\beta_{m}(x)$ an irreducible factor of $\alpha_{m}(x)$. If $\beta_{m}(x)$ is not a factor of $b(m) \alpha_{m}^{\prime}(x)$, then $\beta_{m}(x)$ is not a factor of $R_{m}(x)$ (cf. lemma). Hence $\beta_{m}(x)$ must be a factor of $\gamma_{m}(x)$. If, on the other hand, $\beta_{m}(x)$ is a factor of $b(m) \alpha_{m}^{\prime}(x)$, then $\beta_{m}(x)$ is a factor of $\alpha_{m}^{\prime}(x)(b(m) \neq 0$ since $a(m) \neq 0)$. Thus, from the lemma, we can conclude that $\beta_{m}(x)^{k}, k=M_{\alpha}\left(m, \beta_{m}(x)\right)-1$, is also a factor of $\alpha_{m}^{\prime}(x)$, hence a factor of $R_{m}(x)$ since $\beta_{m}(x)^{k+1}$ is a factor of $\alpha_{m}(x)$. Thus, $\beta_{m}(x)$ must be a simple factor of $\gamma_{m}(x)$. We can now conclude that $a \gamma([x])$ belongs to every maximal ideal of $B$.

We now show that $(a \gamma([x]))^{k(\alpha)-1} \neq 0$ or equivalently, $a \gamma(x)^{k(\alpha)-1} \neq$ $Q(x) \alpha(x)$ for every $Q(x) \in A[x]$. Since $k(\alpha) \geqq 2$, we know that there is at least one irreducible factor $\beta_{m}(x)$ of $\alpha_{m}(x)$ for some $m \in M_{\Delta}$ such $\beta_{m}(x)$ is also a factor of $\alpha_{m}^{\prime}(x)$ and $\beta_{m}(x)^{k(\alpha)}$ is a factor of $\alpha_{m}(x)$ (take any $m \in M_{\Delta}$ such that $d_{k(\alpha)-1} \in m$ ). From what we showed above, we have that $\beta_{m}(x)$ is a simple factor of $\gamma_{m}(x)$. If $(a \gamma(x))^{k(\alpha)-1}=Q(x) \alpha(x)$ for some $Q(x) \in A[x]$, then $\beta_{m}(x)^{k(\alpha)}$ would be a factor of $\left(\alpha(m) \gamma_{m}(x)\right)^{k(\alpha)-1}$ or else $a(m)=0$. Since $a d_{k(\alpha)-1}=0$ (recall our assumption that $c d_{k(\alpha)-1}=0$ ), we may assume that $a(m) \neq 0$. Hence a contradiction since $\beta_{m}(x)$ is only a simple factor of $\gamma_{m}(x)$. Thus, $(a \gamma([x]))^{k(\alpha)-1} \neq 0$.

Corollary 9.3. If $B$ is semi-simple, then $A$ is semi-simple and the discriminant $d$ of $\alpha(x)$ is not a zero divisor in $A$, or zero.

The proof follows immediately from the theorem. To use the theorem, we need to know that $A$ is semi-simple. But this is true since each maximal ideal of $A$ extends to at least one of $B$. This situation is special. (There are examples of semi-simple algebras with
non-semi-simple subalgebras.)
Corollary 9.4. Let $A$ be a commutative algebra with non-trivial $\operatorname{radical} R=\operatorname{Rad}(A)$. Then $\operatorname{Rad}(B)=\left\{b \in B: b^{k} \in R[[x]]\right\}, k=k\left(\alpha_{R}\right)$. If $R$ is a nil ideal, then so is $\operatorname{Rad}(B)$. If $R$ is nilpotent, say $R^{p}=(0)$, then so is $\operatorname{Rad}(B)$ and $\operatorname{Rad}(B)^{p b}=(0)$.

Proof. Since $\operatorname{Rad}(B) \supset R$, it is clear that $\operatorname{Rad}(B) \supseteqq\left\{b \in B: b^{k} \in R[[x]]\right\}$. Now, consider the homomorphism $\phi$ of $B$ onto $(A / R)[x] /\left(\alpha_{R}(x)\right)$ defined by $\phi\left(\Sigma a_{i}[x]^{i}\right)=\Sigma\left(a_{i}+R\right) x^{i}+\left(\alpha_{R}(x)\right)$. Then $\phi(\operatorname{Rad}(B)) \cong \operatorname{Rad}\left((A / R)[x] /\left(\alpha_{R}(x)\right)\right)$ (cf. page 10, [8]). The kernel of $\phi$ is $R[[x]]$. Thus, if $b \in \operatorname{Rad}(B)$, then $\phi\left(b^{k}\right)=(\phi(b))^{k}=0$ by the theorem. It follows that $b^{k} \in \phi^{-1}(0)$ so that $\operatorname{Rad}(B) \cong\left\{b \in B: b^{k} \in R[[x]]\right\}$. Thus equality holds and the first assertion of the corollary is established.

Suppose now that $R$ is a nil ideal. Let $b \in \operatorname{Rad}(B)$. Then by the above, $b^{k\left(\alpha_{R}\right)} \in R[[x]]$. Let $b^{k\left(\alpha_{R}\right)}=\sum_{i=0}^{n-1} b_{i}[x]^{i}, b_{i} \in R$. Since $A$ is commutative, the elements $b_{0}, \cdots, b_{n-1}$ generate a nilpotent ideal in $A$ (cf. page 193, [8]). If $p$ is the degree of nilpotency of this ideal, then $\left(b^{k\left(\alpha_{R_{R}}\right)}\right)^{p}=0$. Thus, $\operatorname{Rad}(B)$ is a nil ideal.

The last assertion follows immediately from what we just proved.
If the degree of nilpotency of $\operatorname{Rad}(A)$ is $p$, it may well be the case that the degree of nilpotency of $\operatorname{Rad}(B)$ is less than $p k\left(\alpha_{R}\right)$. For example, take an algebra for which $p=2$ and let $\alpha(x)=x^{3}$. Then $\operatorname{Rad}(B)^{4}=\{0\}$. (It is easy to modify this example so that $\alpha(x)=0$ has no solution in A.) On the other hand, the degree of nilpotency of $\operatorname{Rad}(B)$ may be equal to $k\left(\alpha_{R}\right) p$.

We now turn our attention to the case where $A$ is a commutative normed algebra. For such an algebra, $K(A)$ denotes the intersection of its closed maximal ideals.

Theorem 9.5. Let $A$ be a tractable normed algebra. Then $K(B)$ coincides with the radical of $B$. Hence if $B$ is tractable, then $A$ is tractable and $d$ is not a divisor of zero in $A$, or zero.

In order to prove the theorem we only have to establish that the elements of $K(B)$ are nilpotent. To do this, we must know which maximal ideals of $B$ are closed. Of course, each closed maximal ideal of $B$ extends a maximal ideal of $A$ so that $\Phi_{B}$ (= space of closed maximal ideals of $B$ ) is a subset of $D=\left\{(h, \lambda) \in \Phi_{A} \times C: \alpha_{h}(\lambda)=0\right\}$. Actually, $\Phi_{B}=D$. To see this, observe that

$$
\left|\alpha_{h}(\lambda)\right| \geqq|\lambda|^{n}-\left\|\alpha_{n-1}\right\||\lambda|^{n-1}-\cdots-\left\|\alpha_{1}\right\||\lambda|-\left\|\alpha_{0}\right\| .
$$

If $|\lambda|>1$, then the right hand side is greater than zero so that
$\left|\alpha_{h}(\lambda)\right|>0$ for all $h \in \Phi_{\Delta}$. Thus, if $(h, \lambda) \in D$, then $|\lambda| \leqq 1$ and hence ( $h, \lambda$ ) defines a continuous multiplicative linear functional (recall that we are assuming that $\left\|\alpha_{0}\right\|+\left\|\alpha_{1}\right\|+\cdots+\left\|\alpha_{n-1}\right\| \leqq 1$ ).

Now, using the fact that $\Phi_{B}=D$, we use the method of proof of the first assertion of Theorem 9.2 to establish that $K(B)$ is nilpotent. Hence $K(B) \cong \operatorname{Rad}(B)$. On the other hand, $\operatorname{Rad}(B) \cong K(B)$ so that $K(B)=\operatorname{Rad}(B)$.

The second assertion now follows from Corollary 9.3.
As we have pointed out earlier, there are normed algebras which are semisimple but not tractable. A simple example illustrating this is as follows: Let $A$ be any normed algebra with no nonzero nil ideals but possessing a nontrivial radical. $A[x]$ is a normed algebra under $\left\|\Sigma a_{i} x^{i}\right\|=\Sigma\left\|a_{i}\right\|$. Clearly, $A[x]$ is not tractable. However $A[x]$ is semi-simple (cf. Theorem 4, page 12, [8]).
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## ON THE DIOPHANTINE EQUATION $C x^{2}+D=y^{n}$

## W. Ljunggren

1. Introduction. Let $C, D$ and $n$ denote odd positive integers, $D>1$ and $C D$ without any squared factor $>1$. Let $K=Q(\sqrt{-C D})$, where $Q$ is the field of rational numbers. Let further $h$ denote the number of classes of ideals in $K$ and put $D+(-1)^{(D+1) / 2}=2^{m} \cdot D_{1}$, $\left(D_{1}, 2\right)=1$. In two previous papers [4] and [5] I have proved the following three theorems concerning the diophantine equation $C x^{2}+D=$ $y^{n}$ :
I. The diophantine equation

$$
\begin{equation*}
C x^{2}+D=y^{n}, \quad n>1 \tag{1}
\end{equation*}
$$

is impossible in rational integers $x$ and $y$ if $h \not \equiv 0(\bmod n), m$ is odd and either $C D \equiv 1(\bmod 4)$ or $C D \equiv 3(\bmod 8)$ with $n \not \equiv 0(\bmod 3)$.
II. The diophantine equation

$$
C x^{2}+D=y^{q}, \quad q>3
$$

where $q$ denote an odd prime and $C D \not \equiv 7(\bmod 8)$, is impossible in rational integers $x$ and $y$ if $h \not \equiv 0(\bmod q), m$ is even and $q \not \equiv C D_{1}$ $(\bmod 8)$.
III. If $D \equiv 1(\bmod 4), C D \not \equiv 7(\bmod 8)$ and $m$ is even, then the equation (2) has only a finite number of solutions in natural numbers $x, y$ and primes $q$ if $C D_{1} \equiv 5(\bmod 8)$ or if $C=1$ with $D_{1} \equiv 3(\bmod 8)$ for given $C$ and $D$. The possible values of $y$ and an upper limit for the number of primes $q$ may always be determined after a finite number of arithmetical operations.

From the proofs it immediately follows that these theorems also hold good if $C D \equiv 7(\bmod 8)$, provided $y$ is an odd integer. This gives a far-reaching extension of results obtained by D. J. Lewis in his paper [2]. Putting $C=1, D=7$ we find, from 1:

The diophantine equation $x^{2}+7=y^{z}, z>1$, is impossible in rational integers $x, y$ and $z$ if $y$ is an odd integer.

Equations of the type (1) have also been studied by T. Nagell [6], [8], [9] and B. Stolt [11].
2. The equation $C x^{2}+4 D=y^{n}, y$ odd.

Theorem 1. Let $n$ be the power of a prime $q>3$, and suppose that $h \not \equiv 0(\bmod n)$. Then the diophantine equation

$$
\begin{equation*}
C x^{2}+4 D=y^{n}, \quad n>1, y \text { odd } \tag{3}
\end{equation*}
$$

has no solutions in rational integers $x$, y if $q \not \equiv 3 C(-1)^{(0-1) / 2}(\bmod 8)$. Likewise, if $D \equiv 0(\bmod q)$, equation (3) has no integral solution.

Proof. We put $n=q^{a}$. The principal ideals

$$
[C x+2 \sqrt{-C D}] \text { and }[C x-2 \sqrt{-C D}]
$$

have the greatest common ideal divisor $[C, \sqrt{-C D}]$, because $[C]=$ $[C, \sqrt{-C D}]^{2}, y$ is an odd integer and $(x, y)=1$. From (3) it then follows

$$
[C x+2 \sqrt{-C D}]=[C, \sqrt{-C D}] \cdot i^{q^{\alpha}},
$$

where $\mathfrak{i}$ denotes an ideal of the field $Q(\sqrt{-C D})$. Further we get

$$
\begin{equation*}
[C x+2 \sqrt{-C D}]^{2}=[C] \cdot i_{1}^{\alpha^{\alpha}}\left(\mathfrak{i}_{1}=i^{2}\right) . \tag{4}
\end{equation*}
$$

If the class number $h$ is divisible by $q^{\beta}(0 \leqq \beta<\alpha)$ and not by $q^{\beta+1}$, there exist two rational integers $f$ and $g$ such that

$$
f q^{\alpha}-g h=q^{\beta} .
$$

Then by (4) we get the following equivalence

$$
i_{1}^{q^{\beta}} \sim i_{1}^{f q^{\alpha}} \sim 1 .
$$

Hence we obtain the ideal equation

$$
[C x+2 \sqrt{-C D}]^{2}=[C] \cdot\left[\frac{1}{2}(u+v \sqrt{-C D})\right]_{a^{\alpha-\beta}}
$$

where $u$ and $v$ are rational integers, $u \equiv v(\bmod 2)$. Since $q>3$ all the units in the field $Q(\sqrt{-C D})$ are $q^{\text {th }}$ powers. Then it follows from (5)
(6) $\quad(C x+2 \sqrt{-C D})^{2}=C\left(\frac{1}{2}\left(u_{1}+v_{1} \sqrt{-C D}\right)\right)^{q}, \quad u_{1} \equiv v_{1}(\bmod 2)$.

By means of (6) we derive

$$
\frac{1}{2}\left(u_{1}+v_{1} \sqrt{-C D}\right)=\left(\frac{1}{2}\left(a_{1} \sqrt{C}+b_{1} \sqrt{-D}\right)\right)^{2}, \quad a_{1} \equiv b_{1}(\bmod 2)
$$

Inserting this expression in (6) we get

$$
\begin{equation*}
x \sqrt{C}+2 \sqrt{-D}=\left(\frac{1}{2}\left(a_{2} \sqrt{C}+b_{2} \sqrt{-D}\right)\right)^{q}, \quad a_{2} \equiv b_{2}(\bmod 2) \tag{7}
\end{equation*}
$$

Equating the coefficients of $\sqrt{-D}$ we obtain the relation

$$
2^{q+1}=\sum_{r=0}^{(q-1) / 2}\binom{q}{2 r+1} a_{2}^{q-1-2 r} b_{2}^{2 r+1} C^{[(q-1) / 2]-r}(-D)^{r},
$$

whence $b_{2}= \pm 2^{s}, 0 \leqq s \leqq q+1$.
Equation ( $7^{\prime}$ ) gives modulo $q$

$$
b_{2}^{q}(-D)^{(q-1) / 2} \equiv 2^{q+1}(\bmod q),
$$

or

$$
\begin{aligned}
b_{2}\left(\frac{-D}{q}\right) & \equiv 4(\bmod q), \quad \text { i.e. } \\
b_{2} & \equiv \pm 4(\bmod q)
\end{aligned}
$$

For $q>5 b_{2}$ and $a_{2}$ must be even numbers, so that we have

$$
\begin{equation*}
x \sqrt{C+2} \sqrt{-D}=(a \sqrt{C+b} \sqrt{-D})^{q} \tag{8}
\end{equation*}
$$

If $q=5$ and $b_{2}= \pm 1$ it follows from (7') that

$$
D^{2} \pm 8=5\left(\frac{1}{2}\left(C a^{2}-D\right)\right)^{2}
$$

which is impossible mod 8. Equation (8) is then valid if $q>3$. Corresponding to ( $7^{\prime}$ ) we get

$$
2=\sum_{r=0}^{(q-1) / 2}\binom{q}{2 r+1}\left(C a^{2}\right)^{[q-1) / 2]-r} b^{2 r+1}(-D)^{r}
$$

Equation ( $8^{\prime}$ ) is impossible if $q$ divides $D$. If $(D, q)=1$ it follows from ( $8^{\prime}$ )

$$
2 \equiv b^{q}(-D)^{(q-1) / 2} \equiv b\left(\frac{-D}{q}\right)(\bmod q)
$$

whence

$$
b=2\left(\frac{-D}{q}\right)
$$

Inserting this expression for $b$ in ( $8^{\prime}$ ) we obtain

$$
\begin{equation*}
\left(\frac{-D}{q}\right)=\sum_{r=0}^{(q-1) / 2}\binom{q}{2 r+1}\left(C a^{2}\right)^{[(q-1) / 2]-r}(-4 D)^{r} . \tag{9}
\end{equation*}
$$

At first we want to prove that (9) is impossible if $q \equiv 1(\bmod 4)$.

Treating (9) as a congruence $\bmod 4$ we find

$$
\left(\frac{-D}{q}\right)=1
$$

Suppose now that $q-1$ is divisible by $2^{\grave{\delta}}$, but not by $2^{\delta+1}$, $\delta \geqq 2$. Equation (9) may be written
(10) $1-q+q\left(1-\left(C a^{2}\right)^{(q-1) / 2}\right)=\sum_{r=1}^{(q-1 / 2}\binom{q}{2 r+1}\left(C a^{2}\right)^{[q-1) / 2]-r}(-4 D)^{r}$.

The general term in the right-hand side in (10) we then prefer to give the following shape

$$
\begin{equation*}
\frac{q(q-1)}{2 r(2 r+1)} \cdot 2^{2 r} \cdot\binom{q-2}{2 r-1}\left(C a^{2}\right)^{[q-1) / 2]-r} \cdot(-D)^{r} . \tag{11}
\end{equation*}
$$

Here the numerator is divisible by $2^{8+2 r}$. The denominator is: divisible by a power of 2 which is $\leqq 2$. Since for all $r \geqq 12^{2 r}>2 r$, we conclude that the integer (11) is divisible at least by $2^{\delta+1}$. Hence equation (10) is impossible, because $\left(C a^{2}\right)^{(q-1) / 2}-1$ is divisible at least by $2^{\delta+1}$, while $q-1$ is divisible by $2^{\delta}$ but not by $2^{\delta+1}$.

It remains to consider the case $q \equiv 3(\bmod 4)$. From (9) it then follows

$$
\left(\frac{-D}{q}\right) \equiv q C(\bmod 4),
$$

whence

$$
\begin{align*}
& \left(\frac{-D}{q}\right)=-1 \text { for } C \equiv 1(\bmod 4), \\
& \left(\frac{-D}{q}\right)=+1 \text { for } C \equiv 3(\bmod 4) . \tag{12}
\end{align*}
$$

Treating (9) as a congruence $\bmod 8$, we get

$$
\begin{equation*}
\left(\frac{-D}{q}\right) \equiv q C+4(\bmod 8) \tag{13}
\end{equation*}
$$

Combining (12) and (13) we find

$$
q \equiv 3 C(-1)^{\left(\sigma_{-1}\right) / 2}(\bmod 8)
$$

which was to be proved.
Remark. Theorem 1 remains true if $q=3$, provided $C D \not \equiv 3$ $(\bmod 8)$ : All units in $Q(\sqrt{-C D})$ are still $q^{\text {th }}$ powers, such that equation (7) also holds good for $q=3$. Since $b_{2} \equiv \pm 4(\bmod q)$, we have in addition to consider the cases $b_{2}= \pm 1$ and $b_{2}= \pm 2$. If $b_{2}= \pm 1$.
we deduce from (7) that $D=3 C a_{2}^{2}+16$, which implies $C D \equiv 3(\bmod 8)$, a contradiction. If $b_{2}= \pm 2, a_{2}$ must be even. Putting $a_{2}=2 a_{3}$ we find $D=3 C a_{3}^{2}+2$ and $y=4 C a_{3}^{2}+2$. But we assumed $y$ to be an odd integer, and then our assertion is proved.

We now proceed to prove two lemmas.
Lemma 1. Putting

$$
\begin{equation*}
S_{1}=\sum_{r=0}^{[[n-1) / 4]}\binom{n}{4 r+1} \quad \text { and } \quad S_{2}=\sum_{r=0}^{[(n-3) / 4]}\binom{n}{4 r+3} \tag{15}
\end{equation*}
$$

we have if $n \equiv 3(\bmod 8)$

$$
\begin{equation*}
S_{1} \equiv 0(\bmod 3), \quad S_{2} \equiv 1(\bmod 3), \tag{16}
\end{equation*}
$$

and if $n \equiv 7(\bmod 8)$

$$
\begin{equation*}
S_{1} \equiv 1(\bmod 3), \quad S_{2} \equiv 0(\bmod 3) . \tag{17}
\end{equation*}
$$

Proof. Inserting $x=1$ and $x=i$ in the identity

$$
\frac{1}{2 x}\left((1+x)^{n}-(1-x)^{n}\right)=\binom{n}{1}+\binom{n}{3} x^{2}+\binom{n}{5} x^{4}+\cdots,
$$

we get

$$
2^{n-1}=S_{1}+S_{2},
$$

and

$$
2^{(n-1) / 2} \cdot(-1)^{(n-3) / 4}=S_{1}-S_{2}, \quad n \equiv 3(\bmod 4),
$$

from which (16) and (17) easily follow.
Lemma 2. Equation (9) is impossible for $q>3$ if

$$
\begin{equation*}
D \equiv(-1)^{(\sigma+1) / 2}(\bmod 3), \tag{18}
\end{equation*}
$$

and besides one of the three following conditions is satisfied:

$$
\begin{array}{ll}
1^{\circ} & C \equiv 0(\bmod 3) \\
2^{\circ} & C \equiv \pm 1(\bmod 8)  \tag{19}\\
3^{\circ} & C \equiv \pm 3(\bmod 8) \quad \text { and } C \equiv(-1)^{\left(\sigma^{-1) / 2}(\bmod 3)\right.}
\end{array}
$$

Proof. If $a \equiv 0(\bmod 3)$ or if $C \equiv 0(\bmod 3)$ it follows from (9) and (12) that

$$
(-1)^{(\sigma+1) / 2} \equiv-(4 D)^{(q-1) / 2} \equiv-D(\bmod 3), \quad \text { because } D^{2} \equiv 1(\bmod 3)
$$

But this contradicts condition (18).

If $a^{2} \equiv 1(\bmod 3), C \not \equiv 0(\bmod 3)$ we find

$$
(-1)^{(\sigma+1) / 2}=\binom{q}{1} C-\binom{q}{3} D+\binom{q}{5} C-\binom{q}{7} D+-\cdots,
$$

or

$$
\begin{equation*}
(-1)^{(\sigma+1) / 2} \equiv C S_{1}-D S_{2}(\bmod 3) . \tag{20}
\end{equation*}
$$

The congruence $C \equiv \pm 1(\bmod 8)$ may be written $C \equiv(-1)^{(0-1) / 2}$ $(\bmod 8)$. By Theorem 1 we then conclude $q \equiv 3 C(-1)^{(\sigma-1) / 2} \equiv 3(\bmod 8)$. According to Lemma 1 it follows from (20)

$$
(-1)^{(\sigma+1) / 2} \equiv-D(\bmod 3),
$$

a contradiction.
The congruence $C \equiv \pm 3(\bmod 8)$ is equivalent to $C \equiv 3(-1)^{(\sigma+1 / 2}$ $(\bmod 8)$. By means of Theorem 1 we conclude

$$
q \equiv 3 C(-1)^{(\sigma-1) / 2} \equiv 7(\bmod 8),
$$

and Lemma 1 then gives

$$
(-1)^{(\sigma+1) / 2} \equiv C(\bmod 3),
$$

which contradicts the second part of the condition $3^{\circ}$.
Our lemma is proved.

Theorem 2. Let $C, D, n$ and $h$ be defined as before, $h \not \equiv 0$ $(\bmod n)$. If $D \equiv(-1)^{(\sigma+1) / 2}(\bmod 3)$ and if further one of the conditions (19) is satisfied, then the diophantine equation

$$
\begin{equation*}
C x^{2}+4 D=y^{n}, \quad n>1, y \text { odd } \tag{21}
\end{equation*}
$$

has no solutions in rational integers $x$ and $y$, provided $n \not \equiv 0(\bmod 3)$ in case $C D \equiv 3(\bmod 8)$.

Proof. Suppose that (21) is solvable in integers $x, y$, where $y$ is odd. There must exist a prime factor $q$ of $n$ with the following property: $q^{\alpha}$ is a factor of $n$ but not of the class number $h$. We put $m=q^{\alpha}, n=m r$ and $z=y^{r}$. Then the equation

$$
\begin{equation*}
C x^{2}+4 D=z^{m} \tag{22}
\end{equation*}
$$

should be solvable in integers $x$ and $z$. But this is impossible on account of Lemma 2 and the remark to Theorem 1.

Example. The equation $3 x^{2}+28=y^{n}, n \geqq 3$, has no solutions in rational integers $x, y$ with $y$ odd.

Here is $C=3, D=7 \equiv 1(\bmod 3)$ and $C D \equiv 5(\bmod 8)$. Putting $x=2 x_{1}, y=2 y_{1}$ we get $3 x_{1}^{2}+7=2^{n-2} y_{1}^{n}$, which implies $n=3$, because $3 x_{1}^{2}+7=2(\bmod 4)$. Equation $3 x_{1}^{2}+7=2 y_{1}^{3}$ has at least the solutions $x_{1}= \pm 9, y_{1}=5$.
3. The equation $x^{2}+4 D=y^{n}, y$ odd. In this section we restrict ourselves to the simple case $C=1$. According to Theorem 1 and the remark attached to this it will be sufficient to deal with the case $q \equiv 3(\bmod 8), q=3$ included. Putting

$$
\lambda=a+2 \sqrt{-D} \quad \text { and } \quad \lambda^{\prime}=a-2 \sqrt{-D}
$$

it follows from (8), with $b=2(-D / q)=2(-1)^{(\sigma+1) / 2}=-2$ :

$$
\begin{equation*}
\frac{\lambda^{q}-\lambda^{\prime q}}{\lambda-\lambda^{\prime}}=-1 \tag{23}
\end{equation*}
$$

The following identity is easily verified:

$$
\begin{equation*}
\frac{\lambda^{(q-1) / 2}-\lambda^{\prime(q-1) / 2}}{\lambda-\lambda^{\prime}} \cdot\left(\lambda^{(q+1) / 2}+\lambda^{\prime(q+1) / 2}\right)=-\left(\lambda \lambda^{\prime}\right)^{(q-1) / 2}+\frac{\lambda^{q}-\lambda^{\prime q}}{\lambda-\lambda^{\prime}} \tag{24}
\end{equation*}
$$

Since $q=8 t+3$, (24) may be written

$$
\begin{equation*}
\frac{\lambda^{4 t+1}-\lambda^{\prime 4 t+1}}{\lambda-\lambda^{\prime}}\left(\lambda^{4 t+2}+\lambda^{4 t+2}\right)=-\left(\alpha^{2}+4 D\right)^{4 t+1}-1 \tag{25}
\end{equation*}
$$

The second factor on the left-hand side of (25) is divisible by $\left(\lambda^{2}+\lambda^{\prime 2}\right) / 2=a^{2}-4 D$. Suppose now $a^{2}-4 D>0$. Since $a^{2}-4 D \equiv 5$ $(\bmod 8)$, this number contains at least one prime factor $p \equiv 7(\bmod 8)$ or $p \equiv 5(\bmod 8)$. By means of (25) we derive that the Legendre symbol $\left(\left(-a^{2}-4 D\right) / p\right)=-1$, which implies $(-2 / p)=1$, i.e. $p=8 t+1$ or $8 t+3$, contrary to the assumption. We therefore conclude $a^{2}-4 D<0$, or

$$
\begin{equation*}
a^{2}<4 D \tag{26}
\end{equation*}
$$

These considerations yield the following theorem:
Theorem 3. Let $D>1$ denote an odd positive integer without any squared factor $>1$. If the class number of $Q(\sqrt{ } \overline{-D})$ is indivisible by the odd prime $q$, then the diophantine equation

$$
\begin{equation*}
x^{2}+4 D=y^{q}, \quad y \text { odd } \tag{27}
\end{equation*}
$$

has no solutions in rational integers if $q \not \equiv 3(\bmod 8)$. If $q \equiv 3$ (mod 8), then (27) has only a finite number of solutions in rational integers $x$ and $y$ and primes $q$ for given $D$. The possible values of $y$ and an upper limit for the number of primes $q$ may always
be determined after a finite number of arithmetical operations.
That an upper limit for the number of primes may be determined, follows as a consequence of a theorem due to Th. Skolem [10]. However, in special cases it will be more convenient to use other methods.

Example 1. $x^{2}+28=y^{q}$. We have $h=1$ and must examine the case $q \equiv 3(\bmod 8)$. The inequality (26) gives the possibilities:
$a^{2}=1, a^{2}=9$ and $a^{2}=25$. The corresponding values of $y^{q}$ are 29, 37 and 53 respectively.

We make now use of the formula

$$
(x+y)^{q}-x^{q}-y^{q}=q x y(x+y)\left(x^{2}+x y+y^{2}\right)^{r} \cdot Q(u, v)
$$

where $q>3$ and

$$
\begin{gathered}
u=\left(x^{2}+x y+y^{2}\right)^{3}, \quad v=(x y(x+y))^{2} \\
r=2 \text { for } q \equiv 1(\bmod 3)
\end{gathered}
$$

and $r=1$ for $q \equiv 2(\bmod 3)$, and $Q(u, v)$ is a polynomial in $u$ and $v$ with integral coefficients [1]. Putting $x=\lambda, y=-\lambda^{\prime}$, we obtain

$$
\left(\lambda-\lambda^{\prime}\right)^{q-1}-\frac{\lambda^{q}-\lambda^{\prime q}}{\lambda-\lambda^{\prime}}=-q \lambda \lambda^{\prime}\left(\lambda^{2}-\lambda \lambda^{\prime}+\lambda^{\prime 2}\right)^{r} \cdot Q(u, v)
$$

or

$$
\begin{equation*}
(16 D)^{q^{\prime}} \equiv 1\left(\bmod q \cdot\left(a^{2}+4 D\right) \cdot\left(a^{2}-12 D\right)\right), \quad q^{\prime}=\frac{1}{2}(q-1) \tag{28}
\end{equation*}
$$

If $a^{2}=1$ we get $112^{q^{\prime}} \equiv 1(\bmod 29)$, or $2^{q-1} \equiv-1(\bmod 29)$. Since $2^{14} \equiv-1(\bmod 29)$ and $2^{s} \not \equiv-1(\bmod 14)$ for $0 \leqq s<14$, we must have $q \equiv 1(\bmod 14)$, which implies $(q / 7)=1$. From (28) we further find $112^{q^{\prime}} \equiv 1(\bmod q)$, i.e.

$$
1=\left(\frac{112}{q}\right)=\left(\frac{7}{q}\right)=-\left(\frac{q}{7}\right)
$$

a contradiction.
If $a^{2}=9$ we get $112^{q^{\prime}} \equiv 1(\bmod 5)$, or $2^{q^{\prime}} \equiv 1(\bmod 5)$, which is impossible for $q=8 t+3$.

If $a^{2}=25$ we obtain $112^{q^{\prime}} \equiv 1(\bmod 53)$, or $6^{q^{\prime}} \equiv 1(\bmod 53)$. Now 6 belongs to the exponent $26 \bmod 53$, which is impossible since $q^{\prime}$ is an odd number.

It then remains $q=3$, where

$$
x+2 \sqrt{-7}=(a-2 \sqrt{-7})^{3}
$$

whence $2=56-6 a^{2}$, i.e. $a^{2}=9, x=225$ and

$$
225^{2}+28=37^{3}
$$

We have then proved:
The diophantine equation $x^{2}+28=y^{2} ; z>3$ and odd, has no solutions in integers $x, y$ and $z$ if $y$ is an odd integer. If $n=3$ there are exactly two solutions, namely $x= \pm 225$ and $y=37$.

This is a comprehensive generalization of a result obtained by D. J. Lewis [2].

Example 2. $x^{2}+12=y^{4}$. Here is $h=1$, and (26) gives $a^{2}=1$ or $a^{2}=9$. The last possibility must be excluded, giving $y \equiv 0(\bmod 3)$. If $q>3$ it follows from (27)

$$
48^{q^{\prime}} \equiv 1(\bmod 13),
$$

or

$$
2^{q-1} \equiv-1(\bmod 13)
$$

implying $q \equiv 1(\bmod 6)$, or $(q / 3)=1$. But according to $(12)(-3 / q)=$ -1 , or $(q / 3)=1$, a contradiction. It is further known that $x^{2}+12=y^{3}$ has no integral solution. This may be shown in the following manner: $1^{\circ} y$ odd. We write our equation in the form

$$
x^{2}+4=(y-2)\left(y^{2}+2 y+4\right)
$$

Since $(x, 2)=1$, all prime factors of $x^{2}+4$ must be of the form $4 t+1$. Consequently, $y \equiv 3(\bmod 4)$. But this implies that $y^{2}+2 y+4 \equiv 3(\bmod 4)$, which clearly is impossible.
$2^{\circ} y$ even. Then $x$ must be even, and putting $x=2 x_{1}, y=2 y_{1}$ we get

$$
x_{1}^{2}+3=2^{q-2} y_{1}^{q}
$$

which is impossible modulo 8 , because $q \neq 4$.
Then we have proved:
The diophantine equation $x^{2}+12=y^{n}, n>1$ and odd, has no solutions in rational integers $x$ and $y$.
4. The equation $C x^{2}+D M^{2}=y^{n}, y$ odd, $(x, y)=1$. Let $M$ denote any positive integer, such that $(C, M)=1$. In order to find criteria for the solvability of the equation

$$
\begin{equation*}
C x^{2}+D M^{2}=y^{n}, \quad n>1, y \text { odd and }(x, y)=1 \tag{29}
\end{equation*}
$$

similar to those obtained in the previous sections, we are again led to
deal with an expression of the type
(30) $\quad x \sqrt{C}+M \sqrt{-D}=\left(\frac{1}{2}\left(a_{2} \sqrt{C}+b_{2} \sqrt{-D}\right)\right)^{q}, \quad a_{2} \equiv b_{2}(\bmod 2)$,
$q$ denoting an odd prime. From (29) it follows

$$
\begin{equation*}
2^{q} \cdot M=\sum_{r=0}^{(q-1) / 2}(2 r+1) a_{2}^{q-1-2 r} \cdot b_{2}^{2 r+1} \cdot C^{(q-1) / 2} \cdot(-D)^{r} . \tag{31}
\end{equation*}
$$

It is easily seen that

$$
\begin{equation*}
b_{2} \mid M . \tag{32}
\end{equation*}
$$

If $(D b, q)=1$, we find, treating (31) as a congruence

$$
2 M \equiv\left(\frac{-D}{q}\right) b_{2}(\bmod q)
$$

from which we conclude

$$
\begin{equation*}
q \mid 2 M \pm b_{2} . \tag{33}
\end{equation*}
$$

According to (32) and (33) there are only a finite number of possibilities for $b_{2}$ and for the primes $q$ if $b_{2} \neq 2 M(-D / q)$. It then only remains to consider the case

$$
b_{2}=2 M\left(\frac{-D}{q}\right),
$$

where (30) can be written

$$
\begin{equation*}
x \sqrt{C}+\sqrt{-D M^{2}}=\left(a \sqrt{C}+b \sqrt{-D M^{2}}\right)^{q}, \tag{34}
\end{equation*}
$$

and

$$
b=\left(\frac{-D}{q}\right)
$$

But now we can utilize the results obtained for $M=1$.
Example.

$$
x^{2}+63=y^{n}, \quad y \text { odd, } n>1 .
$$

If $(x, y)=1$ we solve

$$
x+3 \sqrt{-7}=\left(\frac{a_{2}+b_{2} \sqrt{-7}}{2}\right)^{q} .
$$

Here we have $y=\left(a_{2}^{2}+7 b_{2}^{2}\right) / 4$, i.e. $a_{2}$ and $b_{2}$ are even integers because $y$ is odd. This gives

$$
\begin{equation*}
x+3 \sqrt{-7}=(a+b \sqrt{-7})^{q} \tag{35}
\end{equation*}
$$

with $b= \pm 1$ or $b= \pm 3$. It is obvious that $q \neq 7$, such that $3 \equiv b(-7 / q)$ $(\bmod q)$. This implies $b^{2}=1$. For $q=3$ equation (35) is impossible $\bmod 9$. Then we must have $b=3(-7 / q)$. Since $y$ is odd, $a$ must be even, and from (34) we conclude $(-7 / q)=1$ and

$$
\begin{equation*}
1=\binom{q}{1} a^{q-1}-\binom{q}{3} a^{q-3} \cdot 7 \cdot 3^{2}+\cdots+\binom{q}{q}(-7)^{(q-1) / 2} \cdot 3^{q-1} \tag{36}
\end{equation*}
$$

Since $q \equiv 1(\bmod 3)$ and $a^{2} \equiv 1(\bmod 3)$, it can be shown that $(36)$ is impossible, exactly in the same way as we earlier proved the impossiblity of (10), exchanging only the prime 2 by the prime 3. Our equation is then impossible if $(x, y)=1$. If $(x, y)=3$ we get, putting $x=3 x_{1}, y=3 y_{1}$

$$
x_{1}^{2}+7 \equiv 3^{n-2} y^{n} \equiv 0(\bmod 3),
$$

which is impossible. Then we have proved:
The diophantine equation $x^{2}+63=y^{n}$ is impossible in integers $x, y$ if $y$ is odd and $n>1$ is an odd number.
5. Remark on earlier results. The diophantine equation

$$
\begin{equation*}
a x^{2}+b x+c=d y^{n} \tag{37}
\end{equation*}
$$

where the left-hand side is an irreducible polynomial of the second degree, having integral coefficients and $d$ is an integer $\neq 0$, has only a finite number of solutions in rational integers $x, y$ when $n \geqq 3$. This was first shown by A. Thue and later on by Laundau and Ostrowski. See for instance [7]. However, no general method is known for determining all integral solutions $x$ and $y$ for a given equation of the form (37).

Equation (1) was solved completely by T. Nagell in case $y$ odd, $C$ arbitrary and $D=1,2$ or 4 [9]. Nagell has also examined equation 1 when $C=1$ and $D$ a square-free integer congruent to 1 or 2 modulo 4, but the results obtained are far from being complete [6]. He has further found interesting theorems concerning the equation $x^{2}+8 D=$ $y^{n},(D, 2)=1[8]$. The first complete solution of the equation $x^{2}+2=$ $y^{n}$ was given by Ljunggren [3]. An upper bound for the number of solutions of (1), in terms of $D$ and $n$, was derived by Stolt [11]. It must be emphasized that we in this note have deduced bounds which are independent of $n$. For other equations of the type (1) see [9].

If $y$ is odd, but the classnumber $h$ is divisible by $n$, we have to deal with irreducible binary forms of degree $n \geqq 3$. This occurs also if $y$ is even. The problem of representation of rational integers by
such forms is not solved. For the determination of an upper bound for the number of solutions of our equations in these cases compare [2], p. 1075.
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# ATOMIC ORTHOCOMPLEMENTED LATTICES 

M. Donald MacLaren

Introduction. The lattice of all closed subspaces of a separable Hilbert space has the following properties. It is complete, atomic, irreducible, semi-modular, and orthocomplemented. The primary purpose of this paper is to investigate lattices with these properties.

If $L$ is such a lattice, there is a representation theorem for $L$. The elements in $L$ of finite dimension or finite deficiency form an orthocomplemented modular lattice. It follows that if the dimension of $L$ is high enough, then there is a dual pair of vector spaces $U$ and $W$ such that $L$ is isomorphic to the lattice of $W$ closed subspaces of $U$. Because $L$ is orthocomplemented the spaces $U$ and $W$ are isomorphic. This isomorphism establishes a "semi-inner product" on $U$, and $L$ may be described as being the lattice of closed subspaces of a semi-inner product space.

The contents of the paper are as follows. Section 1 contains some definitions and establishes notation. Section 2 is concerned with the completion of an orthocomplemented lattice and $\S 3$ with the center of such a lattice. With the exception of Theorem 3.2 the techniques used in $\S \S 2$ and 3 are standard, and many of the results are widely known. To the best of the author's knowledge, however, the theorems have not previously appeared in print. Therefore we state and prove them in some detail. The representation theorem and other results centering about the semi-modularity condition are proved in §4. With the other conditions holding for $L$, semi-modularity is equivalent to certain covering conditions. Because this is not true for arbitrary complete atomic lattices, the results seem to be of some interest. Finally, in §5, semi-inner product spaces are discussed. A theorem is given relating the existence of a semi-inner product on $U$ to the existence of an orthocomplemented lattice of subspaces of $U$. This is an easy generalization of a theorem of Birkhoff and von Neumann [4] (Appendix). In two other theorems we investigate the exact relation between the semi-inner product on $U$ and the orthocomplemented lattice $L$.

1. Definitions and some elementary lemmas. Let $S$ be a partiallyordered set. If $a$ and $b$ are elements of $S$, we denote the least upper bound or join of $a$ and $b$ by $a \vee b$, provided that the join exists. We denote the greatest lower bound or meet of $a$ and $b$ by $a b$, provided

[^19]that the meet exists. If $A$ is a subset of $S$ which has a least upper bound, we denote the least upper bound by $\mathrm{V} A$. If the elements of $A$ are indexed by a set $J$, we may also write $A=\mathrm{V}_{j} a_{j}$. If $A$ has a greatest lower bound, it is denoted by $\Lambda A$ or $\Lambda_{j} a_{j}$.

The symbols $U$ and $\cap$ will be used to denote set union and set intersection respectively.

If $a$ and $b$ are elements of a partially ordered set $S$ with $a \leqq b$, we will denote the set of all $x \in S$ such that $a \leqq x \leqq b$ by $[a, b]$.

A partially-ordered set $S$ is said to be orthocomplemented if it contains at least element 0 and a greatest element $1,1 \neq 0$, and if there exists a map $a \rightarrow a^{\prime}$ of $S$ onto itself which satisfies
(1.1) $a \leqq b$ implies $a^{\prime} \geqq b^{\prime}$,
(1.2) $a^{\prime \prime}=a$,
(1.3) $a^{\prime}$ is a complement of $a$, i.e., $a a^{\prime}=0$ and $a \vee a^{\prime}=1$.

The mapping $a \rightarrow a^{\prime}$ is called an orthocomplementation, and $a^{\prime}$ is called the orthocomplement of $a$.

Two elements $a$ and $b$ of $S$ are said to be orthogonal if $a \leqq b^{\prime}$. In this case we write $a \perp b$. The relation of being orthogonal is obviously symmetric.

We will use the following simple lemmas throughout this paper.
Lemma 1.1. Let $S$ be an orthocomplemented partially-ordered set, and let $\left\{a_{j}\right\}$ be a subset of $S$ such that $\bigvee_{j} a_{j}$ exists. Then $\wedge_{j} a_{j}^{\prime}$ exists, and $\left(\mathrm{V}_{j} a_{j}\right)^{\prime}=\Lambda_{j} a_{j}^{\prime}$.

Lemma 1.2. Let $A$ be a subset of an orthocomplemented partiallyordered set $S$, and suppose that $\bigvee \mathcal{A}$ exists. Then if $b \perp a$ for all $a \in A, b \perp \mathrm{~V} A$.

An isomorphism of a partially-ordered set $S$ onto a partiallyordered set $R$ is a one-to-one mapping $\theta$ from $S$ onto $R$, such that $\theta(x) \leqq \theta(y)$ if and only if $x \leqq y$. An isomorphism preserves any meets and joins which exist. When $S$ and $R$ are orthocomplemented we will say an isomorphism $\theta$ is an ortho-isomorphism if $\theta\left(x^{\prime}\right)=\theta(x)^{\prime}$ for all $x$ in $S$.

Lemma 1.3. Let $S$ and $R$ be orthocomplemented lattices, and let $\theta$ be a one-to-one map of $S$ onto $R$. Then $\theta$ is an ortho-isomorphism if and only if (1) $\theta\left(x^{\prime}\right)=\theta(x)^{\prime}$ for all $x$ in $S$ and (2) $\theta(x y)=\theta(x) \theta(y)$ for all $x$ and $y$ in $S$ or $\theta(x \vee y)=\theta(x) \vee \theta(y)$ for all $x$ and $y$ in $S$.

Let $a$ and $b$ be elements in a partially-ordered set S. $a$ is said to cover $b$ if $a>b$, and there does not exist $c$ in $S$ with $a>c>b$. If $S$ has a least element 0 , an atom is an element of $S$ which covers
0. A lattice $S$ is atomic if every element of $S$ is the join of some set of atoms.
2. Completion of an orthocomplemented partially-ordered set. A partially-ordered set $S$ is said to be complete if $\Lambda A$ and $\mathrm{V} A$ exist for all subsets $A$ of $S$. If $S$ has both a least element and a greatest element, then $\bigvee A$ exists for all subsets $A$ of $S$ if and only if $\Lambda A$ exists for all subsets $A$ of $S$. The standard method for embedding a partially-ordered set $S$ in a complete lattice is to use the completion of $S$ by cuts. ${ }^{1}$ If $S$ is orthocomplemented, the completion can be constructed in another way by using the orthogonality relation. This is just the construction used in the standard proof that the completion of a Boolean algebra is a Boolean algebra.

In Theorems 2.1 and 2.2 we show that the partial ordering in an orthocomplemented partially-ordered set can be found if one knows only which elements are orthogonal. This fact suggests that we define an abstract notion of an orthogonality relation.

Let $S$ be any set. We will say that the binary relation $\perp$ is an orthogonality relation if it has the following properties.
(1) $a \perp b$ implies $b \perp a$.
(2) $a \perp a$ implies $a \perp b$ for all $b$ in $S$.
(3) ( $c \perp a$ if and only if $c \perp b$ ) implies $a=b$.

Theorem 2.1. If $S$ is a set with an orthogonality relation ( $\perp$ ), then a partial ordering (§) may be defined on $S$ : $a \leqq b$ if and only if $d \perp b$ implies $d \perp a$.

Proof. If $a \leqq b$ and $b \leqq a$, then $d \perp a$ if and only if $d \perp b$. Therefore $a=b$, by the definition of an orthogonality relation. If $a \leqq b$ and $b \leqq c, a \leqq c$ by the definition of $\leqq$ in $S$.

Theorem 2.2. If $S$ is an orthocomplemented partially-ordered set, then the relation $\perp$, where $a \perp b$ if and only if $a \leqq b^{\prime}$, is an orthogonality relation. Further the partial ordering induced by this orthogonality relation coincides with the original partial ordering.

Proof. The relation $\perp$ is symmetric, because $a \leqq b^{\prime}$ if and only if $b \leqq a^{\prime}$. If $a \perp a, a \leqq a^{\prime}$. Hence $a \leqq a a^{\prime}=0$, and $0 \perp x$ for all $x$ in $S$. Finally suppose that $a$ and $b$ are elements of $S$ such that $c \perp a$ implies $c \perp b$. Then $a^{\prime} \perp b$, i.e., $b \leqq a$. Thus the relation $\perp$ induces the original partial ordering in $S$. Further if $a$ and $b$ are such that $d \perp a$ if and only if $d \perp b$, we have $b \leqq a$ and $a \leqq b$, i.e., $a=b$.

[^20]We will now assume that $S$ is a set with an orthogonality relation $(\perp)$, and that the partial ordering of Theorem 2.1 has been defined on $S$. $S$ may be an orthocomplemented partially-ordered set, but it does not have to be. For any subset $A$ of $S$ let $A^{\perp}$ be the set of all $x$ in $S$ such that $x \perp a$ for all $a$ in $A$. Let $A^{-}=A^{\perp \perp, ~ a n d ~ c a l l ~ a ~}$ subset closed if $A=A^{-}$.

We will use the following simple lemma throughout this paper. Its proof uses only familiar arguments.

Lemma 2.1. Let $S$ be a set with an orthogonality relation. Let $A$ and $B$ be subsets of $S$. Then the following relations hold.
(1) If $A \cong B, B^{\perp} \cong A^{\perp}$
(2) $A^{\perp}=A^{\perp \perp \perp}$
(3) $A \subseteq A^{-}$
(4) $A^{--}=A^{-}$
(5) If $A \cong B, A^{-} \cong B^{-}$
(6) $(A \cup B)^{\perp}=A^{\perp} \cap B^{\perp}$.

An orthogonality relation is just a special type of polarity as defined by Birkhoff. ${ }^{2}$ Thus in the following theorem the assertion that the closed subsets of $S$ form a complete orthocomplemented lattice follows from Theorem 9 and Corollary Ch. 4, of [3]. Since the rest of the proof is quite standard, we omit it.

Theorem 2.3. Let $S$ be a set with an orthogonality relation and with the partial ordering induced by the orthogonality relation. Then the closed subsets of $S$, partially ordered by inclusion, form a complete lattice $L(S)$. If $\left\{A_{j}\right\}$ is a family of closed subsets, $\wedge_{j} A_{j}$, the meet of the $A_{j}$ in $L(S)$, is just $\bigcap_{j} A_{j}$. The mapping $A \rightarrow A^{\perp}$ is an orthocomplementation in $L(S)$. Further there exists a one-to-one mapping of $S$ into $L(S)$ which preserves orthogonality, order, and all existing meets in $S$. If $S$ is orthocomplemented this map also preserves orthocomplements and all joins existing in $S$.

From now on we will always use $L(S)$ to denote the lattice of closed subsets of $S$. The following theorem justifies our calling $L(S)$ the completion of $S$.

Theorem 2.4. If $S$ is an orthocomplemented partially-ordered set, $L(S)$ is the completion of $S$ by cuts.

Proof. If $A$ is a subset of $S$, let $A^{*}=\{x \in S \mid x \geqq a$ for all $a$ in $A\}$ and let $A^{\circ}=\{x \in S \mid x \leqq a$ for all $a$ in $A\}$. The completion by cuts

[^21]of $S$ is the lattice of all subsets $A$ of $S$ such that $A^{* \circ}=A^{3}$. We need only show that $A^{\perp \perp}=A^{* \circ}$ for all subsets $A$ of $S$. Let $y \in A^{*}$. Then $y \geqq a$ for all $a$ in $A$, and hence $y^{\prime} \leqq a^{\prime}$ for all $a$ in $A$. This means $y^{\prime}$ is in $A^{\perp}$. Therefore if $x \in A^{\perp \perp}, x \perp y^{\prime}$, i.e., $x \leqq y$. Thus if $x \in A^{\perp \perp,}$ $x \leqq y$ all $y$ in $A^{*}$, i.e., $x \in A^{* \circ}$. This proves that $A^{\perp \perp} \subseteq A^{* \circ}$. Now if $y \in A^{\perp}, y^{\prime} \geqq a$ for all $a$ in $A$, i.e., $y^{\prime} \in A^{*}$. Thus $x \in A^{* 0}$ implies $x \leqq y^{\prime}$ all $y \in A^{\perp}$, i.e., $x \in A^{\perp \perp}$. Therefore $A^{* \circ} \leqq A^{\perp \perp} ; A^{* \circ}=A^{\perp \perp}$.

We will say that a subset $I$ of a partially-ordered set $S$ is join dense if every element of $S$ is the join, perhaps infinite, or elements in $I$. The advantage of using the orthogonality relation to construct the completion of $S$ is that only a join-dense subset of $S$ is actually needed for the construction.

Theorem 2.5. Let $S$ be an orthocomplemented partially-ordered set, and let I be a join-dense subset of S. Let $\perp$ be the orthogonality relation in $S$. Then restricted to $I, \perp$ is an orthogonality relation. Further the partial ordering induced in $I$ by the orthogonality relation $\perp$ coincides with the partial ordering inherited from $S$. Finally $L(S)$ and $L(I)$ are ortho-isomorphic.

Proof. (2.1) and (2.2) in the definition of an orthogonality relation are obviously satisfied, because $\perp$ is an orthogonality relation in $S$. Let $a$ and $b$ be elements of $I$ such that for $c \in I, c \perp a$ if and only if $c \perp b$. Let $d$ be an element of $S$ such that $d \perp a$. Since $I$ is join-dense in $S$, there exist $c_{j}$ in $I$ such that $d=\mathrm{V}_{j} c_{j}$. For each $c_{j}, c_{j} \perp a$. Hence $c_{j} \perp b$. Therefore in $S d \perp b$. Similarly $d \perp b$ implies $d \perp a$. Therefore $a=b$. This proves that (2.3) is satisfied by the relation restricted to $I$ and thus proves that it is an orthogonality relation on $I$. Now let $\leqq$ be the partial ordering in $S$, and let $<$ be the partial ordering induced in $I$ by the orthogonality relation. If $x, y, z$ are all in $I$ with $x \leqq y$ and $z \perp y$, then $z \perp x$. Thus if $x$ and $y$ are in $I$ with $x \leqq y$ we have $x \prec y$. Now suppose that $x<y$. Since $I$ is join-dense $y^{\prime}=\mathrm{V}_{j} z_{j}$ with $z_{j} \in I$. Clearly $z_{j} \perp y$ for each $j$, and hence $z_{j} \perp x$. Therefore $x \perp \mathrm{~V}_{j} z_{j}=y^{\prime}$, i.e. $x \leqq y$. This proves that the two partial orderings $\leqq$ and $\prec$ are the same. To complete the proof of the theorem we must prove that $L(S)$ and $L(I)$ are orthoisomorphic. We first show that if $A$ is a closed subset of $S, A \cap I$ is closed in $I$. Note that if $B$ is any set closed in $S$, and if $x \perp y$ for all $y \in B \cap I$, then $x \perp y$ for all $y \in B$, because $I$ is join dense. In other words, if $B \in L(S),(B \cap I)^{\perp}=B^{\perp}$. Now the closure of $A \cap I$ in $I$ is $\left((A \cap I)^{\perp} \cap I\right)^{\perp} \cap I$. If $A \in L(S)$, we have $\left((A \cap I)^{\perp} \cap I\right)^{\perp} \cap I=$ $\left(A^{\perp} \cap I\right)^{\perp} \cap I=A^{\perp \perp} \cap I=A \cap I$, i.e. $A \cap I$ is closed in $I$. Now for

[^22]any subset $B$ of $S$, let $B^{-}$denote the closure of $B$ in $S$. We next show that if $B$ is closed in $I, B^{-} \cap I=B$. Suppose that $x \in B^{-} \cap I$. Then $x \perp y$ for all $y \in B^{\perp}$. In particular $x \perp y$ for all $y \in B^{\perp} \cap I$. Therefore $x \in B$, because $B$ is closed in $I$. Clearly $B \subseteq B^{-} \cap I$, so we have $B=B^{-} \cap I$. Now define a map $\theta$ from $L(S)$ to $L(I)$ by $\theta(A)=$ $A \cap I$. We have shown above that if $A \in L(S), A \cap I$ is in $L(I)$. If $B \in L(I), \theta\left(B^{-}\right)=B^{-} \cap I=B$, so $\theta$ is onto. If $A \in L(S),(A \cap I)^{-}=A$, because $I$ is join dense in $S$. Therefore $\theta$ is one-to-one. Clearly $\theta^{-1}(B)=B^{-}$, and therefore $\theta(A) \leqq \theta(B)$ if and only if $A \leqq B$. Thus $\theta$ is an isomorphism. Finally note that the orthocomplementation in $L(I)$ is $A \rightarrow A^{\perp} \cap I$. But $\theta\left(A^{\perp}\right)=A^{\perp} \cap I=(A \cap I)^{\perp} \cap I$. Therefore $\theta\left(A^{\perp}\right)=(\theta(A))^{\perp} \cap I$. Thus $\theta$ preserves orthocomplements.
3. Center of an orthocomplemented lattice. Let $S_{j}(j \in J)$ be a family of lattices. Let $P$ be the Cartesian product of the $S_{j}$, i.e., $P$ is the set of all functions $f$ from $J$ to $\bigcup_{j} S_{j}$ such that $f(j) \in S_{j}$ for all $j$ in $J . \quad P$ has a natural partial ordering: $f \leqq g$ in $P$ if and only if $f(j) \leqq g(j)$ for all $j$ in $J$. It is easy to verify that this ordering makes $P$ into a lattice. Meets and joins are: $(f g)(j)=f(j) g(j)$ and $(f \vee g)(j)=f(j) \vee g(j) . \quad P$ is sometimes called the cardinal product of the $S_{j}$, but we will follow von Neumann and call $P$ the direct sum of the $S_{j}$. We will write $P=\Sigma \oplus S_{j}$. We will denote the direct sum of $S_{1}$ and $S_{2}$ by $S_{1} \oplus S_{2}$. $S_{1} \oplus S_{2}$ may be regarded as the set of all ordered pairs ( $x_{1}, x_{2}$ ) with $x_{1} \in S_{1}$ and $x_{2} \in S_{2}$. The following Theorem is obvious.

Theorem 3.1. Let $S_{j}$ be a family of lattices. Then $P=\Sigma \oplus S_{j}$ is orthocomplemented if and only if each $S_{j}$ is orthocomplemented. $P$ is complete if and only if each $S_{j}$ is complete.

Now suppose that $P$ is ortho-isomorphic to the direct sum of two orthocomplemented lattices, $P \cong S_{1} \oplus S_{2}$. Let $a$ be the element of $P$ corresponding to $(1,0)$. Then $a^{\prime}$ corresponds to ( 0,1 ), $S_{1}$ is ortho-isomorphic to $[0, a]$, and $S_{2}$ is ortho-isomorphic to $\left[0, a^{\prime}\right]$. In this case it will be convenient to write $P=[0, a] \oplus\left[0, a^{\prime}\right]$. The center of $P$ is the set of all elements $a$ such that $P=[0, a] \oplus\left[0, a^{\prime}\right]$. The elements 0 and 1 are always in the center. If the center of $P$ contains only 0 and 1, will say that $P$ is irreducible. The next theorem is suggested by a similar result of von Neumann on the center of a continuous geometry.

Theorem 3.2. Let $P$ be an orthocomplemented lattice. Then for an element a of $P$ the following three conditions are equivalent.
(1) $x=x a \vee x a^{\prime}$ for all $x$ in $P$.
(2) $(x \vee a) y=x y \vee$ ay for all $x$ and $y$ in $P$.
(3) $a$ is in the center of $P$.

Proof. That (1) and (2) hold for central elements is well known. Suppose that $a$ has property (1). Let $x \leqq a$ and $y \leqq a^{\prime}$. Then $x^{\prime} \geqq a^{\prime}$ and $y^{\prime} \geqq a$, so $x^{\prime} y^{\prime} a^{\prime}=y^{\prime} a^{\prime}$ and $x^{\prime} y^{\prime} a=x^{\prime} a$. Thus $x^{\prime} y^{\prime}=x^{\prime} y^{\prime} a \vee x^{\prime} y^{\prime} a^{\prime}=$ $x^{\prime} a \vee y^{\prime} a^{\prime}$. Taking orthocomplements, we get that for $x \leqq a$ and $y \leqq a^{\prime},(x \vee y)=\left(x \vee a^{\prime}\right)(y \vee a)$. Now define a map $\theta$ from $P$ to $[0, a] \oplus\left[0, a^{\prime}\right]$ by $\theta(x)=\left(x a, x a^{\prime}\right)$. If $\theta(x)=\theta(y), x a=y a$ and $x a^{\prime}=$ $y a^{\prime}$. Hence by (1) $x=x a \vee x a^{\prime}=y a \vee y a^{\prime}=y$. Thus $\theta$ is one-to-one. Let $(x, y)$ be an element of $[0, a] \oplus\left[0, a^{\prime}\right]$. Then $x \leqq a$ and $y \leqq a^{\prime}$. $x^{\prime} \vee a^{\prime}=x^{\prime} a \vee x^{\prime} a^{\prime} \vee a^{\prime}=x^{\prime} a \vee a^{\prime}$. Taking orthocomplements, we get $x a=\left(x \vee a^{\prime}\right) a$. As was shown above, $(x \vee y)=\left(x \vee a^{\prime}\right)(y \vee a)$. Thus $(x \vee y) a=\left(x \vee a^{\prime}\right)(y \vee a) a=\left(x \vee a^{\prime}\right) a=x a$. Similarly $(x \vee y) a^{\prime}=y$, i.e., $\theta(x \vee y)=(x, y)$. It is now clear that $\theta^{-1}((x, y))=x \vee y$, and that $\theta(x) \leqq \theta(y)$ if and only if $x \leqq y$. Thus $\theta$ is an isomorphism, and obviously it is an ortho-isomorphism. $P=[0, a] \oplus\left[0, a^{\prime}\right]$, i.e., $a$ is in the center. Now if $a$ has property (2), $\left(a \vee a^{\prime}\right) x=a x \vee \alpha^{\prime} x$ for all $x$ in $P$. Thus $a$ has property (1); $a$ is in the center.

Theorem 3.3. If $P$ is a complete, atomic orthocomplemented lattice, the center of $P$ is a complete, atomic Boolean algebra.

Proof. To prove that the center is a complete Boolean algebra, we need only show that for any subset $A$ of the center $\mathrm{V} A$ is in the center. Let $b=\mathrm{V} A$, and let $p$ be an atom such that $p b=0$. Then $p a=0$ for all $a$ in $A$. Therefore $p^{\prime} \geqq a$ for all $a$ in $A$, because $p=$ $p a \vee p a^{\prime}$ for all $a$ in $A$. Thus $p^{\prime} \geqq b$, i.e., $p \leqq b^{\prime}$. If $p b \neq 0, p \leqq b$, because $p$ is an atom. Thus for every atom $p, p \leqq b$ or $p \leqq b^{\prime}$. Because $P$ is atomic this means $x=x b \vee x b^{\prime}$ for all $x$ in $P$, i.e., $b$ is in the center. To show that the center is atomic, let $p$ be any atom in $P$, let $A$ be the set of all central elements $a$ such that $p \leqq a$, and let $b=\wedge A$. Then $b$ is in the center, and $b \neq 0$. Further $b$ must be an atom of the center, for if not there exists $c$ in the center such that $0<c<b$. Then $p=p b=p b c \vee p b c^{\prime}$, so either $p \leqq c$ or $p \leqq c^{\prime} b$. Thus either $c \in A$ or $c^{\prime} b \in A$, so either $b \leqq c$ or $b \leqq c^{\prime} b$. This contradicts the assumption that $0<c<b$.

Lemma. Let $L$ be a complete orthocomplemented lattice, and let a be in the center of L. Then for any family $\left\{x_{j}\right\}$ of elements in $L, a\left(\mathrm{~V}_{j} x_{j}\right)=\mathrm{V}_{j}\left(a x_{j}\right)$.

$$
\text { Proof. } \quad \begin{aligned}
a\left(\mathbf{V}_{j} x_{j}\right) & =a\left(\mathbf{V}_{j}\left(x_{j} a \vee x_{j} a^{\prime}\right)\right)=a\left(\mathbf{V}_{j}\left(x_{j} a\right) \vee \bigvee_{j}\left(x_{j} a^{\prime}\right)\right) \\
& =a\left(\mathbf{V}_{j}\left(x_{j} a\right)\right) \vee a\left(\mathbf{V}_{j}\left(x_{j} a^{\prime}\right)\right)=\mathbf{V}_{j}\left(x_{j} a\right) .
\end{aligned}
$$

Theorem 3.4. Let $L$ be a complete, atomic, orthocomplemented lattice. Then $L$ is ortho-isomorphic to the direct sum of irreducible, atomic, orthocomplemented lattices.

Proof. Let $\left\{a_{j}\right\}$ be the set of all atoms of the center. Let $S_{j}=$ [ $0, a_{j}$ ]. Define a mapping $\theta$ from $L$ to $\Sigma \oplus S_{j}$ by $\theta(x)(j)=x a_{j}$. Let $y$ be in $\Sigma \oplus S_{j}$, and let $x=\mathbf{V}_{j} y(j)$. Then $\theta(x)(k)=\left(\mathbf{V}_{j} y(j)\right) a_{k}=$ $\mathrm{V}_{j}\left(y(j) a_{k}\right)=y(k)$. Thus $\theta(x)=y ; \theta$ is onto. Let $p$ be an atom, and $a_{j}$ be an atom of the center. Then $p=p a_{j}$, or $p \perp a_{j}$. Since $\mathrm{V}_{j} a_{j}=1, p=\mathrm{V}_{j}\left(p a_{j}\right)$. Since $L$ is atomic it follows that $x=$ $\mathbf{V}_{j}\left(x a_{j}\right)=\mathbf{V}_{j} \theta(x)(j)$. Therefore $\theta$ is one-to-one. Clearly $\theta(x) \leqq \theta(y)$ if and only if $x \leqq y$, so $\theta$ is an isomorphism. Further $\theta(x)^{\prime}(j)=$ $\left(x a_{j}\right)^{\prime} a_{j}=x^{\prime} a_{j}=\theta\left(x^{\prime}\right)(j)$. Thus $\theta\left(x^{\prime}\right)=\theta(x)^{\prime}$. To complete the proof we need only show that each $S_{j}$ is irreducible. Suppose that $0 \leqq$ $b \leqq a_{j}$, and that $b$ is in the center of $S_{j}$. Then for $x \leqq a_{j}, x=$ $x b \vee x b^{\prime} a_{j}$. Hence for all $x$ in $L$,

$$
x=x a_{j} b \vee x a_{j} b^{\prime} \vee x a_{j}^{\prime}=x b \vee\left(a_{j} b^{\prime} \vee a_{j}^{\prime}\right) x=x b \vee x b^{\prime} .
$$

Thus $b$ is in the center of $L$. Since $a_{j}$ is an atom of the center, this: means that $b=0$ or $b=a_{j}$. This proves that $\left[0, a_{j}\right]$ is irreducible.
4. Semi-modular, atomic, orthocomplemented lattices. Let $S$ be an atomic lattice. Let $x_{0}<x_{1}<\cdots<x_{n}$ be a finite chain of elements. in $S$. We will call the integer $n$ the length of chain. The chain is. a covering chain if $x_{i+1}$ covers $x_{i}$ for $i=0,1, \cdots$. We define a function $d$ on the set of ordered pairs $(x, y)$ of elements in $S$ with $x \leqq y$ as follows. If there exists a finite covering chain connecting $x$ and $y$, $d(x, y)$ is the length of the shortest such covering chain. If no such covering chain exists, $d(x, y)=\infty$.

We will call an element $x \in S$ finite if $x$ is the join of a finite number of atoms. Clearly if $d(0, x)$ is finite, then $x$ is finite. We will let $F(S)$ denote the set of $x \in S$ such that $x$ is finite or $x^{\prime}$ is. finite.

Theorem 4.1. Let $S$ be an atomic lattice such that if $a$ and $b$ are finite elements of $S$ which both cover ab, then $a \vee b$ covers a and b. Then the set of all finite elements of $S$ is an ideal. For any finite elements $a \leqq b, d(a, b)$ is finite, and all covering chains connecting $a$ and $b$ have the same length.

Proof. We first show that if $p$ is an atom, $d(0, a)$ is finite, and $p a=0$, then $p \vee a$ covers $a$. We will prove this by induction on $d(0, a)$. If $d(0, a)=1, a$ and $p$ both cover $a p=0$. Therefore $a \vee p$
covers $a$ and $p$. Suppose the statement is true for $d(0, a) \leqq n$. Let $d(0, a)=n+1$, and let $p$ be an atom with $p a=0$. We need only prove that $p \vee a$ covers $a$. Because $d(0, a)=n+1$, there exists $b$ such that $a$ covers $b$, and $d(0, b)=n$. Now $p \vee b$ covers $b$, and $(p \vee b) a=b$. Therefore $(p \vee b) \vee a$ covers $a$, i.e., $p \vee a$ covers $a$. Next we show that if $a$ is finite $d(0, a)$ is finite. For finite $a$ let $N(a)$ be the smallest number $N$ such that $a$ is the join of $N$ atoms. We will prove this lemma by induction on $N(a)$. Clearly if $N(a)=1$, $d(0, a)=1$. Suppose the statement is true for $N(a) \leqq n$, and let $a$ be a finite element with $N(a)=n+1$. There exists atoms $p_{1}, \cdots, p_{n+1}$ such that $a=p_{1} \vee \cdots \vee p_{n+1}$. Let $b=p_{1} \vee \cdots \vee p_{n}$. Then $b<a$, and $N(b)=n$. Therefore $d(0, b)$ is finite, and $a=p_{n+1} \vee b$ covers $b$. Therefore $d(0, a) \leqq d(0, b)+1$, i.e., $d(0, a)$ is finite. Now it follows from the above that $d(a, b)$ is finite if $a$ and $b$ are finite with $a \leqq b$. To complete the proof of the theorem we need only prove the statement, "if $d(a, b)=n$, then all chains connecting $a$ to $b$ have length at most $n$." That the finite elements form an ideal follows immediately from this. We will prove the statement by induction on $n$. If $d(a, b)=1, b$ covers $a$ and the statement is clearly true. Suppose the statement is true for $d(a, b) \leqq n$. Let $d(a, b)=n+1$. Then there exists $a$ covering chain $a<x_{1}<\cdots<x_{n}<b$. Note that $d\left(x_{1}, b\right)=n$. Let $a<y_{1}<\cdots<y_{m}<b$ be any chain connecting $a$ to $b$. We need only prove that $m \leqq n$. If $y_{1}$ does not cover $a$, there exists an atom $p$ such that $p a=0$ and $p \leqq y_{1}$. Then $p \vee a$ covers $a$. Replacing $y_{1}$ by $p \vee a$ we get another chain of length $m$. Thus we may assume that $y_{1}$ covers $a$. If $y_{1}=x_{1}$, we have $d\left(y_{1}, b\right)=d\left(x_{1}, b\right)=n$. Therefore by the inductive hypothesis $m \leqq n$. If $y_{1} \neq x_{1}, y_{1}$ and $x_{1}$ both cover $y_{1} x_{1}=a$. Therefore $y_{1} \vee x_{1}$ covers $y_{1}$ and $x_{1}$. Now let $y_{1} \vee x_{1}<w_{1}<\cdots<w_{k}=b$ be any chain joining $y_{1} \vee x_{1}$ to $b$. Then $x_{1}<y_{1} \vee x_{1}<w_{1}<\cdots<w_{k}$ joins $x_{1}$ to $b$. Since $d\left(x_{1}, b\right)=n, k+1 \leqq$ $n$, i.e., $k \leqq n-1$. It follows that $d\left(y_{1} \vee x_{1}, b\right) \leqq n-1$. Since $y_{1} \vee x_{1}$ covers $y_{1}$, this means that $d\left(y_{1}, b\right) \leqq n$. But $m \leqq d\left(y_{1}, b\right)$, so $m \leqq n$.

Lemma 4.1. Let $S$ be an atomic orthocomplemented lattice. Then the following covering conditions on $S$ are equivalent.
(*) If $a$ and $b$ are in $F(S)$, and both cover $a b$, then $a \vee b$ covers both $a$ and $b$.
(**) If $a$ and $b$ are in $F(S)$, and $a \vee b$ covers both $a$ and $b$, then $a$ and $b$ both cover $a b$.

Proof. Suppose that $\left({ }^{*}\right)$ holds in $S$, that $a$ and $b$ are in $F(S)$, and that $a \vee b$ covers $a$ and $b$. Then $a^{\prime}$ and $b^{\prime}$ are in $F(S)$, and both
cover $a^{\prime} b^{\prime}$. Therefore by ( ${ }^{*}$ ), $a^{\prime} \vee b^{\prime}$ covers $a^{\prime}$ and $b^{\prime}$. Hence $a$ and $b$ cover $a b$. Thus (*) implies (**). A dual argument shows that (**) implies (*).

Lemma 4.2. Let $S$ be an atomic orthocomplemented lattice in which the covering condition ( ${ }^{*}$ ) holds. Then the finite elements of $S$ form an atomic modular lattice.

Proof. This follows immediately from Theorem 4.1, Lemma 4.1, and Theorem 3, Ch. 5 of Birkhoff [3].

Two elements ( $b, c$ ) in a lattice are said to form a modular pair if for all $a \leqq c,(a \vee b) c=a \vee b c$. A lattice $S$ is semi-modular if the relation of being a modular pair is symmetric in $S$. Two elements ( $a, b$ ) form a $d$-modular pair if for all $c \geqq a,(a \vee b) c=a \vee b c . S$ is dual semi-modular if the relation of being a $d$-modular pair is symmetric.

In general semi-modularity is stronger than the covering condition (*). We want to show that with one additional condition (*) implies semi-modularity. Our proof is suggested by the proofs of Theorems III-1 and III-6 of Mackey [5]. We introduce the following notation. If $x$ is in the atomic orthocomplemented lattice $S, \mathscr{A}(x)$ is the set of all atoms $p$ such that $p \leqq x$. $\mathscr{A}(x)+\mathscr{A}(y)$ is the set of all atoms $p$ such that for some $q \in \mathscr{A}(x)$ and $r \in \mathscr{A}(y), p \leqq q \vee r$. If $X$ is a set of atoms, $X^{\perp}$ is the set of all atoms $p$ such that $p \perp q$ for all $q$ in $X$. It is easy to verify the rules $\mathscr{A}\left(x^{\prime}\right)=\mathscr{A}(x)^{\perp}, \mathscr{A}(x y)=\mathscr{A}(x) \cap \mathscr{A}(y)$, $(\mathscr{A}(x)+\mathscr{A}(y))^{\perp}=\mathscr{A}(x)^{\perp} \cap \mathscr{A}(y)^{\perp}$.

Lemma 4.3. Let $S$ be an atomic orthocomplemented lattice in which the covering condition $\left({ }^{*}\right)$ holds. Assume further that if a and $b$ are atoms in $S$ with $a \neq b, a^{\prime}(a \vee b) \neq 0$. Then if $p$ is an atom in $S, \mathscr{A}(p \vee x)=\mathscr{A}(x)+\mathscr{A}(p)$ for all $x$ in $S$.

Proof. We need only show that $\mathscr{A}(x \vee p) \cong \mathscr{A}(x)+\mathscr{A}(p)$. Let $p$ be an atom with $p x=0$. First note that if $q$ and $r$ are atoms with $q \neq r$, then $p^{\prime}(q \vee r) \neq 0$. This is immediate if $p \leqq q \vee r$. If $p \not \equiv$ $q \vee r$, let $c=p \vee q \vee r$. Let $t_{1}=p^{\prime}(p \vee q)$, and $t_{2}=p^{\prime}(p \vee r)$. Then [ $0, c$ ] is a modular lattice of length $3, d\left(0, t_{1} \vee t_{2}\right)=2$, and $d(0, q \vee r)=$ 2. Hence $\left(t_{1} \vee t_{2}\right)(q \vee r) \neq 0$, which means $p^{\prime}(q \vee r) \neq 0$. Now let $s$ be any atom, $y$ any element such that $y>y s^{\prime}$, and $r$ any atom in $\mathscr{A}(y)$ but not in $\mathscr{A}\left(y s^{\prime}\right)$. If $q \in \mathscr{A}(y)$, and $q \neq r$, then $x=s^{\prime}(q \vee r)$ is in $\mathscr{A}\left(y s^{\prime}\right)$, and $q \leqq r \vee x$. Thus $\mathscr{A}(y)=\mathscr{A}\left(y s^{\prime}\right)+\mathscr{A}(r)$. Applying this to $x^{\prime}$ and $p$, we have $\mathscr{A}\left(x^{\prime}\right)=\mathscr{A}\left(x^{\prime} p^{\prime}\right)+\mathscr{A}(r)$ for some $r$. Now $\mathscr{A}(x)=\mathscr{A}\left(x^{\prime}\right)^{\perp}=\mathscr{A}\left(x^{\prime} p^{\prime}\right)^{\perp} \cap \mathscr{A}(r)^{\perp}=\mathscr{A}((x \vee p)) \cap \mathscr{A}\left(r^{\prime}\right)=$ $\mathscr{A}\left((x \vee p) r^{\prime}\right)$. But $\mathscr{A}((x \vee p))=\mathscr{A}\left((x \vee p) r^{\prime}\right)+\mathscr{A}(p)$, so $\mathscr{A}(x \vee p)=$ $\mathscr{A}(x)+\mathscr{A}(p)$.

Theorem 4.2. Let $S$ be an atomic orthocomplemented lattice satisfying the covering condition (*). Assume further that, if a and $b$ are atoms in $S, a \neq b$, then $a^{\prime}(a \vee b) \neq 0 .{ }^{4}$ Then if $a$ is finite $(a, x)$ is a d-modular pair for all $x$ in $S$.

Proof. We need only show that for $c \geqq a,(a \vee x) c \leqq a \vee x c$. It follows from Lemma 4.3 that $\mathscr{A}(x \vee a)=\mathscr{A}(x)+\mathscr{A}(a)$. Let $a \leqq c$, and let $p \in \mathscr{A}((a \vee x) c)$. Then $p \in \mathscr{A}((a \vee x))$, and hence $p \leqq q \vee r$ where $q \in \mathscr{A}(a)$ and $r \in \mathscr{A}(x)$. If $p=q$ or $p=r, p \in \mathscr{A}(x c)+\mathscr{A}(a)$. If $p$ is different from $q$ and $r$, then $r \leqq p \vee q \leqq c$. Thus $r \in \mathscr{A}(x c)$, which means $p \in \mathscr{A}(a)+\mathscr{A}(x c)$. This proves that $(a \vee x) c \leqq a \vee x c$.

Theorem 4.3. Let $S$ satisfy the hypotheses of Theorem 4.2. Then $F(S)$ is an atomic, orthocomplemented, modular lattice.

Proof. We need only show that $F(S)$ is modular. Let $a, b, c$ be in $F(S)$ with $a \leqq c$. If $a$ is finite, $(a \vee b) c=a \vee b c$ by the preceding theorem. Otherwise $a^{\prime}$ is finite, which means $c^{\prime}$ is finite. Then we have $[(a \vee b) c]^{\prime}=\left(c^{\prime} \vee b^{\prime}\right) a^{\prime}=c^{\prime} \vee b^{\prime} a^{\prime}$. Thus $(a \vee b) c=a \vee b c$.

Let $V$ be a left vector space over a division ring $R$. Let $V^{*}$ be the space of all linear functions from $V$ to $R$. If $W$ is a total subspace of $V^{*}$, i.e., $f(x)=0$ for all $f \in W$ implies $x=0$, then we say that $V, W$ is a dual pair. If $X$ is a subspace of $V$, let $X^{\prime}=\{f \in W$ : $f(x)=0$ for all $x \in X\}$. Similarly define $Y^{\prime}$ for $Y$ a subspace of $W$. Then we say that a subspace $X$ of $V$ is $W$-closed if $X=X^{\prime \prime}$.

McLaughlin [6] has given a representation theorem for the completion by cuts of a complemented modular point lattice. Since a complete atomic orthocomplemented lattice $S$ is the completion by cuts of $F(S)$ we can apply the theorem to obtain:

Theorem 4.4. Let $S$ be a complete, irreducible, atomic, orthocomplemented lattice in which the covering condition (*) holds. Assume further that the $d(0,1) \geqq 4$, and that if $p$ and $q$ are atoms with $p \neq q, p^{\prime}(p \vee q) \neq 0$. Then there exist a pair of dual vector spaces $U, W$ over a division ring $D$ such that $S$ is isomorphic to the lattice of $W$-closed subspaces of $U$.

Corollary. Let $S$ be a complete, irreducible, atomic, orthocomplemented lattice. Then the following three statements about $S$ are equivalent.
(1) $S$ is semi-modular
(2) If $p$ is an atom in $S$ and $p a=0$ then $p \vee a$ covers $a$.

[^23](3) Covering condition ( ${ }^{*}$ ) holds in $S$; and if $p$ and $q$ are atoms with $p \neq q$, then $p^{\prime}(p \vee q) \neq 0$.

Proof. It is well known that (1) implies (2) and (2) implies (*). Suppose (2) holds and that $p$ and $q$ are atoms with $p \neq q$. Then $p \vee p^{\prime} q^{\prime}$ covers $p^{\prime} q^{\prime}$. But $q<p \vee q$, so $p^{\prime} q^{\prime}<q^{\prime}$, which shows that 1 does not cover $p^{\prime} q^{\prime}$. Therefore, $p \vee p^{\prime} q^{\prime} \neq 1$, i.e. $p^{\prime}(p \vee q) \neq 0$. This proves that (2) implies (3). Now suppose that (3) holds. If $d(0,1)$ is finite, $S$ is actually modular (Theorem 4.3). If $d(0,1)$ is infinite, we can apply the theorem above. Mackey ([5], Theorem III-6) has shown that in such a lattice of closed subspaces the relation of being a $d$ modular pair is symmetric. Since $S$ is orthocomplemented, this means that the relation of being a modular pair is also symmetric.

Theorem 4.5. The completion of a semi-modular atomic orthocomplemented lattice is semi-modular.

Proof. If $S$ is semi-modular the covering condition (*) holds in $F(S)$. Also if $p$ is an atom and $p x=0, p \vee x$ covers $x$. If $p$ and $q$ are atoms, $p \neq q, p^{\prime}$ covers $p^{\prime} q^{\prime}$. Hence $p \vee p^{\prime} q^{\prime}<1$, which gives $p^{\prime}(p \vee q) \neq 0$. Let $L(S)=\Sigma \oplus R_{j}$ be the direct sum decomposition of the completion $L(S)$ into irreducible components. Since $F(L(S))$ and $F(S)$ are ortho-isomorphic, the covering condition ( ${ }^{*}$ ) and the condition $p^{\prime}(p \vee q) \neq 0$ hold in each $R_{j}$. If the dimension of $R_{j}$ is finite, $R_{j}$ is actually modular. If the dimension of $R_{j}$ is infinite, $R_{j}$ satisfies the hypotheses of Theorem 4.4, so $R_{j}$ is semi-modular. Thus $L(S)$ is the direct sum of semi-modular lattices; $L(S)$ is semi-modular.
5. Semi-Inner Product Spaces. Let $V$ be a left vector space over a division ring $R$. A semi-bilinear functional $B$ on $V$ is a map $(x, y) \rightarrow B(x, y)$ of $V \times V$ into $R$ such that
(1) for all $x_{1}, x_{2}, y_{1}$, and $y_{2}$ in $V$ and $\alpha$ in $R, B\left(\alpha x_{1}+x_{2}, y_{1}+y_{2}\right)=$ $\alpha B\left(x_{1}, y_{1}\right)+\alpha B\left(x_{1}, y_{2}\right)+B\left(x_{2}, y_{1}\right)+B\left(x_{2}, y_{2}\right)$, and
(2) There exists an anti-automorphism $\theta$ of $R$ such that for all $x$ and $y$ in $V$ and $\alpha$ in $R, B(x, \alpha y)=B(x, y) \theta(\alpha)$. We will say that a semi-bilinear functional $B$ is a semi-inner product if it satisfies the following conditions.
(1) The anti-automorphism $\theta$ associated with $B$ is involutory.
(2) $B(x, y)=\theta(B(y, x))$ for all $x$ and $y$.
(3) $B(x, x)=0$ implies $x=0$.
(4) For some $x B(x, x)=1$.

A left vector space together with a semi-inner product will be called a semi-inner product space.

If $V$ is a semi-inner product space, define an orthogonality relation in $V$ by $x \perp y$ if and only if $B(x, y)=0$. If $X$ is a subset of $V$ define
$X^{\perp}$ just as in §2. It is easy to verify that $X^{\perp}$ is always a subspace. The orthocomplemented lattice of all closed subspaces of $V$ will be denoted by $L(V)$.

Theorem 5.1. Let $V$ be a left vector space over a division ring $R$. Then $V$ is a semi-inner product space if and only if there exists a dual space $W$ such that $V, W$ is a dual pair and the lattice, $S$, of all $W$-closed subspaces of $V$ is orthocomplemented.

Proof. Suppose that $W$ exists and that $S$ is orthocomplemented. Let $R^{*}$ be the ring which is identical with $R$ as an additive group and in which multiplication ( $\circ$ ) is $\alpha \circ \beta=\beta \alpha$. Then $W$ is a left vector space over $R^{*}$. If $\lambda \in R^{*}, f \in W,(\lambda f)(x)=f(x) \lambda$. For $x \in V$, let $[x]$ denote the one-dimensional subspace spanned by $x$. Let $[x]^{*}$ be the one-dimensional subspace of $W$ spanned by those linear functionals whose nullspaces is $[x]^{\perp}$. In an obvious way one verifies that $[x] \rightarrow[x]^{*}$ is a one-to-one map of the one-dimensional subspaces of $V$ onto those of $W$ which preserve linear dependence and independence. Hence there exists a semi-linear transformation $T$ from $V$ onto $W$ such that $[x]^{*}=$ $[T(x)]$. Clearly $[x] \perp[y]$ if and only if $T(y)(x)=0$. Thus if $x_{0} \neq 0$, $T\left(x_{0}\right)\left(x_{0}\right) \neq 0$.

Let $\varphi$ be the isomorphism from $R$ to $R^{*}$ associated with $T$. Then $\varphi$ may also be regarded as an anti-automorphism of $R$. Let $\theta$ be the inner automorphism of $R: \beta \rightarrow\left(T\left(x_{0}\right)\left(x_{0}\right)\right) \beta\left(T\left(x_{0}\right)\left(x_{0}\right)\right)^{-1}$. Let $B(x, y)=$ $(T(y)(x))\left(T\left(x_{0}\right)\left(x_{0}\right)\right)^{-1}$. It is a matter of routine to verify that $B$ is a semi-inner product with anti-automorphism $\sigma=\theta \circ \varphi$. If $A$ is any finite-dimensional subspace of $V$ containing $x_{0}, B$ defines an orthocomplementation in the lattice of all subspaces of $A$, and $B\left(x_{0}, x_{0}\right)=1$. Hence by proposition 1, page 110 of Baer [1], the anti-automorphism $\sigma$ associated with $B$ is involutory and $\sigma(B(x, y))=B(y, x)$, for all $x$ and $y$ in $A$. Thus $B$ is a semi-inner product. Now suppose that $B$ is a semi-inner product on $V$. For $x$ in $V$ let $f_{x}$ be the member of $V^{*}: f_{x}(y)=B(y, x)$. It is clear that the set $W$ of all such $f_{x}$ is a total subspace of $V^{*}$ and that $L(V)$ is identical with the lattice of $W$-closed subspaces of $V$.

Suppose $B$ and $B^{\prime}$ are two semi-inner products on $V$ which determine the same orthogonality relation. Then there exists $\alpha$ in $R$ such that $B(x, y)=B^{\prime}(x, y) \alpha$ for all $x$ and $y$ in $V^{5}$. It is quite possible, however, to have two semi-inner products on $V$, which are not equivalent in this way, but whose associated lattices are ortho-isomorphic. Our last two theorems explore this possibility.

Theorem 5.2. Let $V_{1}$ be a semi-inner product space over a division

[^24]ring $R$. Let $B_{1}$ be the semi-inner product in $V_{1}$, let $\theta$ be the antiautomorphism associated with $B_{1}$, let $\sigma$ be an automorphism of $R$, and let $\tau$ be an inner automorphism of $R$. Then there exists a semi-inner product space $V_{2}$ over $R$ whose semi-inner product $B_{2}$ has anti-automorphism $\varphi=\tau \circ \sigma \circ \theta \circ \sigma^{-1}$ such that $L\left(V_{1}\right)$ and $L\left(V_{2}\right)$ are orthoisomorphic.

Proof. Let $x_{j}(j \in J$, where $J$ is some indexing set) be a maximal set of nonzero mutually orthogonal vectors in $V_{1}$. For $y \in V_{1}$, let $T(y)$ be the function from $J$ to $R$ such that $T(y)(j)=\sigma\left(B_{1}\left(y, x_{j}\right)\right)$. Let $V_{2}$ be the set of all such functions $T(y)$. It is clear that $V_{2}$ is a left vector space over $R$, and that $T$ is a semi-linear transformation with automorphism $\sigma$ from $V_{1}$ onto $V_{2}$. Further $T$ is one-to-one. For if $T(y)=0$, then $y \perp x_{j}$ all $j \in J$; and this means $y=0$, because $\left\{x_{j}\right\}$ was a maximal orthogonal set. Let the inner automorphism $\tau$ be $\tau(\beta)=$ $\alpha^{-1} \beta \alpha$. For $f$ and $g$ in $B_{2}$, let $B_{2}(f, g)=\sigma\left(B_{1}\left(T^{-1} f, T^{-1} g\right)\right) \alpha$. It is easy to verify that $B_{2}$ is a semi-inner product. We include only the proof that $B_{2}(f, \beta g)=B_{2}(f, g) \varphi(\beta)$. We have

$$
\begin{aligned}
B_{2}(f, \beta g) & =\sigma\left(B_{1}\left(T^{-1} f, T^{-1}(\beta g)\right)\right) \alpha=\sigma\left(B_{1}\left(T^{-1} f, \sigma^{-1}(\beta)\left(T^{-1} g\right)\right)\right) \alpha \\
& =\sigma\left(B_{1}\left(T^{-1} f, T^{-1} g\right) \theta\left(\sigma^{-1}(\beta)\right)\right) \alpha \\
& =\sigma\left(B_{1}\left(T^{-1} f, T^{-1} g\right)\right) \sigma\left(\theta\left(\sigma^{-1}(\beta)\right)\right) \alpha \\
& =B_{2}(f, g) \alpha^{-1} \sigma\left(\theta\left(\sigma^{-1}(\beta)\right)\right) \alpha=B_{2}(f, g) \varphi(\beta) .
\end{aligned}
$$

Since $B_{2}(f, g)=0$ if and only if $B_{1}\left(T^{-1} f, T^{-1} g\right)=0$, it is clear that $T$ induces an ortho-isomorphism between the $L\left(V_{1}\right)$ and $L\left(V_{2}\right)$.

Theorem 5.3. Let $V_{\mathrm{i}}$ and $V_{2}$ be semi-inner product spaces of dimension greater than two, over division rings $R_{1}$ and $R_{2}$ respectively, such that $L\left(V_{1}\right)$ and $L\left(V_{2}\right)$ are ortho-isomorphic. Let $B_{1}$ and $B_{2}$ be the semi-inner products in $V_{1}$ and $V_{2}$ respectively, and let $\theta$ and $\varphi$ be the associated anti-automorphisms. Then there exists an isomorphism $\sigma$ from $R_{1}$ onto $R_{2}$ and a semi-linear transformation $T$ from $V_{1}$ to $V_{2}$ with isomorphism $\sigma$ such that $T$ induces the lattice isomorphism. Further there exists an inner automorphism $\tau$ of $R_{2}$ such that $\varphi=\tau \circ \sigma \circ \theta \circ \sigma^{-1}$.

Proof. Since $L\left(V_{1}\right)$ and $L\left(V_{2}\right)$ are isomorphic, the lattice of all finite-dimensional subspaces of $V_{1}$ is isomorphic to the lattice of all finite dimensional subspaces of $V_{2}$. It follows from this that the lattice of all subspaces of $V_{1}$ is isomorphic to the lattice of all subspaces of $V_{2}$. Therefore the isomorphism $\sigma$ and the semi-linear transformation $T$ exists. To prove the final assertion, let $x$ be a vector in $V_{1}$ such that $B_{1}(x, x)=1$. Let $y$ be a nonzero vector in $V_{1}$ with $y \perp x$.

Let $x^{\prime}=T(x)$, and $y^{\prime}=T(y)$. Since $T$ induces the lattice ortho-isomorphism, $x^{\prime} \perp y^{\prime}$. Now for any $\lambda \in R$ with $\lambda \neq 0$,

$$
x+\lambda y \perp x-\theta\left(\lambda^{-1}\right) B_{1}(y, y)^{-1} y .
$$

Therefore $T(x+\lambda y) \perp T\left(x-\theta\left(\lambda^{-1}\right) B_{1}(y, y)^{-1} y\right)$, i.e.,

$$
x^{\prime}+\sigma(\lambda) y^{\prime} \perp x^{\prime}-\sigma\left(\theta\left(\lambda^{-1}\right)\right) \sigma\left(B_{1}(y, y)^{-1}\right) y^{\prime} .
$$

Therefore $B_{2}\left(x^{\prime}+\sigma(\lambda) y^{\prime}, x^{\prime}-\sigma\left(\theta\left(\lambda^{-1}\right)\right) \sigma\left(B_{1}(y, y)^{-1}\right) y^{\prime}\right)=0$ for all $\lambda \neq 0$ in $R_{1}$. Since $x^{\prime} \perp y^{\prime}$, this gives

$$
B_{2}\left(x^{\prime}, x^{\prime}\right)+\sigma(\lambda) B_{2}\left(y^{\prime}, y^{\prime}\right) \varphi\left(\sigma\left(B_{1}(y, y)^{-1}\right)\right) \varphi\left(\sigma\left(\theta\left(\lambda^{-1}\right)\right)\right)=0
$$

for all $\lambda \neq 0$ in $R_{1}$. Now let $\alpha=B_{2}\left(x^{\prime}, x^{\prime}\right)$. Taking $\lambda=1$, we get $\alpha-B_{2}\left(y^{\prime}, y^{\prime}\right) \varphi\left(\sigma\left(B_{1}(y, y)^{-1}\right)\right)=0$. Thus $\alpha-\sigma(\lambda) \alpha \varphi\left(\sigma\left(\theta\left(\lambda^{-1}\right)\right)\right)=0$ for all $\lambda \neq 0$ in $R_{1}$. Let $\tau$ be the inner automorphism of $R_{2}: \tau(\beta)=\alpha^{-1} \beta \alpha$ for all $\beta$ in $R_{2}$. Then taking $\lambda^{-1}=\sigma^{-1}(\beta)$, we get $\beta=\left(\tau^{-1} \circ \varphi \circ \theta \circ \sigma^{-1}\right)(\beta)$ for all $\beta \neq 0$ in $R_{2}$, i.e., $\tau^{-1} \circ \varphi \circ \sigma \circ \theta \circ \sigma^{-1}$ is the identity automorphism of $R_{2}$. Since $\sigma \circ \theta \circ \sigma^{-1}$ is an involutory anti-automorphism of $R_{2}$, this gives $\varphi=\tau \circ \sigma \circ \theta \circ \sigma^{-1}$.

Corollary. Let $n$ be an integer greater than 2. Then there exist semi-inner product spaces $V_{1}$ and $V_{2}$ of dimension $n$ over the complex numbers such that $L\left(V_{1}\right)$ and $L\left(V_{2}\right)$ are not ortho-isomorphic.

Proof. There exists a real closed subfield $K$ of the complex numbers $C$ such that $K(i)=C$, and $K$ is not isomorphic to the real numbers. ${ }^{6}$ Let $\varphi$ be the involutory automorphism of $C$ which has $K$ as its field of fixed points. Let $\theta$ be the usual conjugacy automorphism. Let $V_{1}$ be an $n$-dimensional Hilbert space over the complex numbers. Let $V_{2}$ be the set of all ordered $n$-tuples of complex numbers. Let $B\left(\left(\alpha_{1}, \cdots, \alpha_{n}\right),\left(\beta_{1}, \cdots, \beta_{n}\right)\right)=\Sigma \alpha_{i} \varphi\left(\beta_{i}\right)$. It is easy to verify that $B$ is a semi-inner product with anti-automorphism $\varphi$. If $L\left(V_{1}\right)$ and $L\left(V_{2}\right)$ were ortho-isomorphic, we would have $\varphi=\sigma \circ \theta \circ \sigma^{-1}$ for some automorphism $\sigma$ of $C$. But this would mean that $K$ was isomorphic to the field of fixed points of $\theta$, i.e., the field of real numbers. This contradiction proves the corollary.

This corollary points up the fact that lattices $L\left(V_{1}\right)$ and $L\left(V_{2}\right)$ may be isomorphic without being ortho-isomorphic.
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## TRANSFORMATIONS OF DOMAINS IN THE PLANE AND APPLICATIONS IN THE THEORY OF FUNCTIONS

## Moshe Marcus

In this paper we shall consider a family of transformations $S_{n}$ ( $n=1,2, \cdots$ ) operating on open or closed sets in the complex plane $z$. $S_{n}$ is defined relatively to a fixed point called the center of transformation, and it transforms an open set into a starlike domain which, for $n>1$, is also $n$-fold symmetric with respect to this point. Therefore, for $n>1, S_{n}$ may be classified as a method of symmetrization. This method of symmetrization was already defined by Szegö [4] for domains which are starlike with respect to the center of transformation.

The definition of $S_{n}$ will be extended (in the way usually used for symmetrizations) so that $S_{n}$ will operate also on a certain class of functions and a family of condensers, in the plane. It will be proved that $S_{n}$ diminishes the capacity of a condenser and this result will be used in order to obtain certain theorems in the theory of functions.

1. Definitions and notations. The transformations $S_{n}$ are defined as follows.

Definition 1. Let $\Omega$ be an open set in the plane $z$, which does not contain the point at infinity, and let $z_{0}$ be a point of $\Omega$. If $\left|z-z_{0}\right|<\rho,(0<\rho)$, is a circle contained in $\Omega$, we define:

$$
\begin{equation*}
L_{\rho}(\varphi)=\int_{E} \frac{d r}{r}, \tag{1}
\end{equation*}
$$

where $\left|z-z_{0}\right|=r$ and

$$
\begin{gather*}
E=\left\{z\left|z \in \Omega,\left|z-z_{0}\right|>\rho, \arg \left(z-z_{0}\right)=\varphi\right\} ;\right. \\
L_{\rho}^{(n)}(\varphi)=\frac{1}{n} \sum_{k=0}^{n-1} L_{\rho}\left(\varphi+\frac{2 \pi k}{n}\right) ;  \tag{2}\\
\left\{\begin{array}{l}
R(\varphi)=\rho \exp \left\{L_{\rho}(\varphi)\right\} \\
R^{(n)}(\varphi)=\left[\prod_{k=0}^{n-1} R\left(\varphi+\frac{2 \pi k}{n}\right)\right]^{1 / n}=\rho \exp \left\{L_{\rho}^{(n)}(\varphi)\right\}
\end{array}\right.
\end{gather*}
$$

Evidently, $R^{(n)}(\varphi)$ does not depend on $\rho$.

[^26]Now, the set obtained from $\Omega$ by the transformation $S_{n}=S_{n}\left(z_{0}\right)$, with center $z_{0}$ is defined as follows:

$$
\begin{equation*}
S_{n} \Omega=\left\{z \mid z-z_{0}=r e^{i \varphi}, 0 \leqq r<R^{(n)}(\varphi), 0 \leqq \varphi<2 \pi\right\} . \tag{4}
\end{equation*}
$$

If instead of $\Omega$ we have a compact set $H$, which has an interior point $z_{0}$, we define:

$$
S_{n} H=\left\{z \mid z-z_{0}=r e^{i \varphi}, 0 \leqq r \leqq R^{(n)}(\varphi), 0 \leqq \varphi<2 \pi\right\} .
$$

It is easily verified that $S_{n} \Omega$ is a simply-connected domain and that $S_{n} H$ is a connected compact set. Both sets are starlike with respect to $z_{0}$.

We shall extend the definition of $S_{n}$ over a family of functions $\mathscr{G}$ which will now be defined. A non-constant real function $g(z)$ belongs to $\mathscr{G}$ if it is continuous over the extended plane $z$, if it takes its maximum value at infinity and if its minimum is assumed on a set of points, the interior of which is not empty. Let $g(z)$ be a function of $\mathscr{G}$ and let $m$ and $M$ be its minimum and maximum values, respectively. We define the following sets:

$$
\left\{\begin{array}{l}
G_{m}=\{z \mid g(z)=m\},  \tag{5}\\
G_{c}=\{z \mid g(z)<c\},
\end{array} \quad \text { for } m<c \leqq M .\right.
$$

$G_{c}$ (for $m<c<M$ ) is an open bounded set while $G_{m}$ is a compact set. Let $z_{0}$ be an interior point of $G_{m}$ and suppose that the circle $\left|z-z_{0}\right| \leqq \rho,(0<\rho)$, is contained in $G_{m}$. Denote by $L_{\rho}(c, \varphi), L_{\rho}^{(n)}(c, \varphi)$, $R^{(n)}(c, \varphi)$ the functions defined by (1), (2), (3) with $G_{c}$ replacing $\Omega$. Clearly, for a fixed $\varphi, L_{\rho}(c, \varphi)$ is strictly monotonic increasing, for $m \leqq c \leqq M$. We also have:

$$
\begin{cases}\lim _{c \rightarrow d^{-}} L_{\rho}(c, \varphi)=L_{\rho}(d, \varphi), & \text { for } m<d \leqq M ;  \tag{6}\\ \lim _{c \rightarrow m} L_{\rho}(c, \varphi)=L_{\rho}(m, \rho) . & \end{cases}
$$

Let $S_{n}=S_{n}\left(z_{0}\right)$. From these properties of $L_{\rho}(c, \varphi)$, it follows that:

$$
\begin{array}{lr}
S_{n} G_{c} \subset S_{n} G_{d}, & \text { for } m \leqq c<d \leqq M ; \\
S_{n} G_{c}=\bigcup_{m \leqq d<c} S_{n} G_{d}, & \text { for } m<c \leqq M ; \\
S_{n} G_{m}=\bigcap_{m<d<M} S_{n} G_{d} . &
\end{array}
$$

Since $\bar{G}_{c} \subseteq \bigcap_{c<d<M} G_{d}$ we also have:

$$
\begin{equation*}
S_{n} \bar{G}_{c} \subseteq \bigcap_{c<a<M} S_{n} G_{d}, \quad m \leqq c<M \tag{10}
\end{equation*}
$$

Definition 2. Let $g(z) \in \mathscr{G}$. Using the notations introduced
above, we define the function $g^{(n)}(z)$ obtained from $g(z)$ by the transformation $S_{n}=S_{n}\left(z_{0}\right)$, as follows:

$$
S_{n} g \equiv g^{(n)}(z)= \begin{cases}\inf \left\{c \mid z \in S_{n} G_{o}\right\}, & \text { for } z \in S_{n} G_{n c}  \tag{11}\\ M, & \text { otherwise } .\end{cases}
$$

From (8) and (9) we now conclude:

$$
\begin{cases}S_{n} G_{c}=\left\{z \mid g^{(n)}(z)<c\right\}, & \text { for } m<c \leqq M,  \tag{12}\\ S_{n} G_{m}=\left\{z \mid g^{(n)}(z)=m\right\} . & \end{cases}
$$

2. A lemma concerning the function $g^{(n)}(z)$.

Lemma 1. The function $g^{(n)}(z)$ is continuous over the extended plane $z$. If moreover $g(z)$ is Lip on every compact subset of $G_{M}{ }^{1}$ then $g^{(n)}(z)$ is Lip on every compact subset of $S_{n} G_{\mu}$.

Proof. We begin by proving the continuity of $g^{(n)}(z)$. If $z^{*} \in S_{n} G_{m}$ and $g^{(n)}\left(z^{*}\right)=d>m$ then by (10) and (12), the set $S_{n} G_{d+\varepsilon}^{*}-S_{n} \bar{G}_{d-\varepsilon}^{*}$ (where $m<d^{*}-\varepsilon<d^{*}+\varepsilon<M$ ) is an open neighbourhood of $z^{*}$ in which $\left|g^{(n)}(z)-g^{(n)}\left(z^{*}\right)\right| \leqq \varepsilon$. If $z^{*}$ belongs to $S_{n} G_{m}$ or $z^{*}$ belongs to the complement of $S_{n} G_{n}$, then the set $S_{n} G_{m+\varepsilon}(m<m+\varepsilon<M)$, and the complement of $S_{n} \bar{G}_{N-\varepsilon}(m<M-\varepsilon<M)$ respectively, are open neighbourhoods of $z^{*}$ in which $\left|g^{(n)}(z)-g^{(n)}\left(z^{*}\right)\right| \leqq \varepsilon$.

In order to prove the second assertion of the lemma it is sufficient to show that $g^{(n)}(z)$ is Lip on every set $S_{n} G_{c}(m<c<M)$. Without loss of generality we may suppose that $z_{0}=0$ and that $\rho=1$. (And in this case we shall write $L^{(n)}(c, \varphi)$ instead of $L_{1}^{(n)}(c, \varphi)$.) We now map the $z$ plane, cut along the positive real axis from zero to infinity, by a branch of $w=\log z,\left(w=u^{+} i v\right)$, onto the strip $0<v<2 \pi$. (The points of the positive real axis will be mapped both on $v=0$ and $v=2 \pi)$. We denote by $H_{c}$ and $H_{c}^{n}$ the images of $G_{c}$ and $S_{n} G_{c}$ by this mapping, and we put $h(w)=g\left(e^{w}\right)$ and $h^{(n)}(w)=g^{(n)}\left(e^{w}\right)$.

Let $c$ be a fixed number in the open interval $(m, M)$. Since $g(z)$ is Lip on $G_{c}$, the function $h(w)$ is Lip on $H_{c}$, and if it is shown that $h^{(n)}(w)$ is Lip on $H_{c}^{n}$, the required result follows.

Since $h(w)$ is Lip on $H_{c}$, there exists a number $p>0$ such that: $\left|h\left(w_{1}\right)-h\left(w_{2}\right)\right| \leqq p\left|w_{1}-w_{2}\right|$, for any $w_{1}, w_{2} \in H_{c}$.

We need the following assertion:
If $\delta$ is a positive number and $v_{1}, v_{2}, c_{1}, c_{2}$ are real numbers such that:

$$
\begin{equation*}
\left|v_{1}-v_{2}\right|<\delta, m<c_{1}<c_{2}-p \delta<c-p \delta, \tag{13}
\end{equation*}
$$

[^27]then
\[

$$
\begin{equation*}
L^{(n)}\left(c_{2}, v_{2}\right) \geqq L^{(n)}\left(c_{1}, v_{1}\right)+\left[\delta^{2}-\left(v_{1}-v_{2}\right)^{2}\right]^{1 / 2} \tag{14}
\end{equation*}
$$

\]

Because of the definition of $L^{(n)}(c, v)$, it is enough to prove (14) for $n=1$. Without loss of generality we may suppose that $0 \leqq v_{k}<2 \pi$, ( $k=1,2$ ).

Denote by $J_{k}$ the intersection of the half line $\operatorname{Im} w=v_{k}, R e w \geqq 0$, with the set $H_{c_{k}}$, for $k=1$, 2. The Lebesgue measure of $J_{k}$ is $L\left(c_{k}, v_{k}\right)$. Using (5) and (13) the following is easily verified:

Let $w_{1} \in J_{1}$. If $w_{2}=u_{2}+i v_{2}, \quad u_{2} \geqq 0$ and $\left|w_{1}-w_{2}\right| \leqq \delta$, then $w_{2} \in J_{2}$. From this and the fact that $J_{1}$ is bounded on the right, (14) follows for $n=1$.

It will now be shown that

$$
\left|h^{(n)}\left(w^{\prime}\right)-h^{(n)}\left(w^{\prime \prime}\right)\right| \leqq p\left|w^{\prime}-w^{\prime \prime}\right|, \text { for any } w^{\prime}, w^{\prime \prime} \in H_{c}^{n}
$$

Suppose that there are two points $w_{1}, w_{2}$ in $H_{c}^{n}$ for which this inequality does not hold, and let $\delta$ be a number such that:

$$
\begin{equation*}
\left|h^{(n)}\left(w_{1}\right)-h^{(n)}\left(w_{2}\right)\right|>p \delta>p\left|w_{1}-w_{2}\right| \tag{15}
\end{equation*}
$$

Let $h^{(n)}\left(w_{1}\right)<h^{(n)}\left(w_{2}\right)$. Then we can find numbers $c_{1}, c_{2}$ such that:

$$
\begin{equation*}
m \leqq h^{(n)}\left(w_{1}\right)<c_{1}<c_{2}-p \delta<h^{(n)}\left(w_{2}\right)-p \delta<c-p \delta \tag{16}
\end{equation*}
$$

Now the numbers $c_{1}, c_{2}, v_{1}=\operatorname{Im} w_{1}, v_{2}=\operatorname{Im} w_{2}$ satisfy (13), and therefore inequality (14) holds. Since, for $m<c<M$,
$H_{c}^{n}=\left\{w \mid 0 \leqq \operatorname{Im} w \leqq 2 \pi, h^{(n)}(w)<c\right\}=\left\{w \mid 0 \leqq v \leqq 2 \pi, u<L^{(n)}(c, v)\right\}$,
it follows (by (16)) that $w_{1} \in H_{c_{1}}^{n}$ and $w_{2} \notin H_{c_{2}}^{n}$; hence $u_{1}=R e w_{1}<L^{(n)}\left(c_{1}, v_{1}\right)$ and $u_{2}=R e w_{2} \geqq L^{(n)}\left(c_{2}, v_{2}\right)$. These inequalities together with (14) yield $\left|w_{1}-w_{2}\right|>\delta$, which is in contradiction to (15). This completes the proof of the lemma.

Remark. The following is a consequence of the second part of the lemma: If $g(z)$ is Lip on every compact subset of $G_{M}-G_{m}$, then $g^{(n)}(z)$ is Lip on every compact subset of $S_{n} G_{M}-S_{n} G_{m}$.
3. On a class of functions $\left(C, z_{0}\right)$. Let $C=\left(D, E_{0}, E_{1}\right)$ be a condenser in the complex plane $z$, i.e. a system consisting of a domain $D$ and two disjoint closed sets $E_{0}$ and $E_{1}$, such that $D$ does not contain the point at infinity, $E_{0}$ is bounded, $E_{1}$ is unbounded and the union of $E_{0}$ and $E_{1}$ is equal to the complement of $D$.

Suppose that $E_{0}$ contains an interior point $z_{0}$, let $z-z_{0}=r e^{i \varphi}$ and denote by $S_{\varphi}$ the ray $\arg \left(z-z_{0}\right)=\varphi$. Then a subclass $\left(C, z_{0}\right)$ of $\mathscr{G}$ is defined as follows.

A real function $g(z)$, continuous over the extended plane $z$, belongs to ( $C, z_{0}$ ) if:
(i) $g(z)$ possesses continuous first partial derivatives, in $D$.
(ii) $g(z) \equiv 0$ in $E_{0}, g(z) \equiv 1$ in $E_{1}$ and $0<g(z)<1$ in $D$.
(iii) The set of points on the ray $S_{\varphi}$, at which $g(z)$ assumes a given value $c(0<c<1)$, is finite.
(iv) Any compact set of points on $S_{\varphi}$, which is contained in $D$, contains only a finite number of points (possibly zero) at which $\partial g(r, \varphi) / \partial r=0$.

Suppose that the Dirichlet problem of the equation $\Delta u=0$, with continuous boundary values, always has a solution in $D$. Then there exists a real function $\omega(z)$, continuous over the extended plane $z$, which is harmonic in $D$, vanishes on $E_{0}$ and assumes the value 1 on $E_{1}$. This function is the potential functions of $C$. Evidently, it belongs to (C, $z_{0}$ ).

Let $g(z) \in\left(C, z_{0}\right)$. Using property (iii) we find that (6) may be replaced by

$$
\begin{equation*}
\lim _{c \rightarrow c_{0}} L_{\rho}(c, \varphi)=L_{\rho}\left(c_{0}, \varphi\right), \quad \text { for } 0 \leqq c_{0} \leqq 1 \tag{17}
\end{equation*}
$$

Therefore in this case, the function $g^{(n)}(z) \equiv S_{n}\left(z_{0}\right) g$ may be defined in the following way:

$$
g^{(n)}(z)=g^{(n)}(r, \varphi)= \begin{cases}0, & \text { for } r \leqq R^{(n)}(0, \varphi),  \tag{18}\\ c, & \text { for } r=R^{(n)}(c, \varphi), 0<c<1, \\ 1, & \text { for } r \geqq R^{(n)}(1, \varphi) .\end{cases}
$$

Since, for a fixed $\varphi, g^{(n)}(r, \varphi)$ is a strictly monotonic increasing function of $r$ in the interval $R^{(n)}(0, \varphi)<r<R^{(n)}(1, \varphi)$ and since $g^{(n)}(r, \varphi)$ is continuous over the entire plane, it follows that $R^{(n)}(c, \varphi)$ is continuous in both variables for $0<c<1,0 \leqq \varphi<2 \pi$.

The following definition extends the transformation $S_{n}$ over a family of condensers $\{C\}$.

Definition 3. Let $C=\left(D, E_{0}, E_{1}\right)$ be a condenser in the complex plane $z$, such that $E_{0}$ contains an interior point $z_{0}$. Put $G_{1}=D \cup E_{0}$ and suppose that $S_{n} G_{1}$ (with $S_{n}=S_{n}\left(z_{0}\right)$ ) does not contain the entire open plane. Then, the condenser $C^{(n)}$ obtained from $C$ by the transformation $S_{n}=S_{n}\left(z_{0}\right)$ is defined as follows:

$$
C^{(n)}=\left(D^{(n)}, E_{0}^{(n)}, E_{1}^{(n)}\right),
$$

where $D^{(n)}=S_{n} G_{1}-S_{n} E_{0}, E_{0}^{(n)}=S_{n} E_{0}$ and $E_{1}^{(n)}=$ the complement of $S_{n} G_{1}$.
4. A theorem concerning the Dirichlet integral of functions belonging to $\left(C, z_{0}\right)$.

Theorem 1. Let $C=\left(D, E_{0}, E_{1}\right)$ be a condenser in the complex plane $z$, such that $E_{0}$ contains an interior point $z_{0}$. Suppose that $g(z)$ belongs to $\left(C, z_{0}\right)$ and that its Dirichlet integral over $D$ is finite. If $S_{n}=S_{n}\left(z_{0}\right),(n=1,2,3, \cdots), g^{(n)}(z)=S_{n} g$, and $D^{(n)}$ is the domain mentioned in Definition 3, then:

$$
\begin{equation*}
\iint_{D^{(n)}}\left(\nabla g^{(n)}\right)^{2} d x d y \leqq \iint_{D}(\nabla g)^{2} d x d y \tag{19}
\end{equation*}
$$

Remark. This theorem was proved by Szegö [4], for $n=2,3, \cdots$, in the special case where, $D$ is a doubly-connected domain bounded by two smooth curves which are starlike with respect to $z_{0} ; E_{0}$ and $E_{1}$ are connected sets; and the function $g(z)$ is the potential function of the condenser $C$.

Proof. By property (i) of $g(z)$ and by the remark at the end of Lemma 1 it follows that $g^{(n)}(z)$ is Lip on every compact subset of $D^{(n)}$. Therefore the first partial derivatives of $g^{(n)}(x, y)$ exist almost everywhere in $D^{(n)}$ and are bounded in every compact subset of $D^{(n)}$.

Without loss of generality we may suppose that $z_{0}=0$ and that the circle $|z| \leqq \rho=1$ is contained in $E_{0}$. Again we shall write $L^{(n)}(c, \varphi)$ instead of $L_{\rho}^{(n)}(c, \varphi)$. We also introduce the following notations:

$$
\begin{aligned}
D(a, b) & =\{z \mid a<g(z)<b\}, \\
D^{(n)}(a, b) & =\left\{z \mid a<g^{(n)}(z)<b\right\}, \quad \text { for } 0<a<b<1 .
\end{aligned}
$$

The sets $D(a, b)$ and $D^{(n)}(a, b)$ will be mapped by $w=\log z(0 \leqq \operatorname{Im} w<2 \pi)$ on two sets which we denote by $H(a, b)$ and $H^{(n)}(a, b)$, respectively. Finally we define: $h(w)=g\left(e^{w}\right), h^{(n)}(w)=g^{(n)}\left(e^{w}\right)$ and

$$
\gamma_{c}=\{w \mid 0<\operatorname{Im} w<2 \pi, h(w)=c\}, \quad \text { for } 0<c<1 .
$$

The proof of the theorem rests on the following inequality:

$$
\begin{equation*}
\iint_{H^{(n)(a, b)}}\left[1+\varepsilon^{2}\left(\nabla h^{(n)}\right)^{2}\right]^{1 / 2} d u d v \leqq \iint_{H(a, b)}\left[1+\varepsilon^{2}(\nabla h)^{2}\right]^{1 / 2} d u d v \tag{20}
\end{equation*}
$$

where $w=u+i v, 0<a<b<1$ and $\varepsilon>0$.
Inequality (19) is derived from (20) by a standard argument which we shall briefly describe.

The closures of the sets $D(a, b)$ and $D^{(n)}(a, b)$ are compact sets contained in $D$ and $D^{(n)}$, respectively. Therefore the first partial derivatives of $h(u, v)\left(h^{(n)}(u, v)\right)$ are bounded in $H(a, b)\left(H^{(n)}(a, b)\right)$. It is evident from the definitions that the area of $H(a, b)$ equals that
of $H^{(n)}(a, b)$. Taking into account these facts and using the binomial expansion of the integrands in (20), (for $\varepsilon$ small enough), we obtain:

$$
\frac{\varepsilon^{2}}{2} \iint_{H^{(n)}(a, b)}\left(\nabla h^{(n)}\right)^{2} d u d v+O\left(\varepsilon^{4}\right) \leqq \frac{\varepsilon^{2}}{2} \iint_{H(a, b)}(\nabla h)^{2} d u d v+O\left(\varepsilon^{4}\right) .
$$

Dividing by $\varepsilon^{2}$ and letting $\varepsilon$ tend to zero we find that

$$
\iint_{F^{(n)}(a, b)}\left(\nabla h^{(n)}\right)^{2} d u d v \leqq \iint_{E(a, b)}(\nabla h)^{2} d u d v .
$$

Since the Dirichlet integral is invariant under a simple conformal mapping, it follows that

$$
\iint_{D^{(n)(a, b)}}\left(\nabla g^{(n)}\right)^{2} d x d y \leqq \iint_{D(a, b)}(\nabla g)^{2} d x d y
$$

Hence, letting $a$ tend to zero and $b$ tend to one, we obtain the required inequality.

In the proof of (20) we may suppose that $\varepsilon=1$.
The first step is the following assertion. Suppose that $w^{*}=$ $u^{*}+i v^{*} \in H^{(n)}(a, b)$ and $0<v^{*}<(2 \pi / n)$. Put $h^{(n)}\left(u^{*}, v^{*}\right)=c^{*}$. If $\partial h / \partial u \neq 0$ at all the points of intersection of the set $\gamma_{c^{*}}$ and the lines $\operatorname{Im} w=v^{*}+(2 \pi m / n)(m=0, \cdots, n-1)$, then there exists a neighbourhood of $w^{*}$ in which $h^{(n)}(u, v) \in C^{1}$.

In order to prove this assertion we shall show first that $L(c, v) \in C^{1}$ in a neighbourhood of ( $c^{*}, v^{*}$ ). By property (iii) the set $\gamma_{c^{*}}$ intersects the line $\operatorname{Im} w=v^{*}$ in a finite number of points, which we denote by $w_{1}, \cdots, w_{p}$, where Re $w_{1}<\operatorname{Re} w_{2}<\cdots<\operatorname{Re} w_{p}$. By hypothesis, $\partial h / \partial u \neq 0$ at these points. Let $q$ be a positive number such that the circles $K_{j}:\left|w-w_{j}\right| \leqq q,(j=1, \cdots, p)$, are contained in $H(a, b)$ and $\partial h / \partial u \neq 0$ in them. Then the following is easily verified:

There exists a rectangle

$$
P=\left\{(c, v)| | c-c^{*}\left|\leqq \delta,\left|v-v^{*}\right| \leqq \delta\right\},\right.
$$

(where $a<c^{*}-\delta<c^{*}+\delta<b, \quad 0<v^{*}-\delta<v^{*}+\delta<(2 \pi / n)$ ), such that:
(a) If $(c, v) \in P$ then $\gamma_{c}$ intersects the line $\operatorname{Im} w=v$ in exactly $p$ points, one point in each circles $K_{j}$.
(b) The set $H\left(c^{*}-\delta, c^{*}+\delta\right)$ intersects the strip $v^{*}-\delta<\operatorname{Im} w<v^{*}+\delta$ in exactly $p$ domains $Q_{j}$, where $Q_{j} \subset K_{j},(j=1, \cdots, p)$.
Solving $c=h(u, v)$ for $u$ in $Q_{j}$ we obtain a function $u=u_{j}(c, v)$. This function belongs to $C^{1}$ in the rectangle $P$ where

$$
\begin{equation*}
\frac{\partial u_{j}}{\partial c}=\left(\frac{\partial h}{\partial u}\right)^{-1}, \quad \frac{\partial u_{j}}{\partial v}=-\left(\frac{\partial h}{\partial v}\right) \times\left(\frac{\partial h}{\partial u}\right)^{-1} . \tag{21}
\end{equation*}
$$

Since by definition:

$$
\begin{equation*}
L(c, v)=\sum_{j=1}^{p}(-1)^{j+1} \times u_{j}(c, v) \tag{22}
\end{equation*}
$$

it follows that $L(c, v) \in C^{1}[P]$. We observe that in $Q_{j}$ we have $\partial h / \partial u=$ $(-1)^{j+1} \times|\partial h / \partial u|$ so that

$$
\begin{equation*}
\frac{\partial L}{\partial c}=\sum_{j=1}^{p}\left|\frac{\partial u_{j}}{\partial c}\right|, \quad \text { in } P \tag{23}
\end{equation*}
$$

Evidently, similar results hold for any of the points $c=c^{*}, v=$ $v^{*}+(2 \pi m / n)$, for $m=0, \cdots, n-1$. Therefore it is possible to find a positive number $\eta(\eta \leqq \delta)$ such that $L^{(n)}(c, v) \in C^{1}$ and $\left(\partial L^{(n)} / \partial c\right)>0$ in the rectangle $\left|c-c^{*}\right|<\eta,\left|v-v^{*}\right|<\eta$. By (18), for any fixed $v, c=h^{(n)}(u, v)$ is the inverse function of $u=L^{(n)}(c, v)$ in the interval $0<c<1$. Hence it follows that in a certain neighbourhood of ( $u^{*}, v^{*}$ ), $h^{(n)}(u, v) \in C^{1}$ and

$$
\begin{equation*}
\frac{\partial h^{(n)}}{\partial u}=\left(\frac{\partial L^{(n)}}{\partial c}\right)^{-1}, \quad \frac{\partial h^{(n)}}{\partial v}=-\left(\frac{\partial L^{(n)}}{\partial v}\right) \times\left(\frac{\partial L^{(n)}}{\partial c}\right)^{-1} . \tag{24}
\end{equation*}
$$

Denote by $A(v)$ and $A_{n}(v)$ the intersections of the line $\operatorname{Im} w=v$ with the sets $H(a, b)$ and $H^{(n)}(a, b)$ respectively. Let $w \in A(v)$ and $h(w)=c,(0<v<2 \pi)$. If at one of the points of intersection of $\gamma_{c}$ with the line $\operatorname{Im} w=v, \partial h / \partial u$ vanishes then we shall say that $w$ is a critical point of $A(v)$. Let $w \in A_{n}(v)$ and $h^{(n)}(w)=c$. If the intersection of $\gamma_{c}$ with one of the sets $A(v+2 \pi m / n),(m=0, \cdots, n-1)$, contains. a crititical point of that set, we shall say that $w$ is a critical point of $A_{n}(v)$. By properties (iii) and (iv) the set of critical points of $A(v)$ is finite, and consequently, the set of critical points of $A_{n}(v)$ is finite.

We shall prove now that

$$
\begin{equation*}
\int_{\Lambda_{1}(v)}\left[1+\left(\nabla h^{(1)}\right)^{2}\right]^{1 / 2} d u \leqq \int_{A^{(v)}}\left[1+(\nabla h)^{2}\right]^{1 / 2} d u, \tag{25}
\end{equation*}
$$

for $0<v<2 \pi$. Inequality (20) for $n=1$, follows from (25).
Let $v_{0}$ be a fixed point in the interval ( $0,2 \pi$ ) and let $\left\{c_{1}, \cdots, c_{k-1}\right\}$ be the set of values (possibly void) taken by $h(w)$ at the critical points. of $A\left(v_{0}\right)$. We assume that these values are ordered as follows:

$$
a=c_{0}<c_{1}<\cdots<c_{k-1}<c_{k}=b .
$$

Denote by $B_{l}$ that subset of $A\left(v_{0}\right)$ which consists of open segments, free from critical points, such that at the endpoints of each segment $h(w)$ assumes the values $c_{l}$ and $c_{l+1}$. Evidently, for any $l(l=0, \cdots, k-1)$ the set $B_{l}$ is not void and $A\left(v_{0}\right)=\bigcup_{l=0}^{k=1} B_{l}$.

Now let $m$ be a fixed integer, $0 \leqq m \leqq k-1$, and denote by $\alpha_{1}, \cdots, \alpha_{p}$.
the segments contained in $B_{m}$, which were described above. We shall assume that $\alpha_{j}$ is at the left of $\alpha_{j+1},(j=1, \cdots, p-1)$. In some neighbourhood of $\alpha_{j}$ it is possible to solve $c=h(u, v)$ for $u$ and thereby obtain a function $u=u_{j}(c, v)$. By (21) we obtain:

$$
\begin{equation*}
\int_{a_{j}}\left[1+\left(\nabla h\left(u, v_{0}\right)\right)^{2}\right]^{1 / 2} d u=\int_{c_{m}}^{c_{m+1}}\left[1+\left(\nabla u_{j}\left(c, v_{0}\right)\right)^{2}\right]^{1 / 2} d c, \tag{26}
\end{equation*}
$$

for $j=1, \cdots, p$.
Denote: $\quad u_{j}^{\prime}=L\left(c_{j}, v_{0}\right)$ and $w_{j}^{\prime}=u_{j}^{\prime}+i v_{0},(j=0, \cdots, k)$. Then $w_{0}^{\prime}$ and $w_{k}^{\prime}$ are the endpoints of $A_{1}\left(v_{0}\right)$ while $w_{1}^{\prime}, \cdots, w_{k-1}^{\prime}$ are the critical points of $A_{1}\left(v_{0}\right)$. Denote by $B_{m}^{\prime}$ the open segment with endpoints $w_{m}^{\prime}$, $w_{m+1}^{\prime}$. By (22) and (24) (with $n=1$ ) we get:

$$
\begin{align*}
\int_{B_{m}^{\prime}} & {\left[1+\left(\nabla h^{(1)}\left(u, v_{0}\right)\right)^{2}\right]^{1 / 2} d u=\int_{c_{m}}^{c_{m+1}}\left[1+\left(\nabla L\left(c, v_{0}\right)\right)^{2}\right]^{1 / 2} d c } \\
& =\int_{c_{m}}^{c_{m+1}}\left\{1+\left[\nabla \sum_{j=1}^{p}(-1)^{j+1} u_{j}\left(c, v_{0}\right)\right]^{2}\right\}^{1 / 2} d c . \tag{27}
\end{align*}
$$

By (26), (27) and the well known inequality

$$
\begin{equation*}
\left\{\left(\sum_{j=1}^{p} x_{j}\right)^{2}+\left(\sum_{j=1}^{p} y_{j}\right)^{2}+\left(\sum_{j=1}^{p} t_{j}\right)^{2}\right\}^{1 / 2} \leqq \sum_{j=1}^{p}\left(x_{j}^{2}+y_{j}^{2}+t_{j}^{2}\right)^{1 / 2}, \tag{28}
\end{equation*}
$$

$\left(x_{j}, y_{j}, t_{j}\right.$ being real numbers) we finally obtain:

$$
\begin{align*}
\int_{B_{m}^{\prime}}\left[1+\left(\nabla h^{(1)}\left(u, v_{0}\right)\right)^{2}\right]^{1 / 2} d u & \leqq \int_{B_{m}}\left[1+\left(\nabla h\left(u, v_{0}\right)\right)^{2}\right]^{1 / 2} d u  \tag{29}\\
& =\sum_{j=1}^{p} \int_{\alpha_{j}}\left[1+\left(\nabla h\left(u, v_{0}\right)\right)^{2}\right]^{1 / 2} d u .
\end{align*}
$$

Since (29) holds for any $m$, $m=0, \cdots, k-1$ ) inequality (25) follows.
It remains to prove inequality (20) for $n=2,3, \cdots$. Since this inequality is proved for $n=1$, it is enough to show that
(30) $n \times \int_{\Lambda_{n}\left(v_{0}\right)}\left[1+\left(\nabla h^{(n)}\left(u, v_{0}\right)\right)^{2}\right]^{1 / 2} d u \leqq \sum_{j=0}^{n-1} \int_{\Lambda_{1}\left(v_{j}\right)}\left[1+\left(\nabla h^{(1)}\left(u, v_{j}\right)\right)^{2}\right]^{1 / 2} d u$,
where $0<v_{0}<(2 \pi / n)$ and $v_{j}=v_{0}+(2 \pi j / n)$.
Let $\left\{c_{1}^{*}, \cdots, c_{r-1}^{*}\right\}$ be the set of values (possibly void) assumed by $h^{(n)}(w)$ at the critical points of $A_{n}\left(v_{0}\right)$, these values being ordered as follows:

$$
a=c_{0}^{*}<c_{1}^{*}<\cdots<c_{r-1}^{*}<c_{r}^{*}=b .
$$

Put $u_{m}^{*}=L^{(n)}\left(c_{m}^{*}, v_{0}\right)$ and $u_{m, j}^{*}=L\left(c_{m}^{*}, v_{j}\right)$. By (24) we get:

$$
\begin{gather*}
\int_{u_{m}^{*}}^{u_{m+1}^{*}}\left[1+\left(\nabla h^{(n)}\left(u, v_{0}\right)\right)^{2}\right]^{1 / 2} d u=\int_{c_{m}^{*}}^{c_{m+1}^{*}}\left[1+\left(\nabla L^{(n)}\left(c, v_{0}\right)\right)^{2}\right]^{1 / 2} d c \\
=\frac{1}{n} \int_{c_{m}^{*}}^{c_{m+1}^{*}}\left[n^{2}+\left(\sum_{j=0}^{n-1} \nabla L\left(c, v_{j}\right)\right)^{2}\right]^{1 / 2} d c ;  \tag{31}\\
\int_{u_{m, J}^{*}}^{u_{m+1 j}^{*} j}\left[1+\left(\nabla h^{(1)}\left(u, v_{j}\right)\right)^{2}\right]^{1 / 2} d u=\int_{c_{m}^{*}}^{c_{m+1}^{*}}\left[1+\left(\nabla L\left(c, v_{j}\right)\right)^{2}\right]^{1 / 2} d c
\end{gather*}
$$

for $m=0, \cdots, r-1$ and $j=0, \cdots, n-1$. From (31) and (28), inequality (30) follows. This completes the proof of the theorem.
5. The transformation $S_{n}$ diminishes the capacity of a condenser. Let $C=\left(D, E_{0}, E_{1}\right)$ be a condenser in the complex plane $z$, satisfying the conditions of Definition 3. It will be assumed that the Dirichlet problem for $\nabla u=0$, with continuous boundary values, always has a solution in $D$. (Sufficient conditions for the validity of this assumption are given, for example, in Hayman [2], Th. 4.2, pp. 63-64. Following Hayman's terminology we shall say that a domain is admissible if it satisfies these conditions.) The capacity of the condenser $C$ is defined as the Dirichlet integral over $D$, of the potential function $\omega(z)$ of $C$, (see §3).

Let $C^{(n)}=S_{n} C=\left(D^{(n)}, E_{0}^{(n)}, E_{1}^{(n)}\right)$, (where $S_{n}=S_{n}\left(z_{0}\right)$ ). The domain $D^{(n)}$ is admissible so that the capacity of $C^{(n)}$ is defined. We now prove the following:

Theorem 2. Let $C$ and $C^{(n)}$ be the condensers mentioned above and denote their capacities by $I$ and $I_{n}$ respectively. Then we have $I_{n} \leqq I$.

Proof. Let $\omega^{(n)}(z)=S_{n} \omega(z),\left(S_{n}=S_{n}\left(z_{0}\right)\right)$. Since $\omega(z) \in\left(C, z_{0}\right)$, by Theorem 1 we have

$$
\begin{equation*}
\int_{D^{(n)}}\left(\nabla \omega^{(n)}\right)^{2} d x d y \leqq \int_{D}(\nabla \omega)^{2} d x d y=I . \tag{32}
\end{equation*}
$$

The function $\omega^{(n)}(z)$ is continuous over the extended plane $z$ and Lip in every compact subset of $D^{(n)}$; it vanishes on $E_{0}$ and assumes the value 1 on $E_{1}$. Hence, by the Dirichlet minimum principle (see, Hayman [2], Th. 4.3, pp. 65-67) we have

$$
\begin{equation*}
I_{n} \leqq \int_{D^{(n)}}\left(\nabla \omega^{(n)}\right)^{2} d x d y \tag{33}
\end{equation*}
$$

The required result follows from (32) and (33).
We shall apply Theorem 2 in order to obtain a result about the inner radius. Let $D$ be a domain in the complex plane $z, z_{0}$ a point
of $D$, and $r\left(D, z_{0}\right)$ the inner radius of $D$ at $z_{0}$. (We refer here to the definition given, for example, in Hayman [2] pp. 78-80, where the inner radius is defined without any assumptions on $D$.) The domain $D$ can be approximated from within by a series of bounded analytic domains $\left\{D_{n}\right\}$, which contain the point $z_{0}$, such that $\lim _{n \rightarrow \infty} r\left(D_{n}, z_{0}\right)=$ $r\left(D, z_{0}\right)$. (An analytic domain is a domain bounded by a finite number of disjoint, simple closed, analytic curves.) By a well known method of Pólya and Szegö (see Pólya-Szegö [3] pp. 44-45; also Hayman [2] pp. 81-84) the following theorem is obtained as a consequence of Theorem 2.

Theorem 3. Let $D$ be a domain in the complex plane $z$ and let $z_{0} \in D$. If $S_{n}=S_{n}\left(z_{0}\right)$, then

$$
\begin{equation*}
r\left(D, z_{0}\right) \leqq r\left(S_{n} D, z_{0}\right) \tag{34}
\end{equation*}
$$

6. Applications in the theory of functions. In this section we denote by $w=f(z)$ a function which is regular in $|z|<1$ and by $D$ the domain of all values $w$ assumed by this function at least once in $|z|<1$. It is known that

$$
\begin{equation*}
\left|f^{\prime}(0)\right| \leqq r(D, f(0)), \tag{35}
\end{equation*}
$$

equality holding if and only if $f(z)$ is a ( 1,1 ) mapping, (see Hayman [2], Th. 4.5, p. 80).

As a consequence of Theorem 3 we obtain the following:
Theorem 4. Let $S_{n}=S_{n}(f(0))$ and suppose that $S_{n} D$ does not contain the entire open plane. Let $w=F(z)$ be a $(1,1)$ conformal mapping of $|z|<1$ onto $S_{n} D$, such that $F(0)=f(0)$. Then we have $\left|f^{\prime}(0)\right| \leqq\left|F^{\prime}(0)\right|$.

Proof. By (35) we get: $\left|f^{\prime}(0)\right| \leqq r(D, f(0))$ and $\left|F^{\prime}(0)\right|=$ $r\left(S_{n} D, F(0)\right)$. From these relations together with (34), the required inequality follows.

The following results are based on Theorem 4.
Theorem 5. Let $f(z)=a_{1} z+a_{2} z^{2}+\cdots$. Define $R^{(n)}(\varphi)$ as in Definition 1, for the domain $D$ and the point $w=0$. Then,

$$
\begin{equation*}
\left|a_{1}\right| \leqq \sqrt[n]{4} R^{(n)}(\varphi), \tag{36}
\end{equation*}
$$

$$
(0 \leqq \varphi<2 \pi)
$$

and equality holds for the function

$$
w=\psi_{n}(z)=t e^{i(\varphi+\theta)} z /\left(1+e^{i n \theta} z^{n}\right)^{2 / n}, \quad(t \text { and } \theta \text { real numbers }) .
$$

Proof. Let $\varphi_{0}$ be a fixed real number and suppose that $R^{(n)}\left(\varphi_{0}\right)=$ $d<\infty$. Denote by $D_{0}$ the domain containing the entire $w$ plane, with the exception of $n$ rays: $\arg w=\varphi_{0}+(2 \pi k / n), d \leqq|w|,(k=0, \cdots, n-1)$. The domain $S_{n} D\left(S_{n}=S_{n}(0)\right)$ is contained in $D_{0}$. The function $w=$ $\sqrt[n]{4} d e^{i \varphi_{0}} f_{n}(z)$ where

$$
\begin{equation*}
f_{n}(z)=z /\left(1+z^{n}\right)^{2 / n}, \tag{37}
\end{equation*}
$$

maps $|z|<1$ conformally, $(1,1)$ onto $D_{0}$. Therefore, by the principle of subordination and Theorem 4 it follows that $\left|a_{1}\right| \leqq \sqrt[n]{4} d$, and inequality (36) is proved. The assertion concerning the function $w=$ $\psi_{n}(z)$ is evident.

The following theorem may be proved by the same method.
Theorem 6. Let $f(z)=a_{1} z+a_{2} z^{2}+\cdots$. Suppose that $R^{(n)}(\mathcal{P}) \leqq$ $M<\infty$ for $0 \leqq \varphi<2 \pi$ and that $R^{(n)}\left(\varphi_{0}\right)=\beta M(0<\beta \leqq 1)$. Then

$$
\begin{equation*}
\left|a_{1}\right| \leqq \beta M \cdot \sqrt[n]{4} /\left(1+\beta^{n}\right)^{2 / n} \tag{38}
\end{equation*}
$$

and equality holds for the function

$$
w=\phi_{n}(z)=M e^{i \varphi_{0}} f_{n}^{-1}\left[q f_{n}\left(e^{i \theta} z\right)\right],
$$

where $f_{n}(z)$ is defined by (37), $0 \leqq \theta<2 \pi$ and $q=\sqrt[n]{4} \beta /\left(1+\beta^{n}\right)^{2 / n}$.

## We now prove

Theorem 7. Let $f(z)=a_{1} z+a_{2} z^{2}+\cdots$ and define:

$$
\begin{equation*}
R_{0}=\exp \left[\frac{1}{2 \pi} \int_{0}^{2 \pi} \log R(\varphi) d \varphi\right]=\exp \left[\frac{1}{2 \pi} \int_{0}^{2 \pi} \log R^{(n)}(\varphi) d \varphi\right] . \tag{39}
\end{equation*}
$$

Then $\left|a_{1}\right| \leqq R_{0}$, and equality holds for $w=a_{1} z .{ }^{2}$
Proof. First suppose that $w=f(z)$ is regular in $|z| \leqq 1$ and that $f^{\prime}(z) \neq 0$ on $|z|=1$. Then $R(\varphi)$ is a continuous function of $\varphi$, and we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} R^{(n)}(\varphi)=\lim _{n \rightarrow \infty} \exp \left[\frac{1}{n} \sum_{k=0}^{n-1} \log R\left(\varphi+\frac{2 \pi k}{n}\right)\right]=R_{0}, \tag{40}
\end{equation*}
$$

for any real $\varphi$. Therefore, if a positive $\varepsilon$ is given and $n$ is sufficiently large, the domain $S_{n} D$ (where $S_{n}=S_{n}(0)$ ) is contained in the circle $|z|<R_{0}+\varepsilon$. Hence, by Theorem 4 and the principle of subordi-
${ }^{2}$ The author obtained this result in a weaker form, with $\bar{r}_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} R^{(n)}(\varphi) d \varphi$ instead of $R_{0}$. (By the geometric-arithmetic mean theorem $R_{0} \leqq \bar{r}_{n}$ for every $n$ ). The stronger form written above was suggested by the referee, to whom our thanks are due.
nation, we get $\left|a_{1}\right| \leqq R_{0}+\varepsilon$. In order to prove the theorem in the general case, we approximate the function $w=f(z)$ by functions $w=$ $f(\rho z)$, with $0<\rho<1$.

Let $\Omega$ be an open set in the plane $z$ and let $z_{0} \in \Omega$. Denote by $m(\varphi)$ the linear (Lebesgue) measure of the set $E(\varphi)=\left\{z \mid \arg \left(z-z_{0}\right)=\right.$ $\varphi, z \in \Omega\}$, and define

$$
\begin{equation*}
m^{(n)}(\varphi)=\frac{1}{n} \sum_{k=0}^{n-1} m\left(\varphi+\frac{2 \pi k}{n}\right) . \tag{41}
\end{equation*}
$$

We shall show that Theorems 5, 6, 7, remain true if $R(\mathcal{P})$ is replaced by $m(\varphi)$, and $R^{(n)}(\varphi)$ by $m^{(n)}(\mathcal{P})$. This is a consequence of the following inequalities:

$$
\begin{align*}
R(\varphi) & \leqq m(\varphi),  \tag{42}\\
R^{(n)}(\varphi) & \leqq m^{(n)}(\varphi),
\end{align*} \quad \text { for } 0 \leqq \varphi<2 \pi .
$$

If $R(\varphi)$ is finite, equality holds in (42) if and only if the set $E(\varphi)$ is contained in a segment $E^{*}$ such that $E^{*}-E(\rho)$ is a set of measure zero. (We shall refer to this condition as the $M R$ condition.) Inequality (42') follows from (42) by the geometric-arithmetic mean theorem. Hence, if $R^{(n)}(\varphi)$ is finite, equality holds in (42') if and only if

$$
R(\varphi)=R\left(\varphi+\frac{2 \pi k}{n}\right)=m(\varphi)=m\left(\varphi+\frac{2 \pi k}{n}\right),(k=1, \cdots, n-1) .
$$

From this it follows that when we replace $R(\phi)$ by $m(\varphi)$ and $R^{(n)}(\varphi)$ by $m^{(n)}(\varphi)$, the functions mentioned at the end of Theorems $5,6,7$, are in each case, the only functions for which equality holds.

In order to prove (42) we may suppose that $m(\varphi)$ is finite. In this case, for any $\varepsilon>0$ we can find a subset $F$ of $E(\varphi)$, consisting of a finite number of segments, such that the linear measure of $E(\varphi)-F$ is smaller than $\varepsilon$. Therefore it is enough to prove (42) in the case that $E(\varphi)$ consists of a finite number of segments. Suppose that these segments are not adjacent. Then, by shifting them toward $z_{0}$ (so that they do not overlap), we increase $R(\varphi)$, while $m(\varphi)$ is invariant. But if the segments are adjacent we have $R(\mathcal{\varphi})=m(\varphi)$. Therefore (42) is proved.

Evidently, the $M R$ condition for $E(\varphi)$ is sufficient in order that $R(\mathcal{\varphi})=m(\varphi)$. Suppose now that $R(\mathcal{\rho})$ is finite and that $E(\varphi)$ does not satisfy the $M R$ condition. Then it is possible to find a subset $F_{1}$ of $E(\varphi)$ and a subset $F_{2}$ of the complement of $E(\varphi)$ on the ray $\arg \left(z-z_{0}\right)=\varphi$, such that the two subsets have equal, positive measures and $F_{2}$ separates $F_{1}$ from $z_{0}$. Replacing $F_{1}$ by $F_{2}$ we increase $R(\varphi)$, but not $m(\varphi)$. Therefore we must have $R(\mathcal{P})<m(\varphi)$.
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## $B^{*}$ ALGEBRA UNIT BALL EXTREMAL POINTS

## Philip Miles

Results of Kadison [3] and Jacobson [2] are combined to show that the points described by the title are unitaries, left shifts, right shifts, or sums of these. The extremality property is preserved by homomorphisms; conversely, when range and domain are $A W^{*}$ algebras, every extremal point of the range has an extremal point in its preimage. Exact formulations of these results and of a few simple consequences are given in section one; proofs follow in section two.

In what follows, $A$ will be a self-adjoint subalgebra of some $B^{*}$ algebra; " $x$ is extremal (A)" will mean that $x$ is an extremal point of the unit ball of $A$ with respect to the $B^{*}$ norm indicated by the context; "weak topology" will mean the weak operator topology with respect to the representation of $A$ by bounded operators on a Hilbert space which is indicated by the context.

1. Theorems. Our starting point is a formula due to Kadison ([3], Theorem 1). In a mildly generalized form, his result is:

Theorem 1. Let $A$ be a self-adjoint subalgebra of some $B^{*}$ algebra $B$. Then $x$ is extremal $(A)$ if and only if

$$
\left(1-x^{*} x\right) A\left(1-x x^{*}\right)=\{0\} .
$$

Here " 1 " stands for the identity of $A$ if there is one; otherwise the meaning of the equation is to be found by performing the indicated multiplications for each $y \in A$. It turns out (Theorem 2) that the existence of any element extremal ( $A$ ) implies that $A$ has an identity. ${ }^{1}$

An obvious consequence of this formula is the perseverance of extremality. Calling "reasonable" any linear topology making involution continuous, and multiplication continuous in each variable separately, we have:

Corollary (i) If $\bar{A}$ is the closure of $A$ in $B$ with respect to a reasonable topology, and if $x$ is in $A$, then $x$ is extremal ( $A$ ) if and only if $x$ is extremal ( $\bar{A}$ ).
(ii) If $\phi$ is $a^{*}$-homomorphism of $A$ into $a B^{*}$ algebra $B_{1}$, then $x$ extremal ( $A$ ) implies that $\phi x$ is extremal ( $\phi A$ ).

Using the methods of [2], one can draw substantial information about the form of an individual extremal element from Theorem 1.

[^28]Theorem 2. Let $A$ be a self-adjoint subalgebra of the algebra $\mathscr{B}(H)$ of all bounded operators on the Hilbert space $H$. Let $x$ be extremal (A). Then
(i) A has an identity ${ }^{1}$, which we now take to be the identity operator on $H$-thus possibly changing the meaning of $H$.
(ii) $x$ satisfies one of the following
(a) $x$ is unitary
(b) $x$ is semi-unitary-i.e., exactly one of $x x^{*}, x^{*} x$ is the identity
(c) There is a projection $p$ such that $p x$ and $(1-p) x$ are semi-unitary on $p H$ and $(1-p) H$ respectively. Further, $p$ can be taken from the center of the weak closure of $A$ or, if $A$ is $A W^{*}$, from the center of $A$.
(iii) If $x$ is a semi-unitary with $x x^{*}=1$, then
(a) $H=\sum_{0}^{\infty} \oplus H_{i}$ where $x$ is an isometry of $H_{0}$ onto $H_{0}$ and of $H_{i+1}$ onto $H_{i}(i \geqq 1)$, and maps $H_{1}$ onto zero.
(b) Let $X$ be the left shift on unilateral $l_{2}$. The map taking a polynomial in $x$ and $x^{*}$ into the same polynomial in $X$ and $X^{*}$ induces a *-isomorphism from the uniformly closed subalgebra of $\mathscr{B}(H)$ generated by $x$ and $x^{*}$ onto the uniformly closed subalgebra of $\mathscr{P}\left(l_{2}\right)$ generated by $X$ and $X^{*}$.
(c) The weakly closed subalgebra $W$ of $\mathscr{B}(H)$ generated by $x$ and $x^{*}$ is naturally *-isomorphic to $\mathscr{B}\left(l_{2}\right) \oplus Z$, where $Z$ is the weakly closed subalgebra of $\mathscr{B}(H)$ generated by $x$ and $x^{*}$ restricted to $H_{0} . Z+1$ is the center of $W$.
Clearly there is a restatement of (iii) applying to semi-unitary operators with $x^{*} x=1$; in it $X$ is the right shift on $l_{2}$, and $x$ maps $H_{i}$ onto $H_{i+1}$ for all $i \geqq 1$. It is also clear that (iii) can be applied separately to the components $p x$ and $(1-p) x$ of an element satisfying (iic). For example, the uniformly closed algebra generated by such an element is *-isomorphic with the uniformly closed subalgebra of $\mathscr{B}\left(l_{2} \oplus l_{2}\right)$ generated by $u_{1}+u_{2}{ }^{*}$, where $u_{1}$ is the left shift on the first $l_{2}$, zero on the second, and $u_{2}$ is zero on the first $l_{2}$, the left shift on the second.

Part (iii) gives us three ways of looking at a semi-unitary element. With regard to the uniformly closed, self-adjoint subalgebras they generate, all semi-unitaries are the same. From the standpoint of weakly closed algebras, semi-unitaries differ only in their unitary parts. Viewed spatially-i.e., as representing a similarity class-a semi-unitary is determined by its unitary part and the dimension of its (or its adjoint's) null space. In the light of (iiia), Putnam's result that similar normal operators are unitarily equivalent is easily seen to imply that similar semi-unitary operators are unitarily equiva-
lent. Another method of classifying extremal elements is considered in [3].

Calling a projection $p$ infinite ( $A$ ) if there is a partial isometry $u$ in $A$ with $u u^{*}=p, u^{*} u \neq p, u^{*} u \leqq p$, we see that each projection $p$ which is infinite ( $A$ ) gives rise to at least one semi-unitary, viz. $u+(1-p)$. Conversely, the existence of a semi-unitary implies the existence of a projection infinite ( $A$ ), viz 1 . Elements of type (iic) are similarly related to projections $p$ in the weak closure of $A$ having the property that $p$ and $1-p$ are both infinite (weak closure $A$ ).

Clearly the study of extremal points will be most rewarding when they exist in substantial number. We have seen that when an identity is lacking, there are no extremal elements. It is well known that if $A$ is a $B^{*}$ algebra with identity, there are enough unitaries so that every element of $A$ is a linear combination of four of them. But much more can be asked-namely, that the unit ball be the (somehow) closed convex hull of its extremal points. This fails to happen for the general $B^{*}$-algebra. An exercise in Bourbaki shows that if $A$ is a weakly closed subalgebra of $\mathscr{B}(H)$, then $A$ is the weakly closed convex hull of its extremal points; the proof may be written "Alaoglu: Krein-Milman."

The weakly-closed, or similar, situation has another useful feature; restating an argument of Calkin ([1], proofs of Theorems 2.4 and 2.5) we obtain:

Theorem 3. If $A$ is an $A W^{*}$ algebra, $\phi a^{*}$-homomorphism of $A$ into a $B^{*}$ algebra, and $y$ a point extremal ( $\phi A$ ), then there exists an $x$ extremal $(A)$ with $\phi x=y$.

As an application of this theorem, we consider how the type (in the sense of [4]) of an $A W^{*}$ algebra determines the type of an $A W^{*}$ homomorphic image.

Theorem 4. Let $A, B$ be $A W^{*}$ algebras, with $B$ the image of $A$ under some non-trivial *-homomorphism. Then
(i) A of type $I_{n}$ implies $B$ of type $I_{n}$
(ii) $A$ of type $I_{1}$ implies $B$ of type $I I_{1}$
(iii) $A$ of type $I I_{\infty}$ implies $B$ of type $I I_{\infty}$ or $I I I$
(iv) $A$ of type III implies $B$ of type III
(v) A of type $I_{\infty}$ implies $B$ of type $I_{\infty}, I I_{\infty}$, or III.

It is likely that another attack would produce a substantially improved theorem in this direction.

## 2. Proofs.

Proof of Theorem 1. The proof of [3] may be modified to apply
in the case where $A$ is not closed, nor known to have identity. In fact, let $x$ be extremal (A). Letting $h=x^{*} x$, we observe that $0 \leqq \sigma(h) \leqq 1$, where $\sigma(h)$ is the spectrum of $h$ in the closure of $A$. Let $C$ be the intersection with $A$ of the uniformly closed subalgebra generated by $h$. Then $C$ is isometrically*-isomorphic with an algebra of continuous, complex valued functions on $\sigma(h)$. Further, $C$ contains $s=h(1-h)^{2}$.

We desire to show the inequality

$$
\|(1 \pm s) h(1 \pm s)\| \leqq 1
$$

In view of the identification of $C$ with a function algebra, this reduces to showing that for real $t$ between zero and one,

$$
0 \leqq t\left[1 \pm t(1-t)^{2}\right]^{2} \leqq 1
$$

This is obvious when the ambiguous sign is minus; when it is plus, the expression in $t$ may be expanded as a convex combination of points obviously in $[0,1]$.

We thus have $\|x(1 \pm s)\| \leqq 1$. Writing $x=(1 / 2)[(x+x s)+(x-x s)]$ and using the extremality of $x$, we have $x s=0$ and so $s x^{*} x s=0$ i.e., $h^{4}(1-h)^{4}=0$. Again viewing $C$ as a function algebra, we conclude from the last equation that the function $h$ assumes only the values zero and one, so $h$ is a projection and $x$ a partial isometry.

Thus if $y \in\left(1-x^{*} x\right) A\left(1-x x^{*}\right)$, then $y=\left(1-x^{*} x\right) y\left(1-x x^{*}\right)$ and so $x y=y x=0$. It follows that $\left\|x \pm y^{*}\right\|^{2}=\left\|x^{*} x+y y^{*}\right\|=$ $\max \left(\left\|x^{*} x\right\|,\left\|y y^{*}\right\|\right)$. Assuming that $\|y\| \leqq 1$, we have $\left\|x \pm y^{*}\right\|=1$ and so, by the extremality of $x, y^{*}=0$.

The converse, that an $x$ giving $\left(1-x^{*} x\right) A\left(1-x x^{*}\right)=0$ is extremal (A), is proved in [3]; it also follows from Theorem 2, which is based entirely on the equation $\left(1-x^{*} x\right) A\left(1-x x^{*}\right)=0$.

## Proof of Theorem 2. Suppose $x$ satisfies

$$
\begin{equation*}
\left(1-x^{*} x\right) A\left(1-x x^{*}\right)=0 ; \tag{1}
\end{equation*}
$$

then, since $A$ is self-adjoint, $x$ also satisfies

$$
\begin{equation*}
\left(1-x x^{*}\right) A\left(1-x^{*} x\right)=0 . \tag{2}
\end{equation*}
$$

For each $y$ in $A$ we have, by (1),

$$
\left(1-x^{*} x\right)\left(1-x x^{*}\right) y y^{*}\left(1-x x^{*}\right)\left(1-x^{*} x\right)=0,
$$

and so $\left(1-x^{*} x\right)\left(1-x x^{*}\right) y=0$. Performing the indicated multiplications, we obtain

$$
\left(x^{*} x+x x^{*}-x^{*} x^{2} x^{*}\right) y=y
$$

The same argument may be made with $x$ permuted with $x^{*}$ and $y$ permuted with $y^{*}$; the result is that $x^{*} x+x x^{*}-x^{*} x^{2} x^{*}$ is also a right identity for $A$. As previously agreed, we consider this element to be the identity operator on $H$, and denote it by " 1 ".

We must now show that (1) implies part (ii) of the theorem. Observe first that (1) implies

$$
0=\left(1-x^{*} x\right) x^{*}\left(1-x x^{*}\right) x=\left(x^{*}-x^{*} x x^{*}\right)\left(x-x x^{*} x\right),
$$

and so, that $x$ is a partial isometry.
We next show:

$$
\begin{align*}
& x^{k} x^{* m}\left(1-x^{*} x\right)=x^{* m-k}\left(1-x^{*} x\right) \\
& x^{* k} x^{m}\left(1-x x^{*}\right)=x^{m-k}\left(1-x x^{*}\right) 0 \leqq k \leqq m . .
\end{align*}
$$

The first line of (3) may be rewritten as

$$
\left(1-x^{k} x^{* k}\right) x^{* n}\left(1-x^{*} x\right)=0 \quad k \geqq 0, n \geqq 0
$$

and this equation established by induction on $k$. It clearly holds for $k=0$ and, by (2) for $k=1$. Writing $1-x^{k+1} x^{* k+1}$ as $\left(1-x^{k} x^{* k}\right)+x^{k}\left(1-x x^{*}\right) x^{* k}$, we see that the induction hypothesis reduces the previous equation to:

$$
x^{k}\left(1-x x^{*}\right) x^{* k+n}\left(1-x^{*} x\right)=0 ;
$$

but this is already true by (2). The second line of (3) is proved in the same way, using (1) in place of (2).

That $x$ is a partial isometry, together with (3), gives

$$
\begin{equation*}
x^{k} x^{* m}\left(1-x^{*} x\right)=x^{* k} x^{m}\left(1-x x^{*}\right)=0 \quad 0 \leqq m \leqq k \tag{4}
\end{equation*}
$$

We can now copy the argument of [2]. Define $e_{i}, f_{i}$ by

$$
\begin{aligned}
e_{i} & =x^{* i-1} x^{i-1}-x^{* i} x^{i} \\
f_{i} & =x^{i-1} x^{* i-1}-x^{i} x^{* i}
\end{aligned} \quad i \geqq 1 .
$$

It follows that, for all $i, j \geqq 1$,

$$
\begin{gathered}
e_{i} e_{j}=\delta_{i j} e_{j}, \quad f_{i} f_{j}=\delta_{i j} f_{j} \\
e_{i}=0 \text { if and only if } e_{1}=0, \quad f_{i}=0 \text { if and only if } f_{1}=0 \\
e_{i} f_{j}=0
\end{gathered}
$$

These relations are immediate consequences of (2), (3), (4), and the fact that $x$ is a partial isometry. We suppose for a moment that $A$ is an $A W^{*}$ algebra. Let

$$
q=\vee_{1}^{\infty} e_{i}, \quad r=\vee_{1}^{\infty} f_{i},
$$

the supremum being that given by the $A W^{*}$ character of $A$. Then for any $y$ in $A, y e_{i}=0$ for all $i$ implies $y q=0$, and similarly for $y f_{i}$ and $y p$. For any $i$ and $j$,

$$
f_{i} A e_{j}=x^{i-1}\left(1-x x^{*}\right) x^{* i-1} A x^{* j-1}\left(1-x^{*} x\right) x^{j-1}=0
$$

by (2). From what we have just said, this implies $r A q=0$.
Now consider the left annihilator of $A q$. Since $A$ is $A W^{*}$, the annihilator can be written as $A p$ for some projection $p$ in $A$. It is easily shown that, since $A q$ is a left ideal, $p$ is central in $A$. We thus have

$$
(1-p) q=q(1-p)=q
$$

and, since $r A q=0, r$ is in $A p$-i.e.,

$$
p r=r p=r .
$$

By definition, $r f_{1}=f_{1} r=f_{1}$; thus, $p f_{1}=p\left(r f_{1}\right)=(p r) f_{1}=f_{1}$, and so,

$$
p\left(1-x x^{*}\right)=1-x x^{*}=\left(1-x x^{*}\right) p
$$

Rearranging terms,

$$
x x^{*}(1-p)=(1-p) x x^{*}=1-p .
$$

On the other hand, $e_{1}=q e_{1}$, so $(1-p) e_{1}=(1-p) q e_{1}=e_{1}$, and

$$
(1-p) x^{*} x=(1-p)-e_{1} .
$$

Thus $(1-p) x$ is semi-unitary in $(1-p) A$, and unitary just in case $e_{1}=0$.

In the same way, we show

$$
\begin{aligned}
& x^{*} x p=p x^{*} x=p \\
& p-x x^{*} p=f_{1}
\end{aligned}
$$

so $p x$ is semi-unitary in $p A$, unitary just in case $f_{1}=0$.
This proves (ii) when $A$ is $A W^{*}$; the statements about the case where $A$ is a self-adjoint subalgebra of $\mathscr{B}(H)$ follow on observing that the weak closure of $A$ is $A W^{*}$.

To obtain (iii), observe that if $x$ is semi-unitary with $x x^{*}=1$, then $x$ satisfies (1), and we may define elements $e_{i}$ in terms of $x$ as above (the $f_{i}$ are of course all zero in this case). Define the spaces $H_{i}$ of (a) by

$$
H_{i}= \begin{cases}(1-q) H & i=0 \\ e_{i} H & i>0\end{cases}
$$

We observe from (3) that $x e_{1}=0, x e_{i}=e_{i-1} x$ for $i>1$-so $x^{*} x e_{i}=e_{i}$ for $i>1$. Consequently for any $\xi, \eta \in H, i>1$

$$
\left(x e_{i} \xi, x e_{i} \eta\right)=\left(x^{*} x e_{i} \xi, e_{i} \eta\right)=\left(e_{i} \xi, e_{i} \eta\right)
$$

Since $H=x x^{*} H \cong x H, x\left(e_{i} H\right)=e_{i-1}(x H)=e_{i-1} H$.
Further,
$(x(1-q) \xi, x(1-q) \eta)=\left(\left(1-e_{1}\right)(1-q) \xi,(1-q) \eta\right)=((1-q) \xi,(1-q) \eta)$
and

$$
\left(x(1-q) \xi, e_{i} \eta\right)=\left(x^{*}(1-q) \xi, e_{i} \eta\right)=0,
$$

so $x$ and $x^{*}$ take $H_{0}$ into itself-and so, since $x^{*}$ is never zero, $x$ takes $H_{0}$ onto itself. Part (a) is now established.

To show (b), identify $l_{2}$ with a subspace of $H$ by picking some $\xi$ in $H_{1}$ with $\|\xi\|=1$ and identifying the sequence $\left\{\eta_{i}\right\}$ in $l_{2}$ with $\Sigma \eta_{i} x^{* i} \xi$. The restriction map is now clearly a*-isomorphism, from the algebra of polynomials in $x$ and $x^{*}$ onto the algebra of polynomials in $X$ and $X^{*}$; it remains only to prove that this map is an isometry. We know from [7] §2, that certain algebras with involution have a unique $B^{*}$ norm: a sufficient condition is that the algebra have a faithful *-representation on some Hilbert space, and that for each $z$ in the algebra there is a real $k$ such that $f\left(z^{*} z\right) \leqq k f(1)$ for each functional $f$ on the algebra which is positive on all $y^{*} y$.

The algebra of polynomials in $X$ and $X^{*}$ has been defined as being represented on $l_{2}$, and so satisfies the first part of this condition. Further, $X^{* k} X^{k}-X^{* k+1} X^{k+1}$ is a projection for each $k \geqq 0$. Thus if $f$ is any positive functional,

$$
f(1) \geqq f\left(X^{*} X\right) \geqq f\left(X^{* 2} X^{2}\right) \geqq \cdots .
$$

It is readily shown that any $Y^{*} Y$ in the polynomial algebra can be written as $\Sigma a_{k} X^{* k} X^{k}$-so

$$
f\left(Y^{*} Y\right)=\Sigma a_{k} f\left(X^{* k} X^{k}\right) \leqq\left(\Sigma\left|a_{k}\right|\right) f(1)
$$

for any positive functional $f$, and the second part of the condition is also satisfied. Thus there is only one $B^{*}$ norm on the algebra generated by $X$ and $X^{*}$, and the norm this algebra inherits from $\mathscr{B}\left(l_{2}\right)$ is the same it gets from $\mathscr{B}(H)$ via the restriction map.

The isomorphism between the polynomial algebras can be obtained without considering $x$ to be represented on any space; this is done in [2]. The isomorphism can be shown isometric by showing that a polynomial in $X$ and $X^{*}$ has the same norm as the same polynomial in $U$ and $U^{*}, U$ being the (unitary) left shift on bi-lateral $l_{2}$.

To prove (c), let $\left\{\xi_{\alpha}^{1}\right\}$ be an ortho-normal basis for $H_{1}$, and let $\xi_{a}^{k}=x^{* k} \xi_{\alpha}^{1}$; then $\left\{\xi_{\alpha}^{k}\right\}$ is an ortho-normal basis for $H_{k}$. Let $p_{a}$ be the projection on the closed linear span of $\left\{\xi_{\alpha}^{k}: k=1,2,3, \cdots\right\}$, and $\tau_{\alpha, \beta}$ the isometry of $p_{\alpha} H$ onto $p_{\beta} H$ which, for each $k$ takes $\xi_{\alpha}^{k}$ onto $\xi_{\beta}^{k}$. Observe that $p_{\alpha}$ and $\tau_{\alpha, \beta}$ commute with $x$ and $x^{*}$. Consequently, if $w \in W$, then $w$ commutes with all $\tau_{\alpha, \beta}$. It follows that there exist scalars $\nu_{i, j}$ such that, for any $\alpha$,

$$
\begin{equation*}
w \xi_{\alpha}^{i}=\Sigma_{j} \nu_{i j} \xi_{\alpha}^{j} . \tag{5}
\end{equation*}
$$

Suppose $z$ commutes with $x$ and $x^{*}$. The equations

$$
\left(z \xi_{\alpha}^{i}, \xi_{\beta}^{j}\right)=\left(z x^{* i-1} \xi_{\alpha}^{1}, x^{* j-1} \xi_{\beta}^{1}\right)=\left(z x^{j-1} x^{* i-1} \xi_{\alpha}^{1}, \xi_{\beta}^{1}\right)=\left(z \xi_{\alpha}^{1}, x^{i-1} x^{* j-1} \xi_{\beta}^{1}\right)
$$

show that

$$
\left(z \xi_{\alpha}^{i}, \xi_{\beta}^{j}\right)=\left\{\begin{array}{cc}
0 & i \neq j \\
\left(z \xi_{\alpha}^{1}, \xi_{\beta}^{1}\right) & i=j .
\end{array}\right.
$$

In other words, there exist scalars $\lambda_{\alpha, \beta}$ such that for each $i$,

$$
\begin{equation*}
z \xi_{\alpha}^{i}=\Sigma_{\beta} \lambda_{\alpha, \beta} \xi_{\beta}^{i} . \tag{6}
\end{equation*}
$$

Further, if $p_{0}$ is the projection on $H_{0}$, then $z$ commutes with $p_{0}$.
Now, given any $w$ commuting with $p_{0}$ and satisfying (5), it follows from (6) and the fact that the $\xi_{\alpha}^{i}$ span $H_{0}^{\perp}$ that $\left(1-p_{0}\right) w$ commutes with every $z$ which commutes with $x$ and $x^{*}$. Since every element of $W$ commutes with $p_{0}$, we have $\left(1-p_{0}\right) W$ isomorphic to $\mathscr{B}\left(l_{2}\right)$ under the correspondence obtained naturally via (5). Clearly $p_{0} W$ is isomorphic to $Z$, and the proof of (c) complete.

Proof of Theorem 3. The first step is to show that, under the conditions of the hypothesis, the pre-image of a partial isometry contains a partial isometry. The proof follows an argument of Calkin [1, Theorems 2.4 and 2.5].

Let $y$ be a partial isometry of $B$, and let $v$ be any element of $\phi^{-1}(y)$. Since $A$ is $A W^{*}, v$ has a polar decomposition in $A$-i.e., there are elements $u$ and $h$ in $A$ such that
$u$ is a partial isometry

$$
\begin{aligned}
& h=\left(v^{*} v\right)^{1 / 2}=u^{*} u h=h u^{*} u \\
& v=u h
\end{aligned}
$$

(see [6], Lemma 2.1).
Since $\phi\left(h^{2}\right)$ is a projection, zero and one are in the spectrum of $\phi\left(h^{2}\right)$. Since $\phi$ is a homomorphism, the spectrum of $\phi\left(h^{2}\right)$ is contained in the spectrum of $h^{2}$. Since $h \geqq 0$, this implies that zero and one
are in the spectrum of $h$. Let $p_{\lambda}$ be the resolution of the identity for $h$ given by the spectral theorem, let $0<\alpha<1$, and let $\mathrm{q}=1-p_{\alpha}$. Then $0 \neq q \neq 1$.

Let $C$ be some maximal commutative, self-adjoint subalgebra of $A$ containing 1 and $h$-and so $q$ as well. Let $x \rightarrow \hat{x}$ be the Gelfand representation of $C$ on $C(\Omega)$, the algebra of all continuous, complexvalued functions on $\Omega$, the (compact, Hausdorff) maximal ideal space of $C$. By definition,

$$
\begin{aligned}
& \hat{q}(\omega)=0 \text { implies }(1-\hat{h})(\omega) \geqq 1-\alpha \\
& \hat{q}(\omega)=1 \text { implies }(1-\hat{h})(\omega) \leqq 1-\alpha .
\end{aligned}
$$

We now assert that there exist self-adjoint $r, s$, and $t$ in $C$ such that

$$
\begin{aligned}
& h r q=q, \quad h(1+h) s q=q \\
& \left(1-h^{2}\right) t(1-q)=1-q .
\end{aligned}
$$

Since the Gelfand representation is $a^{*}$-isomorphism, this is equivalent to asserting that there are real valued functions $\hat{r}, \hat{s}$, and $\hat{t}$ in $C(\Omega)$ such that

$$
\begin{aligned}
& \hat{r}(\omega)=\hat{h}^{-1}(\omega) \text { when } \hat{q}(\omega) \neq 0, \\
& \widehat{s}(\omega)=[\hat{h}(1+\hat{h})]^{-1} \text { when } \hat{q}(\omega) \neq 0, \\
& \hat{t}(\omega)=\left[1-\hat{h}^{2}\right]^{-1}(\omega) \text { when }(1-\hat{q})(\omega) \neq 0 .
\end{aligned}
$$

But $\hat{h}^{-1}$ and $[\hat{h}(1+\hat{h})]^{-1}$ are bounded and continuous on the closed set $\{\omega: \hat{h}(\omega) \geqq \alpha\}$, which contains the set $(\omega: \hat{q}(\omega) \neq 0\}$, and $\left[1-\hat{h}^{2}\right]^{-1}$ is bounded and continuous on $\{\omega:(1-\hat{h})(\omega) \geqq 1-\alpha\}$, which contains the set $\{\omega:(1-\hat{q})(\omega) \neq 0\}$. The existence of $\hat{r}, \hat{s}$, and $\hat{t}$ is therefore guaranteed by the Tietze extension theorem.

$$
q u^{*} u q=q r h u^{*} u h r q=q r h^{2} r q=q,
$$

so $u q$ is a partial isometry. Since $\phi v$ is a partial isometry, $u h-u h^{3}$ is in kernel $\phi$. Therefore

$$
\begin{aligned}
u h(1-q) & =u(1-h) h(1+h) t(1-q) \\
& =u\left(h-h^{3}\right) t(1-q),
\end{aligned}
$$

which is in kernel $\phi$. Also,

$$
\begin{aligned}
u(1-h) q & =u(1-h) h(1+h) s q \\
& =u\left(h-h^{3}\right) s q
\end{aligned}
$$

which is in kernel $\phi$. Therefore $u h-u q=u h(1-q)-u(1-h) q$ is
in kernel $\phi$, which gives the desired result.
We can now show that if $y$ is extremal $(B)$, then $\phi^{-1}(y)$ contains an element extremal ( $A$ ). For let $v$ be any partial isometry in $\phi^{-1}(y)$. The fundamental comparability theorem for $A W^{*}$ algebras-e.g., [4], Theorem 5.6-says that there exist central projections $e_{1}, e_{2}$ in $A$ such that

$$
\begin{gathered}
e_{1}\left(1-v^{*} v\right) \leqq e_{1}\left(1-v v^{*}\right) \\
e_{2}\left(1-v^{*} v\right) \\
\geqq e_{2}\left(1-v v^{*}\right) \\
e_{1}+e_{2}=1 .
\end{gathered}
$$

In other words, there are partial isometries $w$ and $z$ in $A$ such that.

$$
\begin{array}{rlrl}
w^{*} w & =e_{1}\left(1-v^{*} v\right), \quad \quad w w^{*} \leqq e_{1}\left(1-v v^{*}\right) \\
z^{*} z & =e_{2}\left(1-v v^{*}\right), & z z^{*} \leqq e_{2}\left(1-v^{*} v\right) .
\end{array}
$$

The first equation implies $0=v w^{*} w$, and so $v w^{*}=w v^{*}=0$; it also gives $w^{*} w\left(1-e_{1}\right)=0$, and so $w e_{1}=e_{1} w=w$. The first inequality gives $0=e_{1} v^{*}\left(1-v v^{*}\right) w w^{*}=v^{*} w w^{*}$, and so $v^{*} w=w^{*} v=0$. Similarly, $v z=z v=0$ and $\mathrm{e}_{2} z=z e_{2}=z$. Define $u_{1}$ and $u_{2}$ by

$$
u_{1}=e_{1} v+w, \quad u_{2}=e_{2} v+z^{*}
$$

We have at once from the preceding equations that

$$
\begin{array}{ll}
u_{1}^{*} u_{1}=e_{1}, & u_{1} e_{1}=e_{1} u_{1}=e_{1} \\
u_{2} u_{2}^{*}=e_{2}, & u_{2} e_{2}=e_{2} u_{2}=e_{2} .
\end{array}
$$

Since $\phi(v)$ is extremal $(\phi(A))$, $\left(1-v^{*} v\right) A\left(1-v v^{*}\right)$ is contained in kernel $\phi$; in particular, $\left(1-v^{*} v\right) w\left(1-v v^{*}\right)$ is in kernel $\phi$, but $\left(1-v^{*} v\right) w\left(1-v v^{*}\right)=w=u_{1}-e_{1} v$. Thus $u_{1}-e_{1} v$ is in kernel $\phi$. Similarly $u_{2}-e_{2} v$ is in kernel $\phi$. Consequently $\left(u_{1}+u_{2}\right)-v$ is in kernel $\phi$. We have already seen that $u_{1}+u_{2}$ is an extremal point of $A$.

Proof of Theorem 4. All algebras mentioned are assumed to be $A W^{*}$. The terminology is taken from [4].

The case where $A$ is of type $I_{n}$ follows at once from the defini-tions-i.e., $A$ is of type $I_{n}$ if and only if it has matrix units $e_{i j}$, $1 \leqq i, j \leqq n$, with all $e_{i i}$ being Abelian projections. But the properties of being a set of matrix units, or an Abelian projection are both preserved by homomorphisms.

Note that if $p$ is a projection infinite $(A)$, and $\varphi$ a ${ }^{*}$ homomorphism of $A$ into a $B^{*}$ algebra, then $\varphi(p)$ is either zero or infinite $\varphi(A)$. For if $p=p_{1}+p_{2}$ with $p \sim p_{1} \sim p_{2}$ and $\varphi(p) \neq 0$, we have one of $\varphi\left(p_{1}\right), \varphi\left(p_{2}\right) \neq 0$; say $\varphi\left(p_{1}\right)$. Then $\varphi\left(p_{2}\right)<\varphi(p), \varphi\left(p_{2}\right) \sim \varphi(p)$, and so
$\varphi(p)$ is infinite. (We thank the referee for supplying this argument to replace one which was somewhat grandiose.) In consequence, the homomorphic image of an algebra of infinite type is again of infinite type or else zero. An easy consequence of the first part of the proof of Theorem 3 is that each projection in the image algebra comes from a projection in the pre-image. This, with the previous remark, shows that the image of an algebra of Type III is again of Type III.

Conversely, the image of an algebra of finite type is again of finite type; for an $A W^{*}$ algebra is of finite type if and only if all its extremal elements are unitary. By Theorem 3, the latter property must be inherited by any homomorphic image.

Lemma. If $q$ is an abelian projection of $B$, there is an abelian projection $p$ of $A$ with $\phi p=q$.

Proof. As we have noted, the proof of Theorem 3 can be used to find a projection $p_{0}$ of $A$ with $\phi p_{0}=q$. Consider the $A W^{*}$ algebra $p_{0} A p_{0}$. We know from [4], that any $A W^{*}$ algebra can be written as a direct sum of two ideals, the first of which is a $2 \times 2$ matrix algebra, and the second of which is commutative. Thus we have

$$
p_{0} A p_{0}=A_{1} \oplus A_{2}
$$

$A_{1}$ a $2 \times 2$ matrix algebra, $A_{2}$ commutative. Thus $p_{0}=p_{1}+p_{2}, p_{i} \in A_{i}$. Since $p_{2} A p_{2}$ is contained in $A_{2}$, it is commutative-i.e., $p_{2}$ is an abelian projection.

We observe that a homomorphism of a $n \times n$ matrix algebra ( $n \geqq 2$ ) into a commutative ring must be zero; for if $e_{i j}$ are matrix units, $\phi e_{i i}=\phi e_{i i} e_{i j} e_{j i}=\phi e_{i j} \phi e_{i i} \phi e_{j i}=0$. Since $\phi$ is a homomorphism from $p_{0} A p_{0}$ to $q B q$, this means that $\phi p_{0}=\phi p_{2}$, as desired.

With these observations, the implications of Theorem 4 may be read on at once.
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# ON THE DIFFERENCE AND SUM OF A BASIC SET OF POLYNOMIALS 

W. F. Newns

1. Introduction. For any basic set $\left(p_{n}\right)$ of polynomials, the differenced set $\left(u_{n}\right)$ and the sum $\left(v_{n}\right)$ have been defined and studied by Mikhail \& Nassif [1, 2], who obtained the best possible bound for the orders of $\left(u_{n}\right)$ and $\left(v_{n}\right)$ when $\left(p_{n}\right)$ has a given order $\omega$. Their method was to estimate directly the expressions for the orders of $\left(u_{n}\right)$ and ( $v_{n}$ ).

The object of the present note is to indicate how these results can be obtained by an alternative line of reasoning which the author believes may throw more light on them. He observes also that either approach can be used to go a little further and determine not only the order but the type of the sets. In fact:

Theorem 1. If $\left(p_{n}\right)$ is of increase ( $\omega, \gamma$ ), then $\left(u_{n}\right)$ has increase at most $\max \{(\omega, \gamma),(1,1 / 2 \pi)\}$.

Theorem 2. Let $\left(p_{n}\right)$ have increase ( $\omega, \gamma$ ). Then
(i) If lim $\sup D_{n} / n=\alpha<\infty,\left(v_{n}\right)$ has increase at most $(\omega+\alpha, \infty)$,
(ii) If $D_{n}^{D_{n} / n}=0\left(n^{\alpha}\right)$ and $\gamma<\infty$ (so that $\omega>0$ ), the increase of $\left(v_{n}\right)$ is at most $(\omega+\alpha, 0)$.

Case (ii) applies in particular (with $\alpha=1$ ) to simple sets.
2. Spaces of integral functions. Let $f$ be an integral function, $\rho$ its order. If $0<\rho<\infty$, the rate of increase of $f$ is $(\rho, \sigma)$ where $\sigma$ is the type of $f$. If $\rho=0$ we put $\sigma=\infty$, and if $\rho=\infty$ we put $\sigma=0$ and again define the rate of increase of $f$ as $(\rho, \sigma)$. We use lexicographic order, so that $\left(\rho_{1}, \sigma_{1}\right) \leqq\left(\rho_{2}, \sigma_{2}\right)$ means that either $\rho_{1}<\rho_{2}$ or $\rho_{1}=\rho_{2}$ and $\sigma_{1} \leqq \sigma_{2}$.

The set $I(\rho, \sigma)$ of all integral functions of increase not exceeding $(\rho, \sigma)$ is a vector space under the usual operations. The space $I(\infty, 0)$ of all integral functions is an $\mathscr{F}$-space under the topology of uniform convergence on compact sets (the compact-open topology). If $\rho<\infty$, $I(\rho, \sigma)$ is an $\mathscr{F}$-space under a (unique) topology $\mathscr{T}(\rho, \sigma)$ finer than that induced on it by the topology $\mathscr{T}(\infty, 0)$ of $I(\infty, 0)$, (c.f. [3] § 5, p. 438). These may be defined as follows. Put

$$
\begin{aligned}
& |f|_{\infty, r}=\sum\left|a_{k}\right| r^{k} \\
& |f|_{\rho, r}=\sum(k / e \rho)^{k / \rho}\left|a_{k}\right| r^{k}
\end{aligned}
$$

[^29]for $f(z)=\sum a_{n} z^{n}$. Then $\mathscr{T}(\rho, 0)$ is defined by the semi-norms $|f|_{\rho, r}$ for all finite $r, \mathscr{T}(\rho, \infty)$ by $|f|_{\rho_{1}, r}$ for $\rho_{1}>\rho$ and all finite $r$, and $\mathscr{T}(\rho, \sigma)$ for $0<\sigma<\infty$ by $|f|_{\rho, r}$ for $r<\sigma^{-1 / \rho}$.

We denote by $I_{0}(\rho, \sigma)$ the set of those functions of $I(\rho, \sigma)$ which vanish at the origin: $I_{0}(\rho, \sigma)=\{g \in I(\rho, \sigma): g(0)=0\}$. $I_{0}(\rho, \sigma)$, being a closed subspace of $I(\rho, \sigma)$, is an $\mathscr{F}$-space under the induced structure.
3. Rate of increase of a basic set. As with functions, we define the rate of increase of a basic set to be the pair $(\omega, \gamma)$ where $\omega$ is the order, $\gamma$ the type if $0<\omega<\infty$ and similar conventions where $\omega=0$ or $\infty$. We again use lexicographic order and recall the following result [6]:

Theorem 3. A basic set $\left(p_{n}\right)$ is of increase not exceeding $(\omega, \gamma)$ if and only if it is effective for $I(\rho, \sigma)$ in $\mathscr{T}(\infty, 0)$ for all $(\rho, \sigma)<(1 / \omega, 1 / \gamma)$.
4. The difference operator. For any integral function $g$ we put $\Delta g=f$, where

$$
f(z)=g(z+1)-g(z) .
$$

Theorem 4. The difference operator 4 is a continuous linear mapping of $I(\rho, \sigma)$ onto itself.

A proof that $\Delta$ is a linear mapping of $I(\rho, \sigma)$ onto itself will be found in [5] (pp. 21-24) and [4] ${ }^{1}$ (Theorem I). Continuity of $\Delta$ for the compact-open topology (induced by $\mathscr{T}(\infty, 0)$ ) is easily checked. Continuity for $\mathscr{T}(\rho, \sigma)$ now follows from the closed graph theorem.

Clearly $\Delta$ is not a bijection: its kernel contains not only constants but any function of period 1 . Since the only functions of period 1 and increase less than ( $1,2 \pi$ ) are constants, we have:

Theorem 5. If $(\rho, \sigma)<(1,2 \pi)$, then $\Delta$ is an isomorphism between the $\mathscr{F}$-spaces $I_{0}(\rho, \sigma)$ and $I(\rho, \sigma)$.

Under the hypotheses of Theorem $5, \Delta: I_{0}(\rho, \sigma) \rightarrow I(\rho, \sigma)$ has a continuous inverse $\mathscr{S}: I(\rho, \sigma) \rightarrow I_{0}(\rho, \sigma)$. If $f=\Delta g$ we have $g=\mathscr{S} f$ and call $g$ the sum of $f$.
5. The differenced set. In defining the differenced set $\left(u_{n}\right)$ of a given basic set $\left(p_{n}\right)$, there is no loss of generality in taking $p_{0}(z)=1$.

[^30]Then

$$
u_{n}=\Delta p_{n+1}
$$

and the set $\left(u_{n}\right)$ is basic with respect to the representation

$$
z^{n}=\sum_{0}^{\infty} \Pi_{k+1}\left(\phi_{n+1}\right) u_{k}(z),
$$

where

$$
\phi_{n+1}(z)=\mathscr{S} z^{n} .
$$

To prove Theorem 1, let the increase of $\left(p_{n}\right)$ be $(\omega, \gamma)$. If $\omega$ is infinite there is nothing to prove, so we suppose $\omega<\infty$. Let $(\rho, \sigma)<\min \{(1 / \omega, 1 / \gamma),(1,2 \pi)\}, \sigma<\infty$ and let $f \in I(\rho, \sigma)$. Then $g=$ $\mathscr{S} f \in I(\rho, \sigma)$ and (Theorem 3)

$$
g=\sum_{0}^{\infty} \Pi_{k}(g) p_{k} \quad(\mathscr{T}(\infty, 0))
$$

Since $\Delta$ is continuous in $\mathscr{T}(\infty, 0)$,

$$
f=\Delta g=\sum_{0}^{\infty} \Pi_{k}(g) \Delta p_{k}=\sum_{1}^{\infty} \Pi_{k}(g) u_{k-1}=\sum_{0}^{\infty} \Pi_{k+1}(g) u_{k},
$$

showing that $f$ is represented in $\mathscr{T}(\infty, 0)$ by a series of the required form. To prove that this is the basic series of $f$, it is obvious that $f \rightarrow \Pi_{k+1}(g)$ is continuous (being composed of the continuous functions $\mathscr{S}$ and $\Pi_{k+1}$ ) and hence the series is basic under the inverse matrix

$$
\Pi_{k+1}\left(\mathscr{S} \mathcal{Z}^{n}\right)=\Pi_{k+1}\left(\phi_{n+1}\right) .
$$

Theorem 1 now follows from Theorem 3.
Remark. Nothing in this argument depends on the $p_{n}(z)$ being polynomials. They may be integral functions of any order.
6. The sum of a basic set. Given a basic set $\left(p_{n}\right)$ of polynomials, ${ }^{2}$ the sum $\left(v_{n}\right)$ is defined by

$$
v_{n}=\mathscr{S} p_{n-1} \quad(n>0), \quad v_{0}=1
$$

This set is basic with respect to the representation

$$
z^{n}=\sum_{1}^{\infty} \Pi_{k-1}\left(\vartheta_{n-1}\right) v_{k} \quad(n>0),
$$

where $\vartheta_{n-1}(z)=\Delta z^{n}$.

[^31]Proceeding heuristically, let $f$ be given (with $f(0)=0$ ) and put $g=\Delta f$. Then

$$
\begin{equation*}
g=\sum_{0}^{\infty} \Pi_{k}(g) p_{k} \tag{1}
\end{equation*}
$$

and we obtain

$$
\begin{equation*}
f=\mathscr{S} g=\sum_{0}^{\infty} \Pi_{k}(g) \mathscr{S} p_{k}=\sum_{0}^{\infty} \Pi_{k}(g) v_{k+1} \tag{2}
\end{equation*}
$$

a series with continuous coefficients (composed of $\Delta$ and $\Pi_{k-1}$ ) which is therefore basic under

$$
\Pi_{k-1}\left(\Delta z^{n}\right)=\Pi_{k-1}\left(\vartheta_{n-1}\right) .
$$

This argument is valid for all $f \in I_{0}\left(\rho_{0}, \sigma_{0}\right)$ only if ( $\rho_{0}, \sigma_{0}$ ) satisfies certain requirements. For equation (1) to hold in (say) $\mathscr{T}(\infty, 0)$ we need $\left(\rho_{0}, \sigma_{0}\right)<(1 / \omega, 1 / \gamma)$. For $\mathscr{S}$ to be well-defined, we need $\left(\rho_{0}, \sigma_{0}\right)<(1,2 \pi)$. But to apply $\mathscr{S}$ to (1) to obtain (2), we need (1) to hold in a topology $\mathscr{T}\left(\rho_{1}, \sigma_{1}\right)$ in which $\mathscr{S}$ is continuous, i.e. one for which $\left(\rho_{1}, \sigma_{1}\right)<(1,2 \pi)$. The problem arises as to which ( $\rho_{0}, \sigma_{0}$ ) will satisfy these requirements and the answer is given by:

Theorem 6. Suppose that $\left(p_{n}\right)$ is effective for $I(\rho, \sigma)$ in $\mathscr{T}(\infty, 0)$, $(0<\rho<\infty, 0<\sigma<\infty)$, and that $D_{n}^{D_{n} / n}=0\left(n^{\beta}\right)$. Given $\rho_{1}\left(0<\rho_{1}<\infty\right)$ put $\left(1 / \rho_{0}\right)=(1 / \rho)+\left(\beta / \rho_{1}\right)$. Then $\left(p_{n}\right)$ is effective for $I\left(\rho_{0}, \sigma_{0}\right)$ in $\mathscr{T}\left(\rho_{1}, 0\right)$ for all finite $\sigma_{0}$.

We first complete the proof of Theorem 2. For case (i), let $\rho_{0}<(1 / \omega+\alpha)$ and choose $\beta>\alpha$ such that $\rho_{0}<(1 / \omega+\beta)$. Put $\left(1 / \rho_{0}\right)=$ $(1 / \rho)+\beta$ so that $\rho<(1 / \omega)$. The hypotheses of Theorem 6 hold with $\rho_{1}=1$ and so the heuristic argument above holds for ( $\rho_{0}, \sigma_{0}$ ) for any finite $\sigma_{0}$. This being true for any $\rho_{0}<(1 / \omega+\alpha)$, case (i) follows from Theorem 3.

For case (ii), we put $\rho=(1 / \omega), \beta=\alpha$ and choose $\sigma<(1 / \gamma)$. We conclude similarly that $\left(v_{n}\right)$ is effective for $I\left(\rho_{0}, \sigma_{0}\right)$ in $\mathscr{T}(\infty, 0)$ when $\left(1 / \rho_{0}\right)=\omega+\alpha$ and $\sigma_{0}$ is finite. By Theorem 3, this is equivalent to the stated result.

We now prove Theorem 6. Put

$$
\gamma= \begin{cases}\sup \left\{\beta-D_{n} / n\right\} & \left(e \rho_{1} \geqq 1\right) \\ \inf \left\{\beta-D_{n} / n\right\} & \left(e \rho_{1}<1\right) .\end{cases}
$$

Since $D_{n} \geqq n$ and $\lim \sup D_{n} / n \leqq \beta, \gamma$ is finite. Also we are dealing with a Cannon set so that effectiveness is equivalent to absolute effectiveness. Let $0<\sigma_{0}<\infty$. We have to prove ([3], §§ 7, 8): given
$r_{1}<\infty$, there exist $M$ and $r_{0}<\sigma_{0}^{-1 / \rho_{0}}$ such that

$$
\sum_{l}\left|\pi_{n l}\right| \sum_{k}\left(\frac{k}{e \rho_{1}}\right)^{k / \rho_{1}}\left|p_{l k}\right| \boldsymbol{r}_{1}^{k} \leqq M\left(\frac{n}{e \rho_{0}}\right)^{n / \rho_{0}} \boldsymbol{r}_{0}^{n}
$$

Put $s=\rho_{0}^{1 / \rho_{0}} \rho^{-1 / \rho} \rho_{1}^{-\beta / \rho_{1}} c^{1 / \rho_{1}}\left(e \rho_{1}\right)^{/ \rho_{1}} \sigma^{-1 / \rho} \sigma_{0}^{1 / \rho_{0}}$ where $c$ is chosen large enough for $s \geqq 1$ and $D_{n}^{D_{n} / n} \leqq c n^{\beta}$. The left-hand member of the inequality to be proved may be written

$$
\sum_{l}\left|\pi_{n l}\right| \sum_{k}\left(\frac{k}{e \rho_{1}}\right)^{k / \rho_{1}} s^{-k}\left|p_{l k}\right|\left(r_{1} s\right)^{k}
$$

The largest value of $k$ appearing in this is $D_{n}$. Since the sequence $\left(k / e \rho_{1}\right)^{k / \rho_{1}} s^{-k}$ increases to $\infty$ from some point on, we have $\left(k / e \rho_{1}\right)^{k / \rho_{1}} s^{-k} \leqq$ $A\left(D_{n} / e \rho_{1}\right)^{D_{n} / \rho_{1}} s^{-D_{n}}$ for some $A$ and all $n$. Also

$$
\sum_{l}\left|\pi_{n l}\right| \sum_{l k}\left|p_{l k}\right|\left(r_{1} s\right)^{k} \leqq B \sum_{l}\left|\pi_{n l}\right| M_{l}(R)=B \omega_{n}(R)
$$

for $R>r_{1} s$, and since $\left(p_{n}\right)$ is effective for $I(\rho, \sigma)$ in $\mathscr{T}(\infty, 0)$, there exist $C$ and $r<\sigma^{-1 / \rho}$ such that

$$
\omega_{n}(R) \leqq C\left(\frac{n}{e \rho}\right)^{n / \rho} r^{n}
$$

Finally, since $D_{n} \geqq n$ and $s \geqq 1$ we have $s^{-D_{n}} \leqq s^{-n}$. Thus the lefthand member of the inequality to be proved does not exceed

$$
\begin{aligned}
& A\left(\frac{D_{n}}{e \rho_{1}}\right)^{D_{n} / \rho_{1}} s^{-n} B C\left(\frac{n}{e \rho}\right)^{n / \rho} r^{n} \\
& \quad \leqq A B C c^{n / \rho_{1}}\left(\frac{n}{e \rho_{1}}\right)^{\beta n / \rho_{1}}\left(e \rho_{1}\right)^{\left(\beta n-D_{n}\right) / \rho_{1}} s^{-n}\left(\frac{n}{e \rho}\right)^{n / \rho} r^{n} \leqq M\left(\frac{n}{e \rho_{0}}\right)^{n / \rho_{0}} r_{0}^{n},
\end{aligned}
$$

where $r_{0}=\rho_{0}^{1 / \rho_{0}} c^{1 / \rho_{1}} \rho_{1}^{-\beta / \rho_{1}}\left(e \rho_{1}\right)^{/ \rho_{1}} s^{-1} \rho^{-1 / \rho} r<\sigma_{0}^{-1 / \rho_{0}}$, as required.
7. Examples. Let $\left(\nu_{n}\right)$ be a sequence of even nonnegative integers, $\left(\gamma_{n}\right)$ a sequence of real numbers and $\omega$ a nonnegative real number. Consider the set

$$
\begin{aligned}
p_{2 n}(z) & =z^{2 n} \\
p_{2 n+1}(z) & =z^{2 n+1}+((2 n+1)!)^{\omega} \gamma_{n}^{2 n+1} z^{\nu n}
\end{aligned}
$$

Example (i). $\nu_{n}=2 n, \gamma_{n}=\log (2 n+1)$. It will be found that $\left(p_{n}\right)$ has increase $(\omega, \infty)$ and $\left(v_{n}\right)$ has increase $(\omega+1, \infty)$.

Example (ii). $\nu_{n}=2 n, \gamma_{n}=(1 / \log (2 n+1))(n>0), \omega>0$. Here $\left(p_{n}\right)$ is of increase $(\omega, 0)$ and $\left(v_{n}\right)$ of increase $(\omega+1,0)$.

EXAMPLE (iii). Choose $\nu_{n}$ so that $\nu_{n} / 2 n \rightarrow \alpha \geqq 1$, but $\left(\left(\nu_{n}!\right)^{1 / 2 n} /(2 n)^{\alpha}\right) \rightarrow$
$\infty$. Put $\gamma_{n}=\sqrt{ }\left((2 n)^{\alpha} /\left(\nu_{n}!\right)^{1 / 2 n}\right), \omega>0$. Here lim sup $D_{n} / n=\alpha$ and $\left(p_{n}\right)$ is of increase $(\omega, 0)$, but $\left(v_{n}\right)$ is of increase $(\omega+\alpha, \infty)$.
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# RINGS ALL OF WHOSE FINITELY GENERATED MODULES ARE INJECTIVE 

B. L. Osofsky

The main purpose of this paper is to prove that a ring all of whose finitely generated modules are injective must be semi-simple Artin. ${ }^{1}$

We begin with the following information about the class of rings under consideration:

Lemma 1. Let $R$ be a ring with identity, and assume each cyclic right $R$-module is injective. Then $R$ is regular in the sense of von Neumann and $R$ is right self injective.

Proof. For any ring $R$ with identity, it is easy to see that a right ideal $I$ of $R$ is generated by an idempotent if and only if $I$ is a direct summand of the right $R$-module $R_{R}$. If $I$ is an injective right ideal of $R$, then $I$ is a direct summand of $R_{R}$, and therefore is generated by an idempotent. Thus if every cyclic right $R$-module is injective, each principal right ideal $a R$ generated by $a \in R$ is generated by an idempotent, that is $a R=e R$ for some $e=e^{2} \in R$. Then there exist $x, y \in R$ such that $e=a x$, and $a=e y$. It follows that $e a=e(e y)=$ $e y=a$ and $a=e a=a x a$. Thus $R$ is a regular ring, and since $R_{R}$ is generated by the identity, $R_{R}$ is injective.

Let $M_{R}$ denote a right module over a ring $R$. If $P, N$ are submodules of $M$, let $P^{\prime} \supseteq N$ signify that $P$ is an essential extension of $N$. (See Eckmann and Schopf [2].) Then $N$ is an essential submodule of $P$.

For each $x \in M$, let $x^{R}=\{r \in R \mid x r=0\}$. The singular submodule $Z(M)$ is defined by:

$$
Z(M)=\left\{x \in M \mid R_{R}{ }^{\prime} \supseteqq x^{R}\right\}
$$

$Z\left(R_{R}\right)$ is actually a two sided ideal of $R$.
If $e=e^{2} \in R$, and if $x \in e^{R} \cap e R$, then $x=e x=0$ and so $e^{R} \cap e R=0$. Thus $Z\left(R_{R}\right)$ contains no idempotents $\neq 0$. In particular, if $R$ is a

[^32]regular ring, $Z\left(R_{R}\right)=0$. (Cf. R. E. Johnson [4]).
We need the following important (and known [3]) lemma:
Lemma 2. Let $M_{R}$ be a module such that $Z(M)=0$. Then each submodule $N$ of $M$ has a unique maximal essential extension $N^{*}$ in $M$.

Proof. Let $\left\{M_{i} \mid i \in I\right\}$ be the set of all submodules of $M$ such that $M_{i}{ }^{\prime} \supseteq N . \quad$ Set $N^{*}=\sum_{i \in I} M_{i}$. Then if $N^{*} \supseteq N, N^{*}$ must be the unique maximal essential extension of $N$ in $M$ since it contains every essential extension of $N$ in $M$.

For each $y \in M$, let

$$
(N: y)=\{r \in R \mid y r \in N\} .
$$

If $M \supseteqq Q^{\prime} \supseteqq N$, then $R_{R}{ }^{\prime} \supseteqq(N: y)$ for all $y \in Q$. (This follows, since any non-zero right ideal $I$ of $R$ which satisfies $I \cap(N: y)=0$, also satisfies $y I \neq 0$ and $y I \cap N=0$, a contradiction.)

Now let $0 \neq x=x_{i_{1}}+\cdots+x_{i_{n}}, 0 \neq x_{i_{j}} \in M_{i_{j}}, j=1, \cdots, n$, be any element of $N^{*}$. Then

$$
(N: x) \supseteqq \bigcap_{j=1}^{n}\left(N: x_{i_{j}}\right) .
$$

Now $M_{i_{j}}{ }^{\prime} \supseteq N$, so $R_{R}{ }^{\prime} \supseteq\left(N: x_{i_{j}}\right)$, and therefore $R_{R}{ }^{\prime} \supseteq \bigcap_{j=1}^{n}\left(N: x_{i_{j}}\right)$, hence $R_{R}{ }^{\prime} \supseteq(N: x)$. Since $Z(M)=0, x(N: x) \neq 0$, and so $x(N: x)$ is a nonzero submodule of $x R \cap N$. This proves $N^{*} \supseteq N$ as asserted.

We next consider certain properties of idempotents in a right self injective regular ring. Let $N \sim A$ denote the set theoretic complement of a set $A$ in a set $N$.

Lemma 3. Let $\left\{e_{n} \mid n \in N\right\}$ be a set of orthogonal idempotents in a right self injective regular ring. Then for every subset $A$ of $N$, there exists an idempotent $E_{A} \in R$ such that

$$
\begin{array}{lr}
E_{A} e_{n}=e_{n} & \text { for all } n \in A \\
e_{n^{\prime}} E_{A}=E_{A} e_{n^{\prime}}=0 & \text { for all } n^{\prime} \in N \sim A \\
E_{A}+E_{N \sim A}=E_{N} . &
\end{array}
$$

Proof. Since $R$ is regular, $Z\left(R_{R}\right)=0$. Then, by Lemma 2, each right ideal $I$ of $R$ has a unique maximal essential extension $I^{*}$ in $R$. Since $R_{R}$ is injective, by [2] $I$ has an injective hull in $R_{R}$ which is a maximal essential extension of $I$ in $R_{R}$. Thus each right ideal $I$ has a unique injective hull $I^{*}$ in $R_{R}$. Then as remarked in the proof of Lemma 1, there exists $e=e^{2} \in R$ such that $I^{*}=e R$.

Hence for any subset $A$ of $N$, there exists an idempotent $e_{A} \in R$ such that

$$
e_{A} R=\left(\sum_{n \in A} e_{n} R\right)^{*}
$$

Since $\left\{e_{n} \mid n \in N\right\}$ are orthogonal,

$$
\left(\sum_{n \in A} e_{n} R\right) \cap\left(\sum_{n^{\prime} \in N \sim A} e_{n^{\prime}} R\right)=0
$$

Then $e_{A} R \cap e_{N \sim A} R=0$ (for $x \neq 0 \in e_{A} R \cap e_{N \sim A} R$ implies $x R \cap \sum_{n \in A} e_{n} R \cap$ $\sum_{n^{\prime} \in N_{\sim A}} e_{n^{\prime}} R \neq 0$, a contradiction.) Thus the sum $e_{A} A+e_{N \sim A} R$ is direct, and since each summand is injective, $e_{4} R \bigoplus e_{N \sim A} R$ is injective. Since injective hulls of right ideals of $R$ are unique,

$$
\begin{aligned}
& \left(\sum_{n \in N} e_{n} R\right)^{*} \supseteqq\left(\sum_{n \in A} e_{n} R\right)^{*}, \\
& \left(\sum_{n \in N} e_{n} R\right)^{*} \supseteqq\left(\sum_{n^{\prime} \in N \sim A} e_{n^{\prime}} R\right)^{*}
\end{aligned}
$$

so $\left(\sum_{n \in N_{N}} e_{n} R\right)^{*} \supseteqq e_{A} R \bigoplus e_{N \sim A} R \supseteqq \sum_{n \in N_{N}} e_{n} R$. Then it follows $\left(\sum_{n \in N} e_{n} R\right)^{*}=$ $e_{A} R \bigoplus e_{N \sim A} R$. Set $E_{N}=e_{N}$, where $e_{N} R=\left(\sum_{n \in N} e_{n} R\right)^{*}$. Let $E_{\Delta}$ (respectively $E_{N \sim A}$ ) be the projection of the idempotent $E_{N}$ on $e_{A} R$ (respectively $e_{N \sim A} R$ ). We note that $E_{A}+E_{N \sim A}=E_{N}$ by definition, and $E_{A}$ is simply the projection of the identity element of $R$ on $e_{A} R$ with respect to the direct decomposition $R=\left(1-E_{N}\right) R \bigoplus e_{A} R \bigoplus e_{N \sim A} R$. Thus $E_{A}$ and $E_{N \sim A}$ are orthogonal. Furthermore

$$
\begin{array}{lr}
E_{A} e_{n}=e_{n} & \forall n \in A \\
E_{A} e_{n^{\prime}}=E_{4} E_{N \sim A} e_{n^{\prime}}=0 & \forall n^{\prime} \in N \sim A .
\end{array}
$$

Since $e_{A} R^{\prime} \supseteqq \sum_{n \in A} e_{n} R,\left(\sum_{n \in A} e_{n} R: E_{A}\right)$ is an essential right ideal of R. But

$$
e_{n^{\prime}} E_{A}\left(\sum_{n \in A} e_{n} R: E_{A}\right) \cong e_{n^{\prime}}\left(\sum_{n \in A} e_{n} R\right)=0 \quad \forall n^{\prime} \in N \sim A
$$

Thus $e_{n^{\prime}} E_{A} \in Z\left(R_{R}\right)=0$, and we conclude $e_{n^{\prime}} E_{A}=0 \forall n^{\prime} \in N \sim A$.
LEMMA 4. Let $R$ be a right self injective regular ring which contains an infinite set of orthogonal idempotents $\left\{e_{n} \mid n \in N\right\}$. Let $I=\sum \bigoplus e_{n} R$. For $A \subseteq N$, let $E_{A}$ be defined as in Lemma 3. Then a set $S_{\mathfrak{A}}=\left\{E_{A} \mid A \in \mathfrak{A}\right\}$, where each $A$ is infinite, is independent modulo $I$, that is, $\sum_{A \in \mathfrak{Y}}\left(E_{A} R+I\right)$ is direct in $R-I$, if and only if for any finite set $\left\{A_{i} \mid i=1, \cdots, n\right\} \sqsubseteq \mathfrak{A}, A_{i} \cap \bigcup_{j \neq i} A_{j}$ is a finite subset of $N, 1 \leqq i \leqq n$.

Proof. Assume $S_{\mathfrak{A}}$ is independent modulo $I$, and let $\left\{A_{i} \mid i=\right.$ $1, \cdots, n\} \cong \mathfrak{A}$. Set $C=C_{i j}=A_{i} \cap A_{j}$. For all $i$ and $j \neq i, E_{A_{i}} R \supseteqq$ $\sum_{n \in C} e_{n} R$ and $E_{A_{j}} R \supseteqq \sum_{n \in \theta} e_{n} R$. Thus $E_{A_{i}} R \supseteqq\left(\sum_{n \in \theta} e_{n} R\right)^{*}=E_{g} R$ and
$E_{A_{j}} R \supseteqq\left(\sum_{n \in c} e_{n} R\right)^{*}=E_{o} R$. Since $0=E_{o}-E_{o}=E_{A_{i}} E_{o}-E_{A_{j}} E_{0}, E_{c} \in I$. Then for all but a finite number of $n \in C, e_{n} E_{\sigma}=0$. Since this implies $e_{n}=e_{n} E_{0} e_{n}=0$ which is true for no $n, C$ must be finite. Then $A_{i} \cap \bigcup_{j \neq i} A_{j}$ is a finite union of finite sets, and thus finite.

Now assume $A_{i} \cap \bigcup_{j \neq i} A_{j}$ is finite, and let $\sum_{j=1}^{n} E_{A_{j}} r_{j} \in I$. If $m \notin A_{i}$, $e_{m} E_{A_{i}} r_{i}=0$ by Lemma 3. If $m \in A_{i} \sim \bigcup_{j \neq i} A_{j}, e_{m} \sum_{j=1}^{n} E_{A_{j}} r_{j}=e_{m} E_{\Delta_{i}} r_{i}$. Since $\sum_{j=1}^{n} E_{A_{j}} r_{j} \in I$, there are at most a finite number of $m \in A_{i} \sim \bigcup_{j \neq i} A_{j}$ such that $e_{m} E_{A_{i}} r_{i} \neq 0$. Since $A_{i} \cap \bigcup_{j \neq i} A_{j}$ is also finite, the set

$$
B=\left\{m \in N \mid e_{m} E_{A_{i}} r_{i} \neq 0\right\}
$$

must be finite.
Now for all $n^{\prime} \in N \sim B$,

$$
\begin{aligned}
0 & =e_{n^{\prime}} E_{A_{i}} r_{i}=e_{n^{\prime}}\left(\left[1-E_{N}\right]+E_{N \sim B}+E_{B}\right) E_{A_{i}} r_{i} \\
& =e_{n^{\prime}} E_{N \sim B} E_{A_{i}} r_{i} .
\end{aligned}
$$

Assume $E_{N \sim B} E_{A_{i}} r_{i} \neq 0$. Then, since $E_{N \sim B} R^{\prime} \supseteqq \sum_{n^{\prime} \in N \sim B} e_{n^{\prime}} R$, there is an $s \in R$ such that $E_{N \sim B} E_{A_{i}} r_{i} s \neq 0 \in \sum_{n^{\prime} \in N \sim B} e_{n^{\prime}} R$, so for some $n^{\prime} \in N \sim B$, $e_{n}, E_{N \sim B} E_{A_{i}} r_{i} s \neq 0$, a contradiction.

Then

$$
E_{A_{i}} r_{i}=\left(\left[1-E_{N}\right]+E_{N \sim B}+E_{B}\right) E_{A_{i}} r_{i}=E_{B} E_{A_{i}} r_{i} .
$$

Since a finite direct sum of injective modules is injective, $\sum_{i \in B} e_{i} R=$ $\left(\sum_{i \in B} e_{i} R\right)^{*}=E_{B} R$ and $E_{B} R \cong I$. It follows that $E_{A_{i}} r_{i} \in I$.

Lemma 5. Let $R$ be a right self injective regular ring which contains an infinite set of orthogonal idempotents $\left\{e_{n} \mid n \in N\right\}$. If $I=\sum_{n \in N} e_{n} R$, then $R-I$ is not an injective $R$-module.

Proof. Let $\left\{A_{i} \mid i=1,2, \cdots\right\}$ be a countable family of subsets $A_{i} \subseteq N$ such that $\left\{E_{A_{i}} \mid i=1,2, \cdots\right\}$ are independent in $R-I$. For example, the $A_{i}$ may be disjoint countable subsets of $N$.

Let $\mathscr{P}$ denote the family of sets $S_{\mathfrak{R}}=\left\{E_{B_{\alpha}} \mid B_{\alpha} \cong N, \alpha \in \mathfrak{A}\right\}$ where $\mathfrak{A}$ is some index set, such that $S_{\mathfrak{Q}} \supseteqq\left\{E_{A_{i}} \mid i=1,2, \cdots\right\}$ and $S_{\mathfrak{A}}$ is independent modulo $I$. Partially order $\mathscr{P}$ by inclusion. Since independence modulo $I$ depends only on finite sets of idempotents, $\mathscr{P}$ is inductive. By Zorn's lemma, select a maximal element $S \in \mathscr{P}$.

Let $J=\sum_{E_{B} \in S} E_{B} R$. Define $\varphi: J \rightarrow R-I$ by

$$
\begin{aligned}
\varphi\left(E_{A_{i}}\right) & =E_{A_{i}}+I & \forall i=1,2, \cdots \\
\varphi\left(E_{B}\right) & =0+I & \forall E_{B} \in S \sim\left\{E_{A_{i}}\right\} \\
\varphi\left(\sum_{k=1}^{n} E_{B_{k}} r_{k}\right) & =\sum_{k=1}^{n} \varphi\left(E_{B_{k}}\right) r_{k} & E_{B_{k}} \in S, r_{k} \in R .
\end{aligned}
$$

$\sum_{k=1}^{n} E_{B_{k}} r_{k}=0$ implies $E_{B_{k}} r_{k} \in I$ since the idempotents of $S$ are independent
modulo $I$. Hence $\varphi\left(E_{B_{k}}\right) r_{k}=0+I$, and $\varphi\left(\sum_{k=1}^{n} E_{B_{k}} r_{k}\right)=0+I$. Thus $\varphi$ is a map which is clearly an $R$ homomorphism.

Assume $\varphi$ is induced by left multiplication by $m+I$ in $R-I$, $m \in R$. Then

$$
\begin{equation*}
m E_{A_{i}}-E_{A_{i}} \in I \quad \forall i=1,2, \cdots \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
m E_{B} \in I \quad \forall E_{B} \in S \sim\left\{E_{A_{i}}\right\} . \tag{2}
\end{equation*}
$$

From (1) we conclude that for all but a finite number of $n \in A_{i}$, $e_{n}\left(m E_{A_{i}}-E_{A_{i}}\right)=0$ and $e_{n} m E_{A_{i}} e_{n}=e_{n} E_{A_{i}} e_{n}$. Thus $e_{n} m e_{n}=e_{n}$ by Lemma 3.

From (2) we conclude that for all but a finite number of $n^{\prime} \in B$, $e_{n^{\prime}} m E_{B}=0$, and $e_{n^{\prime}} m E_{B} e_{n^{\prime}}=e_{n^{\prime}} m e_{n^{\prime}}=0$.

Let $j_{1} \in A_{1}, e_{j_{1}} m e_{j_{1}}=e_{j_{1}}$. Select $j_{n+1} \in A_{n+1}$ such that

$$
e_{j_{n+1}} m e_{j_{n+1}}=e_{j_{n+1}}
$$

and

$$
j_{n+1} \notin A_{k} \quad \text { for all } k<n+1 .
$$

This is possible since $\left\{j \in A_{n+1} \mid e_{j} m e_{j}=e_{j}\right\}$ is infinite and Lemma 4 implies $A_{n+1} \cap \bigcup_{k=1}^{n} A_{k}$ is finite.

Since $S$ is maximal in $\mathscr{P}$, by Lemma $4\left\{j_{n} \mid n=1,2, \cdots\right\}$ thus defined must have an infinite number of elements in common with some $B \cong N$ such that $E_{B} \in S . \quad B \neq A_{i} i=1,2, \cdots$ since $j_{n} \notin A_{i}$ for all $n>i$. Therefore $\varphi\left(E_{B}\right)=0$, and $e_{j^{\prime}}=e_{j^{\prime}} m e_{j^{\prime}}=0$ for all but a finite number of $j^{\prime} \in B \cap\left\{j_{n} \mid n=1,2, \cdots\right\}$. This contradicts the assumption that $B \cap\left\{j_{n} \mid n=1,2, \cdots\right\}$ is an infinite set. Thus $\varphi$ is not induced by left multiplication by $m+I$ in $R-I$. Hence $R-I$ is not injective. (See [1], p. 8.)

Theorem. Let $R$ be a ring with 1. Then the following conditions are equivalent:
(a) $R$ is semi-simple Artin.
(b) Every finitely generated right $R$-module is injective.
(c) Every cyclic right $R$-module is injective.

Proof. $\quad(a) \Rightarrow(b) . \quad$ By ([1], p. 11, Theorem 4.2), every right module over a semi-simple Artin ring $R$ is injective, and so every finitely generated right $R$-module is injective.
$(\mathrm{b}) \Rightarrow(\mathrm{c})$. Since every cyclic $R$-module is finitely generated by one element, (c) is a special case of (b).
(c) $\Rightarrow$ (a). If every cyclic $R$-module is injective, by Lemma $1, R$
is right self injective and regular. By Lemma $5, R$ cannot contain an infinite set of orthogonal idempotents. It is well known that this condition in any regular ring $R$ implies that $R$ satisfies the minimum condition and hence is semi-simple Artin.

Corollary. Let $R$ be a right self injective, hereditary ring with identity. Then $R$ is semi-simple Artin.

Proof. $R$ hereditary is equivalent to the condition that every quotient of an injective $R$-module is injective. (See [1], p. 14.) Since every cyclic module is isomorphic to a quotient of the injective module $R_{R}$, every cyclic $R$-module is injective. Therefore by the theorem $R$ is semi-simple Artin.
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## TOEPLITZ MATRICES AND INVERTIBILITY OF HANKEL MATRICES

C. R. Putnam

1. Introduction. Let $\left\{c_{n}\right\}$, for $n=0, \pm 1, \pm 2, \cdots$, be a sequence of real numbers satisfying $c_{0}=0, c_{-n}=c_{n}$ and $0<\sum_{n=1}^{\infty} c_{n}{ }^{2}<\infty$, and let $f(\theta)(\not \equiv 0)$ be the even function of class $L^{2}(-\pi, \pi)$ defined by

$$
f(\theta) \sim \sum_{n=-\infty}^{\infty} c_{n} e^{i n \theta}=2 \sum_{n=1}^{\infty} c_{n} \cos n \theta .
$$

Define the Toeplitz matrix $T$ and the Hankel matrices $H$ and $K$ by
(2) $T=\left(c_{i-j}\right), H=\left(c_{i+j-1}\right)$ and $K=\left(c_{i+j}\right)$, where $i, j=1,2, \cdots$.

Then

$$
\begin{equation*}
T=F+K, \quad \text { where } F=\int_{0}^{\pi} f(\theta) d E_{0}(\theta), \tag{3}
\end{equation*}
$$

and $\left\{E_{0}(\theta)\right\}$ is the resolution of the identity of the matrix belonging to the quadratic form $2 \sum_{n=1}^{\infty} x_{n} x_{n+1}$. (See [12], p. 837.)

A self-adjoint operator $A$ on a Hilbert space, with the spectral resolution $A=\int \lambda d E(\lambda)$, will be called absolutely continuous if $\|E(\lambda) x\|^{2}$ is an absolutely continuous function of $\lambda$ for every element $x$ of the Hilbert space. If the function $f(\theta)$ of (1) is (essentially) bounded then $T$ must be bounded (Toeplitz). Since $F$ must also be bounded, so also are $H$ and $K$. It was shown in [12], p. 840, using methods involving commutators of operators, that if the function $g(\theta)$ defined by

$$
\begin{equation*}
g(\theta) \sim \sum_{n=1}^{\infty} c_{n} e^{i n \theta} \tag{4}
\end{equation*}
$$

is bounded (hence $f(\theta)$ is also bounded) then $T$ must be absolutely continuous if either
(5) 0 is not in the point spectrum of $H$ (that is, $H^{-1}$ exists),
or

$$
\begin{equation*}
F \text { is absolutely continuous. } \tag{6}
\end{equation*}
$$

Rosenblum [17] has shown, using results of Aronszajn and Donoghue [1], that in fact $T$ is always (with no restrictions) absolutely continuous.

[^33]In addition, it was shown in Putnam [12], using a theorem of Rosenblum [16], and generalized by Rosenblum in [17] using results of Kato [7], that if $\sum_{n=1}^{\infty} n\left|c_{n+1}\right|<\infty$ or, equivalently, if

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left|c_{n}\right|<\infty, \tag{7}
\end{equation*}
$$

and if (6) holds, then $T$ and $F$ are unitarily equivalent, so that

$$
\begin{equation*}
T=U F U^{*}, \quad U \text { unitary } \tag{8}
\end{equation*}
$$

The absolute continuity of $F$ is equivalent to the requirement that

$$
\text { meas }\{\theta: f(\theta) \varepsilon Z\}=0 \quad \text { whenever meas } Z=0 .
$$

In the present paper a sufficient condition, involving the negation of (5), for (6), that is, for the validity of (9), will be obtained.

Before stating the theorem it will be convenient to define the operators $F_{k}(k=0,1,2, \cdots)$ by

$$
\begin{equation*}
F_{k}=\int_{0}^{\pi} f_{k}(\theta) d E_{0}(\theta), \quad \text { where } f_{k}(\theta) \sim \sum_{n=1}^{\infty} c_{n} n^{-k} \cos n \theta \tag{10}
\end{equation*}
$$

(In particular, $F_{0}=F$.)
There will be proved the following
Theorem 1, Suppose that

$$
\begin{equation*}
0 \text { is in the point spectrum of } H \text {. } \tag{11}
\end{equation*}
$$

Then,
(a) the point spectrum of $F$ is empty, and
(b) each of the operators $F_{2}, F_{3}, \cdots$ is absolutely continuous.
(c) If, in addition to (11), it is assumed that $\sum_{n=1}^{\infty}\left|c_{n}\right|<\infty$, then $F_{1}$ is absolutely continuous.
(d) If, in addition to (11), relation (7) is assumed, then (6) holds.

From part (d) of the theorem and the results mentioned earlier there follows the

Corollary. Relations (7) and (11) imply (8).
It will remain undecided whether (11) alone, without the additional assumption (7), is sufficient to imply not only the assertion of (a) but also (6). It is interesting to observe though that, if the implication (11) $\rightarrow$ (6) is valid, then either (5) or (6) must hold, and, at least if $g(\theta)$ is bounded, the absolute continuity of $T$ (cf. [17]) can be deduced from the commutator methods of [12] (cf. also [11]) as.
noted above.
It is to be noted that the function $f(\theta)$ determines explicitly the operator $F$ and its spectrum. On the other hand, the structure of $T$ as determined by $f(\theta)$ is not so clear. It is known however that the spectrum of $T$, in case $T$ is self-adjoint, is the interval $[m, M]$, where $m$ and $M$ denote the essential lower and upper bounds of $f(\theta)$ (Hartman and Wintner [6], pp. 868, 878). Although necessary and sufficient conditions involving $f(\theta)$, or rather $g(\theta)$, for the boundedness of $H$ (Nehari [10]) and the complete continuity of $H$ (Hartman [4]) are known, apparently no similar results are known relating the spectrum of $H$ to the function $f(\theta)$. Concerning the spectrum of $H$ in certain specific cases, see, e.g., Hartman and Wintner [6], p. 366, Magnus [8].
2. Proof of (a) of Theorem 1. Let $\left\{x_{n}\right\}$ and $\left\{d_{n}\right\}$, for $n=1,2, \cdots$, be two sequences of complex numbers satisfying $\sum_{n=1}^{\infty}\left|x_{n}\right|^{2}<\infty$ and $\sum_{n=1}^{\infty}\left|d_{n}\right|^{2}<\infty$, let $x(\theta) \sim \sum_{n=1}^{\infty} x_{n} e^{i n \theta}$ and $h(\theta) \sim \sum_{n=1}^{\infty} d_{n} e^{i n \theta}$. Then it is easily verified that

$$
\begin{equation*}
(2 \pi)^{-1} \int_{-\pi}^{\pi} x(\theta)\left(g^{*}(\theta)+h(\theta)\right) e^{i j \theta} d \theta=\sum_{n=1}^{\infty} c_{n+j} x_{n} \tag{12}
\end{equation*}
$$

holds for $j=0,1,2, \cdots$, where the asterisk denotes complex conjugation. If $d_{n}=c_{n}$ then $g^{*}(\theta)+h(\theta)=f(\theta)$ and so 0 is in the point spectrum of $H$ if and only if

$$
\begin{equation*}
\int_{-\pi}^{\pi} x(\theta) f(\theta) e^{i j \theta} d \theta=0, \quad \text { where } j=0,1,2, \cdots, \tag{13}
\end{equation*}
$$

holds for some $x(\theta) \not \equiv 0$ as defined above. Relation (13) implies that the function $x(\theta) f(\theta)$, of class $L(-\pi, \pi)$, has a Fourier series of the form

$$
\begin{equation*}
x(\theta) f(\theta) \sim \sum_{n=0}^{\infty} a_{n} e^{i n \theta} \tag{14}
\end{equation*}
$$

For a fixed constant $p, 0<p<\infty$, consider the class $H_{p}$ (after Hardy; see, e.g., Zygmund [19], p. 158) of functions $A(z)$ analytic in the disk $|z|<1$ and for which $\int_{-\pi}^{\pi}\left|A\left(r e^{i \theta}\right)\right|^{p} d \theta$ remains bounded for $0 \leqq r<1$. If $p \geqq 1$, the class $\bar{L}^{-\pi}$ of functions $B(\theta) \varepsilon L^{p}(-\pi, \pi)$ with Fourier series of the form

$$
\begin{equation*}
B(\theta) \sim \sum_{n=0}^{\infty} b_{n} e^{i n \theta} \quad\left(b_{n}=(2 \pi)^{-1} \int_{-\pi}^{\pi} B(\theta) e^{-i n \theta} d \theta\right), \tag{15}
\end{equation*}
$$

coincides with the class of boundary functions $B(\theta)=A\left(e^{i \theta}\right)$; see Rogosinski and Shapiro [15], p. 293. Furthermore, it is known that
if $p>0$ and if $A(z)$ is of class $H_{p}$ and if $A(z) \not \equiv$ const., then $A\left(e^{i \theta}\right)=$ $a$, for an arbitrary constant $a$, can hold at most on a set of measure zero. For $p=2$, this result is due to F. and M. Riesz ([14]); for $p \neq 2$, see F. Riesz [13].

Returning to (14), since $x(\theta) f(\theta) \varepsilon L^{1+}$, it follows that $f(\theta) \neq 0$ almost everywhere. A similar argument with $x(\theta) f(\theta)$ replaced by $x(\theta)(f(\theta)-a)$, for any constant $a$, shows that $f(\theta) \neq a$ almost everywhere, that is,

$$
\begin{equation*}
\text { meas }\{\theta: f(\theta)=a\}=0 . \tag{16}
\end{equation*}
$$

But (16) holds if and only if the operator $F$ has no point spectrum and the proof (a) is complete.
3. Proof of (b) of Theorem 1. In order to show that $F_{2}$ is absolutely continuous, it must be shown that the set $S_{2}=\left\{\theta: f_{2}(\theta) \in Z\right\}$ is a zero set whenever $Z$ is a zero set. Since $\sum_{n=1}^{\infty}\left|c_{n} n^{-1}\right|<\infty$, $f_{2}^{\prime}(\theta)$ is continuous and the set $\left\{\theta: f_{2}^{\prime}(\theta) \neq 0\right\}$ is open. If its canonical decomposition is the finite or infinite union of open intervals $I_{n}(n=$ $1,2, \cdots)$, then $f_{2}(\theta)$ is strictly monotone on each $I_{n}$. Also, on $I_{n}$, both $f_{2}$ and its inverse $g_{n}$ are absolutely continuous. Since $I_{n} \cap S_{2}$ is the image under $g_{n}$ of a subset of $Z$, it follows (cf., e.g., Natanson [9], p. 249) that

$$
\begin{equation*}
I_{n} \cap S_{2} \text { has measure } 0 . \tag{17}
\end{equation*}
$$

If it is shown that $f_{2}^{\prime}(\theta) \neq 0$ almost everywhere, it will follow from (17) that meas $S_{2}=0$, as was to be proved.

In order to prove that $f_{2}^{\prime}(\theta) \neq 0$ almost everywhere, note that $f_{2}^{\prime}(\theta)$ is absolutely continuous and that $f_{2}^{\prime \prime}(\theta)=(-1 / 2) f(\theta)$ almost everywhere. Hence, if $f_{2}^{\prime}(\theta)=0$ on a set of positive measure, then also $f(\theta)=0$ on a set of positive measure, a contradiction. Hence $F_{2}$ is absolutely continuous.

Next, it will be shown that $F_{3}$ is absolutely continuous. In the definition of $h(\theta)$, choose $d_{n}=-c_{n}$, so that in (12), $k(\theta)=g^{*}(\theta)+h(\theta)=$ $2 i \sum_{n=1}^{\infty} c_{n} \sin n \theta$. The argument of $\S 2$ shows that $x(\theta) k(\theta)$ is of class $L^{1+}$ and hence $k(\theta) \neq 0$ almost everywhere. Since $f_{3}^{\prime}(\theta)$ is continuous, and since $f_{3}^{\prime \prime \prime}(\theta)=(1 / 2 i) k(\theta)$, an argument similar to that used above shows that $F_{3}$ is absolutely continuous.

In like manner, it follows that $F_{4}, F_{5}, \cdots$ are absolutely continuous and the proof of (b) is complete.
4. Proof of (c) of Theorem 1. In order to prove the absolute continuity of $F_{1}$, it must be shown that the set $S_{1}=\left\{\theta: f_{1}(\theta) \in Z\right\}$ is a zero set whenever $Z$ is a zero set. The hypothesis of (c) implies
that $f_{1}^{\prime}(\theta)=(-1 / 2 i) k(\theta)$ is continuous. Since $k(\theta) \neq 0$ almost everywhere, a relation similar to (17) implies that meas $S_{1}=0$, and the proof of (c) is complete.
5. Proof of (d) of Theorem 1. Since (7) implies that $f^{\prime}(\theta)$ is continuous, then $x^{2}(\theta) f^{\prime}(\theta)$ is of class $L(-\pi, \pi)$. It will be shown that $x^{2}(\theta) f^{\prime}(\theta)$ is also of class $L^{1+}$, so that

$$
\begin{equation*}
x^{2}(\theta) f^{\prime}(\theta) \sim \sum_{n=0}^{\infty} b_{n} e^{i n \theta}, \tag{18}
\end{equation*}
$$

and hence (cf. the above reference to [15]) the F. and M. Riesz theorem can be applied to yield $f^{\prime}(\theta) \neq 0$ almost everywhere. Once this has been shown, the absolute continuity of $F$ follows by an argument similar to that used above.

There remains then to prove (18). Since $f(\theta)$ is now bounded, it follows from the definition of $x(\theta)$ and (14) that both $x(\theta)$ and $x(\theta) f(\theta)$ belong to $L^{2+}$. Let $u(z)$ and $v(z)$ denote the functions analytic in $|z|<1$ and possessing the respective boundary functions $x(\theta)$ and $x(\theta) f(\theta)$. Let $U(\theta)=u\left(e^{i \theta}\right)$ and $V(\theta)=v\left(e^{i \theta}\right)$, so that $x^{2}(\theta) f^{\prime}(\theta)=$ $U^{2}(\theta)(V(\theta) / U(\theta))^{\prime}$.

A heuristic argument leading to (18) is the following. Let $U^{\prime}$ and $V^{\prime}$ be defined by the formal trigonometrical series obtained by term by term differentiation of the corresponding series for $U$ and $V$, and suppose that $U^{2}(V / U)^{\prime}=U V^{\prime}-U^{\prime} V$ is meaningful. Since the trigonometrical series for $U, V, U^{\prime}$ and $V^{\prime}$ are of the type $\sum_{n=0}^{\infty} f_{n} e^{i n \theta}$ then so also are the products $U V^{\prime}$ and $U^{\prime} V$ as well as their difference.

A rigorous proof of (18) can be given as follows. Let the Fourier series of $U(\theta)$ and $V(\theta)$ be given by

$$
\begin{equation*}
U(\theta) \sim \sum_{n=0}^{\infty} a_{n} e^{i n \theta}, \quad V(\theta) \sim \sum_{n=0}^{\infty} b_{n} e^{i n \theta} . \tag{19}
\end{equation*}
$$

Since $V(\theta)=U(\theta) f(\theta)$, where $U(\theta)$ and $f(\theta)$ each belongs to class $L^{2}(-\pi, \pi)$, then $\sum_{n=0}^{\infty} a_{k} c_{n-k}=b_{n}$ for $n=0,1,2, \cdots$, and

$$
\begin{equation*}
\sum_{k=0}^{\infty} a_{k} c_{n-k}=0 \text { for } n=-1,-2, \cdots ; \tag{20}
\end{equation*}
$$

cf. Zygmund [19], p. 90. Note that the convergence of the series defining the $b_{n}$ is assured by the Schwarz inequality. Similarly, the Fourier series of $U^{2}(\theta)$ is given by

$$
\begin{equation*}
U^{2}(\theta) \sim \sum_{n=0}^{\infty} A_{n} e^{i n \theta}, \quad A_{n}=\sum_{k=0}^{n} a_{n-k} a_{k} . \tag{21}
\end{equation*}
$$

Since, by (7),

$$
\begin{equation*}
f^{\prime}(\theta) \sim \sum_{n=-\infty}^{\infty} i n c_{n} e^{i n \theta} \tag{22}
\end{equation*}
$$

and, since $x^{2}(\theta)=U^{2}(\theta)$ is of class $L(-\pi, \pi)$ and $f^{\prime}(\theta)$ is bounded, the Fourier series of $x^{2}(\theta) f^{\prime}(\theta)$ is given by

$$
\begin{equation*}
x^{2}(\theta) f^{\prime}(\theta) \sim \sum_{n=-\infty}^{\infty} B_{n} e^{i n \theta}, \quad B_{n}=i \sum_{k=-\infty}^{\infty} A_{n-k} k c_{k} ; \tag{23}
\end{equation*}
$$

cf. Zygmund [19], p. 90.
Since $U^{2}(\theta) \varepsilon L(-\pi, \pi)$ then, by the Riemann-Lebesgue lemma, $A_{n} \rightarrow 0$ as $n \rightarrow \infty$, and the absolute convergence of each of the series defining the $B_{n}$ is assured by (7). Also the same assertion holds for the series corresponding to the above $B_{n}$ but where $U(\theta)$ is replaced by the function with the Fourier series $\sum_{n=0}^{\infty}\left|a_{n}\right| e^{i n \theta}$. Since $B_{n}=$ $i \sum_{m=0}^{\infty} A_{m}(n-m) c_{n-m}$, this implies that each of the iterated series

$$
\begin{equation*}
B_{n}=i \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} a_{m-k} \alpha_{k}(n-m) c_{n-m} \tag{24}
\end{equation*}
$$

is absolutely convergent. Consequently, an interchange of the order of summation leads to

$$
\begin{equation*}
B_{n}=i \sum_{k=0}^{\infty} a_{k}\left[(n-k) \sum_{p=0}^{\infty} a_{p} c_{n-k-p}-\sum_{p=0}^{\infty} p a_{p} c_{n-k-p}\right] . \tag{25}
\end{equation*}
$$

On reversing the order of summation in the second iterated sum, it follows from (20) that $B_{n}=0$ for $n=0,-1,-2, \cdots$, so that (18) follows from (23). This completes the proof of Theorem 1.
6. Some dual results. A theorem similar to Theorem 1 but with the cosines replaced by sines is valid. In particular, whereas (a) of Theorem 1 states that (11) implies (16) while (d) states that (11) and (7) imply (9), the duals of these assertions become the following

Theorem 2. Let $j(\theta)$ be defined by

$$
\begin{equation*}
j(\theta) \sim 2 \sum_{n=1}^{\infty} c_{n} \sin n \theta, \tag{26}
\end{equation*}
$$

and suppose that (11) holds. Then, for every constant $\alpha$,

$$
\begin{equation*}
\text { meas }\{\theta: j(\theta)=\alpha\}=0 . \tag{27}
\end{equation*}
$$

If, in addition to (11), relation (7) is assumed, then

$$
\begin{equation*}
\text { meas }\{\theta: i(\theta) \varepsilon Z\}=0 \text { whenever meas } Z=0 . \tag{28}
\end{equation*}
$$

The proof follows from the observation that the function $k(\theta)=$ $i j(\theta)$ considered in the beginning of $\S 3$ plays a role similar to that
of $f(\theta)$.
7. Remarks. If $A(z) \varepsilon H_{p}$, then $B(\theta)=A\left(e^{i \theta}\right)$ satisfies, for every constant $\alpha$, not only

$$
\begin{equation*}
\text { meas }\{\theta: B(\theta)=\alpha\}=0, \text { unless } B(\theta) \equiv \alpha \tag{29}
\end{equation*}
$$

but even

$$
\begin{equation*}
\int_{-\pi}^{\pi}|\log | B(\theta)-\alpha \| d \theta<\infty . \tag{30}
\end{equation*}
$$

This result was proved by Szego [18] for $p=2$. Its validity for arbitrary $p>0$ was pointed out by F. Riesz ([13], pp. 91-92) to be a consequence of his factorization theorem for functions of class $H_{p}$. Thus, for every constant $\alpha$, relations (16) and (27), and even

$$
\begin{equation*}
\int_{-\pi}^{\pi}|\log | f(\theta)-\alpha \| d \theta<\infty \text { and } \int_{-\pi}^{\pi}|\log | j(\theta)-\alpha \| d \theta<\infty, \tag{31}
\end{equation*}
$$

are seen to be necessary conditions in order that 0 be in the point spectrum of $H$, or, what is the same thing, in order that the translated sequences $\left(c_{1}, c_{2}, \cdots\right),\left(c_{2}, c_{3}, \cdots\right), \cdots$ fail to form a fundamental set for the Hilbert space $l^{2}$ of vectors $x=\left(x_{1}, x_{2}, \cdots\right)$ with $\sum_{n=1}^{\infty}\left|x_{n}\right|^{2}<\infty$. (In connection with this latter form of (11), it is interesting to compare the present situation relating to the completeness of shifted sequences, with a similar, but different one considered in the papers of Beurling [2] and Halmos [3].) That the condition (31) is not sufficient for 0 to be in the point spectrum of $H$ can be seen for the case $c_{n}=$ $1 / n(n=1,2, \cdots)$. Then $f(\theta)$ of (1) becomes $-2 \log (2|\sin (\theta / 2)|$ and $j(\theta)$ of (26) becomes the odd function on $(-\pi, \pi)$ defined on $(0, \pi)$ by $j(\theta)=\pi-\theta$, and so (31) holds for every constant $\alpha$. However, 0 is not in the point spectrum of $H=\left((i+j-1)^{-1}\right)$; in fact, the spectrum of $H$ is known to be purely continuous (Magnus [8]).

Since (7) holds if, say, $f^{\prime \prime}(\theta)$ is continuous, it follows from the Theorems 1 and 2 that for such functions $f$, in order that (11) hold, not only (16) and (27), but even the more restrictive conditions (9) and (28) must be satisfied. It is to be noted that even if, say, $f^{\prime \prime}(\theta)$ is continuous, (16) does not imply (9). In order to see this, let $C$ denote a closed, nowhere dense (Cantor) set of positive measure on $[0, \pi]$, and define a function $q(\theta)$ so as to have a continuous derivative on $[0, \pi]$ and satisfy $q(\theta)=0$ on $C$ and $q(\theta)>0$ on $[0, \pi]-C$.

Then $q(0)=q^{\prime}(0)=0$ and $f(\theta)=\int_{0}^{\theta} q(u) d u$ is a strictly increasing function on $[0, \pi]$; hence, if $f(-\theta)=f(\theta)$ for $0 \leqq \theta \leqq \pi, f(\theta)$ is of the form (1), has a continuous second derivative, and satisfies (16). If $T$ denotes the image under $f$ of the set $C$, then $T$ is measurable
and meas $T=\int_{c}|d f|=\int_{c} q(\theta) d \theta=0$, so that (9) fails to hold with $T=Z$.
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# WEAKLY COMPACT OPERATORS ON OPERATOR ALGEBRAS 

Shôichirô Sakai
Let $K$ be a compact space and $C(K)$ be the commutative $B^{*}$ algebra of all complex valued continuous functions on $K$, then Grothendieck [3] (also we can see other proofs in [2]) proved the following remarkable properties:
(I) An arbitrary bounded operator of $C(K)$ into a weakly sequentially complete Banach space is weakly compact.
(II) If $T$ is a weakly compact operator of $C(K)$ into a Banach space, then $T$ maps weakly fundamental sequences into strongly convergent sequences.

On the other hand, let $M$ be a $W^{*}$-algebra and $M_{*}$ be the associated space of $M$ (namely, the dual of $M_{*}$ is $M$ (cf. [8])) then the author [7] noticed that the Banach space $M_{*}$ is weakly sequentially complete. Therefore, the above Grothendieck's theorems are applicable in the theory of operator algebras.

In this note, we shall show some applications, and state some related problems.

Proposition 1. Let $A$ be a $B^{*}$-algebra, $E$ an abstract $L$-space, $T$ be a bounded operator of $A$ into $E$, then $T$ is weakly compact.

Proof. Let $T^{*}$ be the dual of $T$, then $T^{*}$ is a bounded operator on the dual $E^{*}$ of $E$ to the dual $A^{*}$ of $A ; E^{*}$ is a Banach space of type $C(K)$ (cf. [5]) and the second dual $A^{* *}$ of $A$ is a $W^{*}$-algebra (cf. [9]), so that $A^{*}$ is the associated space of a $W^{*}$-algebra; hence $A^{*}$ is weakly sequentially complete; therefore $T^{*}$ is weakly compact, so that by the well-known theorem, $T$ is weakly compact. This completes the proof.

Now we shall show some applications.

1. Let $G$ be a locally compact group, $L^{1}(G)$ be the Banach space of all complex valued integrable functions on $G$ with respect to a left, invariant Haar measure $\mu$ and $L^{2}(G)$ be the Banach space of all complex valued square integrable functions on $G$ with respect to $\mu$. Under the convolutions (denoted by "*"), $L^{1}(G)$ is a Banach algebra.

On the other hand, for $f \in L^{1}(G)$ and $g \in L^{2}(G)$, put $L_{f} g=f * g$,

[^34]then $L_{f}$ is a bounded operator on $L^{2}(G)$; we shall denote the uniform norm of $L_{f}$ by $\left\|L_{f}\right\|$.

Now, let $T$ be an operator on $L^{1}(G) . \quad T$ is said to be spectrally continuous, if it satisfies $\|T h\|_{1} \leqq r\left\|L_{k}\right\|$ for all $h \in L^{1}(G)$, where $\|\cdot\|_{1}$ is the $L^{1}$-norm and $r$ is a fixed number.

Using the generalized Planchrel's theorem and the structure theorem of connected locally compact groups, Helgason [4] proved the following: Let $G$ be a separable unimodular locally compact, noncompact, connected group, then a spectrally continuous operator on $L^{1}(G)$ commuting with all right translations is identically 0.

In his review for the Helgason's paper, Mautner [6] asked whether these restrictions on the group $G$ can be dropped.

Now we shall show
Theorem 1. Let $G$ be a locally compact, non-compact group, then a spectrally continuous operator $T$ on $L^{1}(G)$ commuting with all right translations is identically zero.

Proof. Let $R(G)$ be the uniform closure of the $\operatorname{set}\left\{L_{f} \mid f \in L^{1}(G)\right\}$ in the $B^{*}$-algebra $B$ of all bounded operators on $L^{2}(G)$, then $R(G)$ is a $B^{*}$-algebra; since $T$ is spectrally continuous, it can be uniquely extended to a bounded operator $\widetilde{T}$ of $R(G)$ into $L^{1}(G)$; by Proposition 1, $\widetilde{T}$ is weakly compact; let $S$ be the unit sphere of $R(G)$; since $\left\|L_{f}\right\| \leqq$ $\|f\|_{1}$ for $f \in L^{1}(G), L^{1}(G) \cap S$ contains the unit sphere of $L^{1}(G)$; therefore the set $\left\{T h \mid h \in L^{1}(G),\|h\|_{1} \leqq 1\right\}$ is relatively weakly compact in $L^{1}(G)$; this implies that $T$ is weakly compact as an operator on $L^{1}(G)$.

Since $T$ commutes with all right translations, by the theorem of Wendel [10], there is a bounded Radon measure $\nu$ such that $T h=$ $\nu * h$ for $h \in L^{1}(G)$; let $f$ be an element of $L^{1}(G)$, then the mapping $h \rightarrow(f * \nu)^{*} *(f * \nu) * h$ on $L^{1}(G)$ is weakly compact, where $(f * \nu)^{*}(x)=$ $\rho(x) \overline{f * \nu\left(x^{-1}\right)}$, and $d \mu\left(x^{-1}\right)=\rho(x) d \mu(x)$ for $x \in G$; hence the mapping $h \rightarrow\left\{(f * \nu)^{*} *(f * \nu)\right\} *\left\{(f * \nu)^{*} *(f * \nu)\right\} * h$ is strongly compact (cf. Cor 3.7 in [2]).

Put $g=\left\{(f * \nu)^{*} *(f * \nu)\right\} *\left\{(f * \nu)^{*} *(f * \nu)\right\}$, then $g$ belongs to $L^{1}(G)$. Let $S_{1}$ be the unit sphere of $L^{1}(G)$, then $g * S_{1}$ is relatively strongly compact in $L^{1}(G)$, so that the set $\left\{(g * f)^{*}=f^{*} * g^{*} \mid f \in S_{1}\right\}$ is also so; hence $S_{1} * g^{*}$ is relatively strongly compact; let $\left\{v_{\alpha}\right\}_{\alpha \in \Pi I}$ be a fundamental family of compact neighborhoods at a point $s$ of $G$ and let $\left\{f_{\alpha}\right\}_{\alpha \in I}$ be a family of continuous positive functions on $G$ such that the support of $f_{\alpha}$ is contained in $v_{\alpha}$ and $\int_{G} f_{\alpha}(x) d x=1$, then the directed set $\left\{f_{\alpha} * g^{*}\right\}$ converges to $s g^{*}$ in the $L^{1}$-norm, where $s g^{*}(x)=g^{*}\left(s^{-1} x\right)$; therefore the set $\left\{s g^{*} \mid s \in G\right\}$ is relatively strongly compact.

Now suppose that $\left\|g^{*}\right\|_{1} \neq 0$, then it is enough to assume that
$\left\|g^{*}\right\|_{1}=1$. There is a finite set $\left\{s_{1} g^{*}, s_{2} g^{*}, \cdots, s_{n} g^{*}\right\}$ where $s_{i} \in G$ $(i=1,2, \cdots, n)$ such that $\inf _{1 \leqq i \leqq n}\left\|s g^{*}-s_{i} g^{*}\right\|_{1}<1 / 2$ for all $s \in G$.

On the other hand, let $C$ be a compact subset of $G$ such that

$$
\int_{G-\sigma}\left|g^{*}(x)\right| d \mu(x)<\frac{1}{10} \text { and } \int_{G-\sigma}\left|g^{*}\left(s_{i}^{-1} x\right)\right| d \mu(x)<\frac{1}{10}
$$

for $i=1,2, \cdots, n$, and $s$ be an element of $G$ such that $s \notin C C^{-1}$, then $s^{-1} C \cap C=(\phi)$; therefore

$$
\begin{aligned}
\| s g^{*}- & s_{i} g^{*} \|_{1} \\
= & \int_{\sigma}\left|\left(s g^{*}-s_{i} g\right)(x)\right| d \mu(x)+\int_{G-\sigma}\left|\left(s g^{*}-s_{i} g^{*}\right)(x)\right| d \mu(x) \\
\geqq & \int_{\sigma}\left|\left(s_{i} g^{*}\right)(x)\right| d \mu(x)-\int_{\sigma}\left|\left(s g^{*}\right)(x)\right| d \mu(x) \\
& \quad+\int_{G-\sigma}\left|\left(s g^{*}\right)(x)\right| d \mu(x)-\int_{\sigma-\sigma}\left|\left(s_{i} g^{*}\right)(x)\right| d \mu(x) \\
\geqq & \left(1-\frac{1}{10}\right)-\int_{s^{-1} \sigma}\left|g^{*}(x)\right| d \mu(x)+\left(1-\frac{1}{10}\right)-\frac{1}{10} \\
\geqq & \left(1-\frac{1}{10}\right)-\frac{1}{10}+\left(1-\frac{1}{10}\right)-\frac{1}{10}=\frac{8}{5} \quad \text { for all } i .
\end{aligned}
$$

This is a contradiction; hence $g^{*}=0$, so that $g=f * \nu=0$; since $f$ is an arbitrary element of $L^{1}(G), \nu=0$, so that $T=0$. This completes the proof.

## 2. At first we shall show

Proposition 2. Let $A$ be a weakly sequentially complete $B^{*}$ algebra, then $A$ is finite dimensional.

Proof. It is enough to assume that $A$ has unit. Let $C$ be a maximal abelian ${ }^{*}$-subalgebra of $A$, then $C$ is a Banach space of type $C(K)$ and weakly sequentially complete; by the Grothendieck's theorem, the identity mapping $T$ on $C$ is weakly compact, so that $T^{2}=T$ is strongly compact on $C$ (cf. Cor 3.7 in [2]); hence $C$ is finite-dimensional. Therefore there is a finite family of mutually orthogonal projections $\left(e_{1}, e_{2}, \cdots, e_{n}\right)$ by which $C$ is linearly spanned; by the maximality of $C, e_{i} A e_{i}(i=1,2, \cdots, n)$ is one-dimensional.

For any $x, y \in A$, there is a complex number $\lambda_{i}(x, y)$ such that $e_{i} y^{*} x e_{i}=\lambda_{i}(x, y) e_{i}$; clearly $\lambda_{i}(x, x) \geqq 0$, and if $\lambda_{i}(x, x)=0, x e_{i}=0$; moreover $\left\|x e_{i}\right\|=\left\|e_{i} x^{*} x e_{i}\right\|^{1 / 2}=\lambda_{i}(x, x)^{1 / 2}$; therefore a Banach subspace $A e_{i}$ of $A$ is a hilbert space; since $A=\sum_{i=1}^{n} A e_{i}, A$ is reflexive, so that $A$ is a reflexive $W^{*}$-algebra; since all irreducible ${ }^{*}$-representations of
$A$ are $\sigma$-continuous, $A$ is of type $I$; since the center of $A$ is finitedimensional, $A$ is a direct sum of a finite family of type $I$-factors ( $A_{1}, A_{2}, \cdots, A_{m}$ ); since $A_{j}$ can be considered the algebra of all bounded operators on a hilbert space $\mathfrak{h}_{j}$ for $j=1,2, \cdots, m$, the reflexivity of $A_{j}$ implies the finite-dimensionality of $\mathfrak{h}_{j}$ and so the finite-dimensionality of $A_{j}$; hence $A$ is finite-dimensional. This completes the proof.

Corollary 1. Let $A$ be an infinite dimensional $B^{*}$-algebra and $E$ be a Banach space of type $L^{p}(1 \leqq p<+\infty)$ or the associated space of a $W^{*}$-algebra, then the Banach space $A$ is not topologically isomorphic to $E$.

Since $B^{*}$-algebras are Banach spaces which have many analogous properties with $C(K)$; therefore it is very natural to ask whether the theorems of Grothendieck are positive in $B^{*}$-algebras.

We have no solution for the property (I); here we shall show that the property (II) is negative, and show an application.

A negative example. Let $B(\mathfrak{h})$ be the $B^{*}$-algebra of all bounded operators on an infinite dimensional hilbert space $\mathfrak{h}$, and $e$ be an onedimensional projection on $\mathfrak{h}$, then the Banach subspace $B(\mathfrak{h}) e$ of $B(\mathfrak{h})$ is isometric to $\mathfrak{h}$ [cf. [7]]; therefore the mapping $x \xrightarrow{T} x e$ of $B(\mathfrak{h})$ into $B(\mathfrak{h}) e$ is weakly compact; the unit sphere $S$ of $B(\mathfrak{h}) e$ is weakly compact in $B(\mathfrak{h})$; therefore if $B(\mathfrak{h})$ satisfies the property (II), $T S=S$ is strongly compact, so that $B(\mathfrak{h}) e$ is finite-dimensional, a contradiction.

Concerning the property (I), we can notice that many operators satisfy the property (I).

For instance, let $A$ be a $B^{*}$-algebra, $A^{*}$ the dual of $A$. For $x$, $a \in A$ and $f \in A^{*}$, put $(L a f)(x)=f(a x)$ and $(R a f)(x)=f(x a)$; we can consider bounded operators $a \xrightarrow{T} R a f, a \xrightarrow{S} L a f$ of $A$ into $A^{*}$, then $T$ and $S$ are weakly compact (cf. [8]).

Finally we shall show an application.
Theorem 2. Let $A$ be a $B^{*}$-algebra having an infinite dimensional irreducible *-representation, and $E$ be a Banach space of type $L^{p}(1 \leqq p \leqq+\infty)$ or type $C(\Omega)$, where $\Omega$ is a locally compact space and $C(\Omega)$ is the Banach space of all continuous functions vanishing at infinity, or the associated space of a $W^{*}$-algebra, then the Banach space $A$ is not topologically isomorphic to $E$.

Proof. It is enough to show that $A$ is not topologically isomorphic to $C(\Omega)$. Suppose that $A$ is topologically isomorphic to $C(\Omega)$, then there is an isomorphism $T$ of $A$ onto $C(\Omega)$. Take the second dual $T^{* *}$ of $T$, the $T^{* *}$ gives an isomorphism of $A^{* *}$ onto $C(\Omega)^{* *} ; A^{* *}$ is
a $W^{*}$-algebra and $C(\Omega)^{* *}$ is a Banach space of type $C(K)$; since a *-representation of $A$ can be uniquely extended to a $\sigma$-continuous *-representation of $A^{* *}$ (cf. [8]), $A^{* *}$ has an infinite dimensional irreducible $W^{*}$-representation; hence there is a central projection $z$ of $A^{* *}$ such that $A^{* *} z$ is a factor of type $I_{\infty}$; from the above negative example, $A^{* *} z$ has not the property (II); on the other hand, since $A^{* *}=A^{* *} z \oplus A^{* *}(1-z)$, where 1 is the unit of $A^{* *}, C(\Omega)^{* *}=$ $T^{* *}\left(A^{* *} z\right)+T^{* *}\left(A^{* *}(1-z)\right)$; since $T^{* *}\left(A^{* *} z\right)$ has the closed complement subspace in $C(\Omega)^{* *}, T^{* *}\left(A^{* *} z\right)$ has the property (II), so that $A^{* *} z$ has the property (II). This is a contradiction, and completes the proof.

Corollary 2. Let $F$ be the associated space of a $W^{*}$-algebra without a type $I_{n}$ part $(n<+\infty)$, and $E$ be a Banach space of type $L^{p}$ or $C(\Omega)$ then $F$ is not topologically isomorphic to $E$.

Proof. Suppose that $F$ is topologically isomorphic to $E$, then $F^{*}$ is topologically isomorphic to $E^{*}$. This is a contradiction.

Remark. Theorem 2 and Corollary 2 imply that the above mentioned $B^{*}$-algebras or associated spaces (for instance, the $B^{*}$-algebra $\mathscr{C}$ of all compact operators on an infinite dimensional hilbert space, the $B^{*}$-algebra $B(\mathfrak{h})$ of all bounded operators on an infinite dimensional hilbert space $\mathfrak{h}$, the $B^{*}$-algebra $R(G)$ corresponding to all non-almost periodic locally compact groups, and all $W^{*}$-factor with an exception of type $I_{n}(n<+\infty)$ and their associated spaces) are not topologically contained in the classes of the so-called classical Banach spaces $\left((M),(m),(C),(c),\left(C^{(p)}\right)_{p \geqq 1},\left(L^{p}\right)_{1 \leqq p \leq+\infty},\left(l^{p}\right)_{1 \leqq p \leqq+\infty}\right)$ mentioned by Banach (cf. [1]); therefore it is very meaningful to examine whether many unsolved problems concerning Banach spaces are positive in these examples.
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## NILPOTENCY AND SPECTRAL OPERATORS

James E. Simpson

1. Introduction. The present paper is concerned with conditions under which the quasi-nilpotent part of a spectral operator is actually nilpotent of some order $k$. As might be expected, the case of a spectral operator on a Hilbert space has been settled longest. (See [4].) The case of a Banach space has been treated quite thoroughly by C. A. McCarthy [7] who showed that with a certain rate of growth condition on $Q$, the nilpotent part of the spectral operator $T=S+Q$, satisfies $Q^{m+2}=0$, where the $m$ is a positive integer involved in the rate of growth condition. He also discusses more special cases in which $Q^{m+1}=0$ and provides examples to show that these exponents are the lowest possible in each case. The question of extending these results to general locally convex spaces could not even be formulated until a theory of spectral operators in these spaces had been devised. The work of C. Ionescu Tulcea [5] having laid the foundations in this area, we may now attempt to solve the problem of generalizing McCarthy's results. It is shown below that his theorems, and indeed some part of the proofs, may be carried over to the locally convex case, with a suitable reformulation of some of the conditions and reworking of some of the supporting theory.

The basic assumptions are as follows. $E$ denotes a locally convex linear topological space over the field, $C$, of complex numbers. Moreover, $E$ is assumed to be separated, barrelled and quasi-complete. The strong dual of $E$ is denoted by $E^{\prime}$. The space of continuous linear mappings of $E$ into itself is $\mathscr{L}(E, E)$, which we shall always assume to be given the topology $\mathscr{G}_{b}$ of uniform convergence on the bounded subsets of $E$. We denote the adjoint of $T$ by ${ }^{t} T$, for each $T \in \mathscr{S}(E, E)$. The resolvent set of $T$, res $T$, is a certain subset of $\widehat{C}$, the one-point compactification of $C$. Specifically, $\lambda \in \operatorname{res} T$ provided there is a neighborhood $V_{\lambda}$ of $\lambda$ in $\hat{C}$ and a function $R_{T}$ with domain $V_{\lambda} \cap C$ and range in $\mathscr{S}_{\mathcal{P}}(E, E)$ such that
(a) the set $\left\{R_{T}(z) x: z \in V_{\lambda} \cap C\right\}$ is a bounded subset of $E$ for each $x \in E$, and
(b) $R_{T}(z)(z I-T)=(z I-T) R_{T}(z)=I$ for all $z \in V_{\lambda} \cap C$. The complement of res $T$, in $\widehat{C}$, is the spectrum of $T$, denoted sp $T$. If $\infty \notin \mathrm{sp} T$, then $\mathrm{sp} T$ is compact in $C$ and we say $T$ is regular. We

[^35]denote by $B^{\infty}(C)$ the algebra of bounded complex-valued Baire functions on $C$, with norm $\backslash \prod_{u}=\sup _{z \in \sigma}|f(z)|$, and by $S(C)$ the Baire sets, i.e., those subsets, $A$, of $C$ whose characteristic function, $\varphi_{4}$, is in $B^{\circ}(C)$. We denote by $M^{1}$ the set of bounded Radon measures on $C$, with norm $\mu \|=\sup \left\{\left|\int_{o} f d \mu\right|: f \in B^{\circ}(C), \llbracket f \rrbracket_{u}=1\right\}$. By sup $\mu$ we mean the support of the measure $\mu$. Further information about locally convex spaces and Radon measures may be found in the well-known Bourbaki books [1] and [2]. Concerning the resolvent and spectrum of $T$, see L. Waelbroeck [10] and [11].

Turning now to spectral operators, we review some of the definitions and theorems to be found in the above mentioned work of Ionescu Tulcea [5]. See also F. Maeda [6] and H. Schaeffer [8]. The latter paper contains a monumental quantity of information about spectral measures and extensions and proofs of many of the observations listed in this paragraph. With $E$ as above, let $\mathscr{F}=\left\{\mu_{x, x^{\prime}}: x \in E, x^{\prime} \in E^{\prime}\right\}$ be a set of bounded Radon measures on $C$, indexed as indicated by $E \times E^{\prime}$. We say that $\mathscr{F}$ is a spectral family of measures if there is a continuous algebraic representation of $B^{\infty}(C)$ in $\mathscr{L}(E, E)$, denoted by $f \rightarrow U_{\mathscr{F}, f}$ (or $U_{f}$, if no confusion will ensue) such that $U_{l}=I$, and $\left\langle U_{f} x, x^{\prime}\right\rangle=\int_{o} f d \mu_{x, x^{\prime}}$ for all $x \in E, x^{\prime} \in E^{\prime}$, and $f \in B^{\infty}(C)$. The function $l$ is defined by $l(z)=1$ for all $z \in C$. By $\sup \mathscr{F}$ we mean $\overline{\bigcup_{\substack{x \in E \\ x^{\prime} \in E^{\prime}}} \sup \mu_{x, x^{\prime}}}$. We say that $T \in \mathscr{S}(E, E)$ commutes with a spectral family $\mathscr{F}$, provided $T U_{f}=U_{f} T$ for all $f \in B^{\infty}(C)$. Denote by $P_{\mathscr{F}}$ the $\mathscr{L}(E, E)$-valued function defined on $S(C)$ by $P_{\mathscr{F}}(\sigma)=U_{\varphi_{\sigma}}$. Then $P_{\mathscr{F}}$ has the following properties:
(i) $P_{\mathscr{F}}(\phi)=0$.
(ii) $P_{\mathscr{F}}(\sigma \cap \delta)=P_{\mathscr{F}}(\sigma) P_{\mathscr{F}}(\delta)$ for all $\sigma, \delta \in S(C)$.
(iii) The set function $m_{x}$, defined on $S(C)$ with values in $E$ by $m_{x}(\sigma)=P_{\mathscr{F}}(\sigma) x$, is countably additive for each $x \in E$.
(iv) $P_{\mathscr{F}}(C)=I$.

We shall call $P_{\mathscr{G}}$ the spectral measure associated with $\mathscr{F}$. It is quite common to write $\int_{\sigma} f d P_{\mathscr{F}}$ for $U_{f}$. For each $\sigma \in S(C)$, let $E_{\sigma}=P_{\mathscr{F}}(\sigma) E$. If $T \in \mathscr{L}(E, E)$ commutes with $\mathscr{F}$, then $T_{\sigma}: E_{\sigma} \rightarrow E_{\sigma}$ may be defined by $T_{\sigma} x=T x$ for all $x \in E_{\sigma}$. An element $T$ of $\mathscr{L}(E, E)$ is said to be a spectral operator if there is a spectral family $\mathscr{F}\left(=\mathscr{F}_{T}\right.$, if necessary) on $C$ such that $T$ commutes with $\mathscr{F}$ and $\operatorname{sp} T_{\sigma} \subset \sigma$ for every compact subset $\sigma$ of $C$. An element $Q$ of $\mathscr{L}(E, E)$ is said to be quasi-nilpotent if $\operatorname{limit}_{n}\left|\left\langle Q^{n} x, x^{\prime}\right\rangle\right|^{1 / n}=0$ for all $x \in E, x^{\prime} \in E^{\prime}$. An element $S$ of $\mathscr{L}(E, E)$ is said to be scalar relative to a spectral family $\mathscr{F}$ if the function $f: f(z)=z$ is $\mu_{x, x^{\prime}}$-measurable for all $\mu_{x, x^{\prime}} \in \mathscr{F}$ and $\left\langle S x, x^{\prime}\right\rangle=\int_{0} f d \mu_{x, x^{\prime}}$ for all $x \in E, x^{\prime} \in E^{\prime}$. Finally we mention con-
dition $P \mathscr{C}$ ), which is described in [5] and [6]. The central decomposition theorem of spectral theory then is that if $T$ is a spectral operator whose associated spectral family $\mathscr{F}_{r}$ satisfies condition $P \mathscr{C}$ ), there is a unique decomposition $T=S+Q$ where $S$ is scalar relative to $\mathscr{F}_{T}$ and $Q$ is quasi-nilpotent.

One last tool will be needed below, namely an "operational calculus" for regular operators. Suppose $T$ is regular. Let $\mathscr{G}(T)$ be the class of all complex-valued functions $f$, analytic on an open set $D(f)$ which contains sp $T$. Let $D$ be any Cauchy domain satisfying sp $T \subset D \subset \bar{D} \subset D(f)$. Then for each $f \in \mathscr{G}(T)$, define $f(T)=$ $1 / 2 \pi i \int_{\Gamma} f(z) R_{T}(z) d z$, where $\Gamma$ is the boundary of $D$. We then have the following theorem.

Theorem 1. For any $f \in \mathscr{G}(T), f(T)$ is a well-defined element of $\mathscr{L}(E, E)$ independent of the choice of $D$ (provided it satisfies the above conditions). Moreover, if $f$ and $g$ are both in $\mathscr{G}(T)$, then $(f+g)(T)=f(T)+g(T)$ and $(f g)(T)=f(T) g(T)$. If $\Gamma$ is a circle of sufficiently large radius to contain $\mathrm{sp} T$ in its interior, then $T=1 / 2 \pi i \int_{\Gamma} z R_{T}(z) d z$ and $I=1 / 2 \pi i \int_{\Gamma} R_{T}(z) d z$. Finally,

$$
\left\langle\int_{T} f(z) R_{T}(z) d z x, x^{\prime}\right\rangle=\int_{\Gamma}\left\langle f(z) R_{T}(z) x, x^{\prime}\right\rangle d z
$$

for every $x \in E, x^{\prime} \in E^{\prime}$, and $f \in \mathscr{G}(T), \Gamma \subset D(f)$.

The definition of Cauchy domain is to be found in Taylor's paper [9], which also contains a proof of a theorem very similar to the above which may easily be adjusted to fit the present situation. The theorem might also be considered a special case of some of the work of H. Cartan [3]. With this background we are prepared to discuss conditions under which $Q^{k}=0$ for some positive integer $k$.
2. The general case. Let $E$ be a separated, locally convex space which is barrelled and quasi-complete. Let $T$ be a spectral operator on $E$ whose spectral family $\mathscr{F}$ satisfies condition $P \mathscr{C}$ ) so that we may write $T=S+Q$. We now state our rate of growth condition:

Definition. With $E$ and $T$ as described, we say that $R_{T}$ satisfies an $m$ th-order rate of growth condition ( $m$ being a positive integer) if the set $\left\{d(z, \sigma)^{m} R_{r_{\sigma}}(z) P_{\mathscr{I}}(\sigma): z \notin \sigma, \sigma\right.$ compact $\}$ is bounded in ( $\mathscr{L}(E, E)$, $\left.\mathscr{G}_{b}\right)$. Here $d(z, \sigma)$ is the distance from $z$ to $\sigma$.

For the rest of this section we assume that $R_{T}$ satisfies an $m$ thorder rate of growth of condition.

Lemma 1. Let $n$ be a fixed positive integer, $\sigma$ a compact subset. of $C, V$ a neighborhood of zero in $\mathscr{L}(E, E)$. Then there is a finite partition of $\sigma$ by Borel sets $\left\{\sigma_{j}: j=1,2, \cdots, k\right\}$ with the property that if $\left\{\lambda_{j}: j=1,2, \cdots, k\right\}$ is any choice of $k$ complex numbers with each $\lambda_{j} \in \sigma_{j}$, then

$$
\begin{equation*}
Q^{n} P_{\mathscr{F}}(\sigma)-\sum_{j}\left(T-\lambda_{j}\right)^{n} P_{\mathscr{F}}\left(\sigma_{j}\right) \in V . \tag{1}
\end{equation*}
$$

Proof. Denoting by $f_{i}$ the function $f_{i}(z)=z^{i} \varphi_{\sigma}(z)$, for $i=1,2, \cdots$, $n$, we observe that for every $\varepsilon>0$ there is a partition $\left\{\sigma_{j}: j=\right.$ $1,2, \cdots, k\}$ of $\sigma$ such that $\sum_{j} \lambda_{j}^{i} \varphi_{\sigma_{j}}-f_{i} \|_{u}<\varepsilon$ for all $i=1,2, \cdots, n$, where the $\lambda_{j}$ are arbitrary in $\sigma_{j}$. Next, since the mapping $f \rightarrow U_{f}$ is continuous, it follows that $S^{i} P_{\mathscr{I}}(\sigma)=U_{f_{i}}$ may be approximated in the topology of $\mathscr{L}(E, E)$ by operators of the form $\sum_{j} \lambda_{j}^{i} P_{\mathscr{F}}\left(\sigma_{j}\right)$, uniformly for $i=1,2, \cdots, n$, and for $\lambda_{j} \in \sigma_{j}$. The theorem may now be proved by considering

$$
Q^{n} P_{\mathscr{F}}(\sigma)=(T-S)^{n} P_{\mathscr{F}}(\sigma)=\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} T^{n-i} S^{i} P_{\mathscr{F}}(\sigma) .
$$

Given $V$, choose $U$, an equilibrated neighborhood of zero in $\mathscr{L}(E, E)$, such that $\sum_{i=0}^{n}\binom{n}{i} U \subset V$. For each $i=0,1, \cdots, n$, choose a neighborhood $W_{i}$ of zero in $\mathscr{S}(E, E)$ such that $A \in W_{i}$ implies $T^{n-i} A \in U$. Finally, choose $\left\{\sigma_{j}\right\}$ so that $\sum_{j} \lambda_{j}^{i} P_{\mathscr{F}}\left(\sigma_{j}\right)-S^{i} P_{\mathscr{F}}(\sigma) \in \cap i W_{i}$. Then,

$$
\sum_{i}(-1)^{i}\binom{n}{i} \sum_{j} T^{n-i} \lambda_{j}^{i} P_{\mathscr{F}}\left(\sigma_{j}\right)-\sum_{i}(-1)^{i}\binom{n}{i} T^{n-i} S^{i} P_{\mathscr{F}}(\sigma) \in V .
$$

But the first term in this last expression is just $\sum_{j}\left(T-\lambda_{j}\right)^{n} P_{\mathscr{F}}\left(\sigma_{j}\right)$. so that (1) is proved.

Lemma 2. For every bounded subset $B$ of $E$, every equicontinuous subset $B^{\prime}$ of $E^{\prime}$, and every positive integer $n$, there is a positive real number $M=M\left(B, B^{\prime}, n\right)$ such that

$$
\begin{equation*}
\left|\left\langle Q^{n} P_{\mathscr{F}}(\sigma) x, x^{\prime}\right\rangle\right| \leqq M \varepsilon^{n-m+1} \tag{2}
\end{equation*}
$$

for all $x \in B, x^{\prime} \in B^{\prime}$, provided $0<\varepsilon \leqq 1$ and $\sigma$ is a Borel set of diameter $\leqq \varepsilon$.

Proof. If $\sigma$ is empty there is no problem. Next consider the case where $\sigma$ is a nonvoid compact subset of $C$, and fix $\eta>0$. By Lemma 1 there is a partition $\left\{\sigma_{j}\right\}$ of $\sigma$ such that

$$
\begin{equation*}
\left|\left\langle Q^{n} P_{\mathscr{F}}(\sigma) x, x^{\prime}\right\rangle-\left\langle\sum_{j}\left(T-\lambda_{j}\right)^{n} P_{\mathscr{F}}\left(\sigma_{j}\right) x, x^{\prime}\right\rangle\right|<\eta \tag{3}
\end{equation*}
$$

for all $x \in B, x^{\prime} \in B^{\prime}$. Using any point in $\sigma$ as center, construct a
circle, $\Gamma$, of radius $2 \varepsilon$. Then $|z-\lambda| \geqq \varepsilon$ for all $z \in \Gamma, \lambda \in \sigma$. Then, for all $x \in B, x^{\prime} \in B^{\prime}$,

$$
\begin{aligned}
\mid\left\langle\sum_{j}( \right. & \left.\left.T-\lambda_{j}\right)^{n} P_{\mathscr{F}}\left(\sigma_{j}\right) x, x^{\prime}\right\rangle \mid \\
& =\left|\left\langle\sum_{j} \frac{1}{2 \pi i} \int_{\Gamma}\left(z-\lambda_{j}\right)^{n} R_{T_{\sigma}}(z) d z P_{\mathscr{F}}\left(\sigma_{j}\right) x, x^{\prime}\right\rangle\right| \\
& =\frac{1}{2 \pi}\left|\int_{\Gamma}\left\langle\sum_{j}\left(z-\lambda_{j}\right)^{n} R_{T_{\sigma}}(z) P_{\mathscr{F}}\left(\sigma_{j}\right) x, x^{\prime}\right\rangle d z\right| \\
& \leqq \frac{1}{2 \pi} L(\Gamma) \sup _{z \in \Gamma}\left|\left\langle\sum_{j}\left(z-\lambda_{j}\right)^{n} P_{\mathscr{F}}\left(\sigma_{j}\right) R_{T_{\sigma}}(z) P_{\mathscr{F}}(\sigma) x, x^{\prime}\right\rangle\right| \\
& =2 \varepsilon \sup _{z \in \Gamma}\left|\left\langle\int_{\sigma} \sum_{j}\left(z-\lambda_{j}\right)^{n} \varphi_{\sigma_{j}}(\lambda) d P_{\mathscr{F}}(\lambda) R_{r_{\sigma}}(z) P_{\mathscr{F}}(\sigma) x, x^{\prime}\right\rangle\right| .
\end{aligned}
$$

Let $g_{z}(\lambda)=\sum_{j}\left(z-\lambda_{j}\right)^{n} \varphi \sigma_{j}(\lambda)$ be the integrand function in the spectral integral in this last expression. Then the above computation implies

$$
\begin{equation*}
\left|\left\langle\sum_{j}\left(T-\lambda_{j}\right)^{n} P_{\mathscr{F}}\left(\sigma_{j}\right) x, x^{\prime}\right\rangle\right| \leqq 2 \varepsilon \sup _{z \in \Gamma}\left|\left\langle U_{g_{z}} R_{T_{\sigma}}(z) P_{\mathscr{F}}(\sigma) x, x^{\prime}\right\rangle\right| . \tag{4}
\end{equation*}
$$

Since $\sup _{z \in \Gamma} \llbracket g_{z} \rrbracket_{u} \leqq(3 \varepsilon)^{n}$ and the set $\left\{U_{f}: \llbracket f \rrbracket_{u} \leqq 1\right\}$ is equicontinuous, corresponding to $B^{\prime}$ we may find a neighborhood $W$ of zero in $E$ such that

$$
\begin{equation*}
\left|\left\langle U_{g_{z}} y, x^{\prime}\right\rangle\right| \leqq(3 \varepsilon)^{n} \tag{5}
\end{equation*}
$$

for all $y \in W$, and $x^{\prime} \in B^{\prime}$. It is apparent that $W$ is independent of $\varepsilon$, of $\sigma$, of the choice of $\left\{\sigma_{j}\right\}$, and of $z \in \Gamma$. But $B$ and $W$ determine a neighborhood of zero in $\mathscr{S}(E, E)$. Consequently, from the rate of growth condition, there is $\alpha>0$ such that

$$
\begin{equation*}
d(z, \sigma)^{m} \alpha^{-1} R_{T_{\sigma}}(z) P_{\mathscr{F}}(\sigma) x \in W \tag{6}
\end{equation*}
$$

for all $x \in B, \alpha$ being dependent only on $B$ and $B^{\prime}$ (by way of $W$ ).
Substituting (6) in (5) gives, for all $z \in \Gamma$,

$$
\begin{equation*}
\left|\left\langle U_{g_{z}} R_{T_{\sigma}}(z) P_{\mathscr{F}}(\sigma) x, x^{\prime}\right\rangle\right| \leqq \alpha(3 \varepsilon)^{n} d(z, \sigma)^{-m} \leqq \alpha 3^{m} \varepsilon^{n-m} . \tag{7}
\end{equation*}
$$

Letting $M=2 \cdot 3^{n} \alpha$ and substituting (7) in (4) and (3) we have

$$
\begin{aligned}
\left|\left\langle Q^{n} P_{\mathscr{F}}(\sigma) x, x^{\prime}\right\rangle\right| & \leqq\left|\left\langle\sum_{i}\left(T-\lambda_{j}\right)^{n} P_{\mathscr{F}}\left(\sigma_{j}\right) x, x^{\prime}\right\rangle\right|+\eta \\
& \leqq M \varepsilon^{n-m+1}+\eta
\end{aligned}
$$

for all $x \in B, x^{\prime} \in B^{\prime}$, with $M$ dependent only on $B, B^{\prime}$, and $n$. Since $\eta$ is arbitrary, the theorem is proved under the additional assumption that $\sigma$ be compact. However, the general case may be readily deduced from this one.

Theorem 2. Let $\sigma$ be a Borel set in $C$ whose Hausdorff p-mea-
sure is zero for some $p$. Then, for all $k \geqq p+m-1, Q^{k} P_{\mathscr{F}}(\sigma)=0$.
Proof. The hypothesis asserts that for every $\varepsilon>0$ there is a partition $\left\{\sigma_{j}\right\}$ of $\sigma$ by finitely or countably many Borel sets of diameters $\varepsilon_{j}$ respectivly such that $\varepsilon_{j} \leqq 1$ for all $j$ and $\sum_{j} \varepsilon_{j}^{p}<\varepsilon$. Let $k=p+m-1$. Then

$$
\left|\left\langle Q^{k} P_{\mathscr{F}}(\sigma) x, x^{\prime}\right\rangle\right| \leqq \sum_{j}\left|\left\langle Q^{k} P_{\mathscr{F}}\left(\sigma_{j}\right) x, x^{\prime}\right\rangle\right| \leqq \sum_{j} M \varepsilon_{i}^{k+1-m} \leqq M \varepsilon,
$$

where $M$ depends on $x, x^{\prime}$, and $k$. Since $\varepsilon, x$, and $x^{\prime}$ are arbitrary, we are done.

Theorem 3. $Q^{m+2}=0$.
Proof. Let $p=3, \sigma=\sup \mathscr{F}$, and $k=3+m-1=m+2$ in the previous theorem.
3. Variations on the theme. In the case where $E$ is a Banach space, McCarthy has pointed out a number of variations on Theorem 3. The simplest of these, equally valid in our locally convex setting, flow directly from Theorem 2 when the $p$-measure of $\operatorname{sp} T$ or of $\sup \mathscr{F}$ is 0 for $p=1$ or 2 . An entirely different type of variation (also considered in [7]) may be discovered by observing that certain well-known Banach spaces may be embedded in $E$ or $E^{\prime}$. As in part 2 we assume that $T=S+Q$ is a spectral operator whose resolvent satisfies an $m$ th-order rate of growth condition.

Theorem 4. For every $x \in E$, and $x^{\prime} \in E^{\prime}$, the measure $\mu_{Q^{m+1} 1_{x, x^{\prime}}}$ has base Lebesgue planar measure, $\lambda$. In fact, for every bounded set $B$ in $E$, and equicontinuous set $B^{\prime}$ in $E^{\prime}$, there is $N=N\left(B, B^{\prime}\right)$ such that for all Borel sets $\sigma$, all $x \in B$, and all $x^{\prime} \in B^{\prime}$, we have

$$
\mu_{e^{m+1_{x}, x^{\prime}}}(\sigma) \leqq N \lambda(\sigma) .
$$

Proof. Actually we prove this for $\mu_{2}$, Hausdorff 2-measure in the plane, but this is equivalent to proving it for $\lambda$. Let $\sigma$ be a Borel set in the plane of finite $\mu_{2}$ measure, and $\varepsilon>0$. Partition $\sigma$ by Borel sets $\left\{\sigma_{i}\right\}$ such that the diameter of $\sigma_{i}$ is less than $\varepsilon_{i}$, with $0<\varepsilon_{i} \leqq 1$, and $\sum_{i} \varepsilon_{i}^{2}<\mu_{2}(\sigma)+\varepsilon$. Letting $n=m+1$ in Lemma 2, we find that for each $B, B^{\prime}$ as described in the Theorem, there is $M>0$ such that $\left|\left\langle Q^{m+1} P_{\mathscr{F}}\left(\sigma_{i}\right) x, x^{\prime}\right\rangle\right| \leqq M \varepsilon_{i}^{2}$ for all $x \in B, x^{\prime} \in B^{\prime}$, and $i$. Consequently, $\left|\left\langle Q^{m+1} P_{\mathscr{F}}(\sigma) x, x^{\prime}\right\rangle\right| \leqq \sum_{i} M \varepsilon_{i}^{2} \leqq M\left(\mu_{2}(\sigma)+\varepsilon\right)$ for all $x \in B$, and $x^{\prime} \in B^{\prime}$. Since $\varepsilon$ is arbitrary, we are done.

We now denote by $g_{x, x^{\prime}}$ the Radon-Nikodym derivative of $\mu_{\mathrm{Q}^{m+1} 1_{x, x^{\prime}}}$ with respect to $\lambda$. If $f$ and $g$ are two elements of $B^{\circ}(C)$ which agree
$\lambda$-almost everywhere, then for all $x \in E, x^{\prime} \in E^{\prime}$, we have

$$
\left|\left\langle U_{f-g} Q^{m+1} x, x^{\prime}\right\rangle\right|=\left|\int_{C}(f-g) g_{x, x^{\prime}} d \lambda\right|=0 .
$$

Hence $U_{f} Q^{m+1}=U_{g} Q^{m+1}$. Moreover, if $\left\{f_{n}\right\}$ is a sequence of simple functions which converges to $f$ in $L_{1}(C)$, then $U_{f_{n}} Q^{m+1}$ is a sequence which converges in $\mathscr{P}(E, E)$ to an operator which we denote by $U_{f} Q^{m+1}$. In this case $\left\langle U_{f} Q^{m+1} x, x^{\prime}\right\rangle=\int_{o} f d \mu_{Q^{m+1}, x^{\prime}}$.

We have already seen that $Q^{m+2}=0$. If we now assume $Q^{m+1} \neq 0$, by letting $\sigma=\sup \mathscr{F}$, we see that for some $x, x^{\prime}, \mu_{Q^{m+1}, x_{x}}(\sigma) \neq 0$. Consequently there is a set $\tau$, compact if necessary, with nonvoid interior and a number $a>0$, such that $\lambda(\tau) \neq 0$ and $\left|g_{x, x^{\prime}}(z)\right|>a$ for all $z \in \tau$.

These two constructions are the basis for the embedding procedures mentioned above. The basic idea is to assume $E$ has some property which is inherited by all of its closed linear subspaces. Then, if $Q^{m+1} \neq 0$, we may embed a suitable space (perhaps an $L_{p}$-space) in $E$ or $E^{\prime}$ which does not have the property, thus obtaining a contradiction. In a written communication, McCarthy has suggested that $C(\tau)$ would be better than the $L_{\infty}(\tau)$ used in his paper for the case where $E$ is assumed weakly complete. As an indication of some of the details involved in such a construction, we prove here the following:

## Theorem 5. If $E$ is semi-reflexive, then $Q^{m+1}=0$.

Proof. As indicated, we assume $Q^{m+1} \neq 0$ and construct $\tau$ and $a$ corresponding to some $x_{0}, x_{0}^{\prime}$. Define $\Phi: L_{1}(\tau) \rightarrow E$ by the formula

$$
\Phi(f)=U_{f_{\varphi_{\tau}}} Q^{m+1} x_{0} .
$$

Fix $\varepsilon>0$ and let $B^{\prime}$ be an arbitrary equicontinuous subset of $E^{\prime}$. Then for any $x^{\prime} \in B^{\prime}$,

$$
\begin{aligned}
\left|\left\langle\Phi(f), x^{\prime}\right\rangle\right| & =\left|\left\langle U_{f_{\varphi_{\tau}}} Q^{m+1} x_{0}, x^{\prime}\right\rangle\right| \\
& =\left|\int_{\tau} f d \mu_{Q^{m+1} x_{0}, x^{\prime}}\right| \leqq N \backslash f \coprod_{L_{1}(\tau)},
\end{aligned}
$$

where $N$ is chosen according to Theorem 4 with $B=\left\{x_{0}\right\}$. Thus $\left|\left\langle\Phi(f), x^{\prime}\right\rangle\right|<\varepsilon$ for all $x^{\prime} \in B^{\prime}$ whenever $\llbracket f \rrbracket_{L_{1}}<\varepsilon / N$. Since $B^{\prime}$ is arbitrary, $\Phi$ is continuous. To see that $\Phi$ is one-to-one, first define $f^{*}$ for each $f$ in $L_{1}^{0}(\tau)$ by

$$
f^{*}(z)= \begin{cases}\overline{f(z)} /|f(z)| & \text { when } \\ 0(z) \neq 0, \\ 0 & \text { when } \\ f(z)=0 .\end{cases}
$$

Then $f^{*}$ is in $B^{\infty}(C)$ so that we may define $y^{\prime}={ }^{t}\left(\int_{\tau} f^{*} / g_{x_{0}, x_{0}} d P_{\mathscr{F}}\right) x_{0}^{\prime}$. Then $\left\langle\Phi(f), y^{\prime}\right\rangle=\int_{\tau} f f^{*} d \lambda=\int_{\tau}|f| d \lambda=\ f \boldsymbol{L}_{L_{1}(\tau)}$. Thus the kernel of $\Phi$ is zero. To show that $\Phi^{-1}$ is continuous on the range of $\Phi$ it is sufficient to find, for each $\varepsilon>0$, an equicontinuous set $B^{\prime}$ in $E^{\prime}$ such that $\llbracket f \rrbracket_{L_{1}}<\varepsilon$ whenever $\left|\left\langle\Phi(f), x^{\prime}\right\rangle\right| \leqq \varepsilon$ for all $x^{\prime} \in B^{\prime}$. The set

$$
B=\left\{\int_{\tau} f^{*} / g_{x_{0}, x_{0}} d P_{\mathscr{F}}: f \in L_{1}^{0}(\tau)\right\}
$$

is an equicontinuous subset of $\mathscr{C}(E, E)$. Consequently the set $B^{\prime}=$ $\left\{{ }^{t} A x_{0}^{\prime}: A \in B\right\}$ is equicontinuous in $E^{\prime}$. Finally,

$$
\begin{aligned}
\boldsymbol{\|} f \boldsymbol{\Xi}_{L_{1}(\tau)} & =\left|\int_{\tau}\right| f\left|/ g_{x_{0}, x_{0}} d \mu_{Q^{m+1} x_{x_{0}}, x_{0}}\right| \\
& =\left|\left\langle U_{f_{\varphi_{\tau}}} Q^{m+1} x_{0}, \quad\left(\int_{\tau} f^{*} / g_{x_{0}, x_{0}} d P_{\mathscr{F}}\right) x_{0}^{\prime}\right\rangle\right| \\
& \leqq \sup _{A \in B}\left|\left\langle\Phi(f),{ }^{t} A x_{0}\right\rangle\right|=\sup _{x^{\prime} \in B^{\prime}}\left|\left\langle\Phi(f), x^{\prime}\right\rangle\right| .
\end{aligned}
$$

Consequently, $\Phi\left(L_{1}(\tau)\right)$ is a closed linear subspace of $E$ which is isomorphic in both algebraic and topological sense to $L_{1}(\tau)$. This contradicts the assumption that $E$ is semi-reflexive, hence the Theorem is proved.
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# ON THE ELEMENTARY RENEWAL THEOREM FOR NON-IDENTICALLY DISTRIBUTED VARIABLES 

Walter L. Smith

1. Introduction. Let $\left\{X_{n}\right\}$ be a sequence of independent, identically distributed random variables with $0<E X_{n}<\infty$; write $\mathrm{S}_{n}=$ $X_{1}+X_{2}+\cdots+X_{n}$; let $N_{x}$ be the number of partial sums $S_{n} \leq x$; write $H(x)=E N_{x}$. The Elementary Renewal Theorem states that under certain conditions $H(x) / x \rightarrow\left\{E X_{n}\right\}^{-1}$ as $x \rightarrow \infty$.

Kawata (1956) has proved a result which, as we shall see below, is equivalent to a generalization of the Elementary Renewal Theorem to the case in which the $\left\{X_{n}\right\}$ are non-identically distributed. Unfortunately, he found it necessary to impose quite heavy restrictions upon the distribution functions involved. In this note we shall also be concerned with the proof of the Elementary Renewal Theorem for non-identically distributed random variables, but under substantially weaker conditions than Kawata's. This renewal theorem, essentially, provides an asymptotic estimate to the sum $\sum_{n=1}^{\infty} P\left\{S_{n} \leqq x\right\}$; actually, we shall discuss in this paper the asymptotic behavior of more general sums $\sum_{n=1}^{\infty} a_{n} P\left\{S_{n} \leqq x\right\}$, for certain general classes of positive coefficient-sequences $\left\{a_{n}\right\}$. Such more general sums have also been considered by Hatori (1959), (1960), who followed Kawata's general line of attack, however, and was consequently led to assume unduly restrictive conditions.

It is well if we point out that there is another line of inquiry which could be pursued in the present context, one with which the present investigation must not be confused. Instead of considering $N_{x}$, one could define a random variable $M_{x}$ as the least $m$ for which $S_{m}>x$, and then study the asymptotic behavior of $E M_{x} / x$. The latter problem (also for non-identically distributed $\left\{X_{n}\right\}$ ) has been tackled in recent work announced by Robbins and Chow (1962)*. However, as might be expected, the problem we consider and the problem considered by Robbins and Chow differ in important respects, in general. Indeed, a reference to Theorem A, which we quote below, will show that one can construct a sequence of independent and identically distributed random variables with a finite first moment, for which $E M_{x}$ is finite but $E N_{x}$ is infinite. Evidently conditions which are

Received June 7, 1962, and in revised form March 7, 1963.
This research was supported by the Office of Naval Research under contract No. Ncnr-855 (09) for research in probability and statistics at the University of North Carolina, Chapel Hill, N. C. Reproduction in whole or in part is permitted for any purpose of the United States Government.

* Footnote added in proof:-The details of this work have now appeared in Ann. Math. Statist., 34 (1963), 390-395.
adequate for a study of $M_{x}$ may prove inadequate for a similar study of $N_{x}$. However, when all the $\left\{X_{n}\right\}$ are nonnegative we have an exceptional case; for then $M_{x}=N_{x}+1$, and the distinction between the two lines of inquiry disappears. Our main result, Theorem 1 announced below, is more general than the one announced by Robbins and Chow, for the case of nonnegative random variables.

Let us write $F_{n}(x) \equiv P\left\{X_{n} \leqq x\right\}$ and $G_{n}(x) \equiv P\left\{S_{n} \leqq x\right\}$; we shall also need the unit function $U(x) \equiv P\{0 \leqq x\}$.

The function $L(x)$, defined for all sufficiently large $x$, is said to be a function of slow growth if, for every $c>0$

$$
\begin{equation*}
\frac{L(c x)}{L(x)} \rightarrow 1, \quad \text { as } x \rightarrow \infty . \tag{1.1}
\end{equation*}
$$

It follows from the work of Karamata (1930), that a nonnegative function of slow growth can always be represented thus:

$$
\begin{equation*}
L(x)=\frac{a(x)}{x} \exp \left\{\int_{1}^{x} \frac{a(u)}{u} d u\right\}, \tag{1.2}
\end{equation*}
$$

where $a(x)$ is a function which tends to unity as $x$ tends to infinity. An easy consequence of this representation (1.2) is that the convergence (1.1) takes place uniformly with respect to $c$ in any interval not containing the origin.

As a final preliminary we must say a word about the non-negative coefficient-sequences $\left\{a_{n}\right\}$ which we consider. For such a sequence we shall suppose there exist numbers $\alpha>0, \gamma \geqq 0$, and some nonnegative function of slow growth $L(x)$, such that

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n} x^{n} \sim \frac{\alpha}{(1-x)^{\gamma}} L\left(\frac{1}{1-x}\right), \quad \text { as } x \rightarrow 1-0 . \tag{1.3}
\end{equation*}
$$

By an appeal to a Tauberian theorem due to Karamata (Hardy, 1949, p. 166) it is possible to deduce from (1.3) that

$$
\begin{equation*}
\sum_{n=1}^{N} a_{n} \sim \frac{\alpha N^{\gamma} L(N)}{\Gamma(1+\gamma)}, \quad \text { as } N \rightarrow \infty, \tag{1.4}
\end{equation*}
$$

although we shall omit details of this deduction. Conversely, if one starts from (1.4) then an appropriate Abelian theorem will show that (1.3) follows. Thus (1.3) and (1.4) are equivalent assumptions on the nonnegative $\left\{a_{n}\right\}$. We also note, as an easy deduction from (1.4), that

$$
\begin{equation*}
a_{n}=o\left(n^{\gamma} L(n)\right), \quad \text { as } n \rightarrow \infty . \tag{1.5}
\end{equation*}
$$

In connection with these sequences $\left\{a_{n}\right\}$ we need to define an index:

Definition. An index $k$ of the sequence $\left\{a_{n}\right\}$ is any number $k$ such that $a_{n}=O\left(n^{k}\right)$.

If we write $k^{*}$ for the greatest lower bound of the indexes of the sequence $\left\{a_{n}\right\}$ then $k^{*}$ may or may not be an index itself. From (1.5) it is clear that $k^{*} \leqq \gamma$. On the other hand, we can infer from (1.4) that $k^{*} \geqq \gamma-1$ and that $\gamma-1$ can only be an index if $L(n)$ is a bounded function. We have, therefore,

Lemma 1. If $k^{*}$ is the greatest lower bound of the indexes of $\left\{a_{n}\right\}$ then $\gamma-1 \leqq k^{*} \leqq \gamma ;$ the number $\gamma-1$ cannot be an index unless $L(n)$ is a bounded function.

The main result of this paper can now be stated.
Theorem 1. Suppose the following conditions hold.
(T1) $\left\{X_{n}\right\}$ is a sequence of independent random variables with distribution functions $\left\{F_{n}(x)\right\}$ and finite expectations $\mu_{n}=E X_{n}$, such that

$$
\begin{equation*}
\frac{\mu_{1}+\mu_{2}+\cdots+\mu_{n}}{n} \rightarrow \mu, \quad \text { as } n \rightarrow \infty, \tag{1.6}
\end{equation*}
$$

where $\mu$ finite and strictly positive.
(T2) For every $\varepsilon>0$

$$
\begin{equation*}
\int_{n \varepsilon}^{\infty} \frac{1}{n} \sum_{r=1}^{n}\left\{1-F_{r}(x)\right\} d x \rightarrow 0, \quad \text { as } n \rightarrow \infty \tag{1.7}
\end{equation*}
$$

(T3) For some $\alpha>0, \gamma \geqq 0$, and some nonnegative function of slow growth $L(x)$, the sequence of nonnegative constants $\left\{a_{n}\right\}$ satisfies either of the equivalent asymptotic relations (1.3) or (1.4).
(T4) $\sum_{n=1}^{\infty} a_{n}$ diverges.
Then, if we write $G_{n}(x)=P\left\{X_{1}+X_{2}+\cdots+X_{n} \leqq x\right\}$, in order that

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n} G_{n}(x) \sim \frac{\alpha L(x)}{\Gamma(1+\gamma)}\left(\frac{x}{\mu}\right)^{\gamma}, \quad \text { as } x \rightarrow \infty, \tag{1.8}
\end{equation*}
$$

it is sufficient that one of the following two sets of conditions, (T5) or (T6), hold.
(T5) The $X_{n}$ are nonnegative, in which case it will be proved that there necessarily exists some unbounded non-decreasing function $l(n)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{r=1}^{n} \int_{0}^{r / l(r)}\left\{1-F_{r}(x)\right\} d x=\mu . \tag{1.9}
\end{equation*}
$$

(T6) (a) If $k$ is an index of $\left\{a_{n}\right\}$, then there is a distribution function $K(x)$ of a negative-valued random variable with a finite moment of order $(k+2)$, such that $K(x) \geqq F_{n}(x)$ for all $n$ and all $x$; (b) If $-\kappa$ is the first moment of $K(x)$, then for some $v>\kappa$ and every $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \inf \int_{-\infty}^{\varepsilon n / \log n} \frac{1}{n} \sum_{r=1}^{n}\left\{U(x)-F_{r}(x)\right\} d x>2 \sqrt{(k+1) v \varepsilon} \tag{1.10}
\end{equation*}
$$

In condition (T4) above we have required that $\sum_{n=1}^{\infty} a_{n}$ shall diverge; it will be appreciated that this assumption is made only to avoid triviality. A consequence of the divergence of $\sum_{n=1}^{\infty} a_{n}$ is that the index $k \geqq-1$; therefore the distribution function $K(x)$ which appears in condition (T6)(a) will always have a finite mean; this justifies the introduction of $-\kappa$ in condition (T6)(b).

The special case of Theorem 1 in which the $\left\{X_{n}\right\}$ are nonnegative can be given the following form.

Theorem 2. Suppose that (i) $\left\{X_{n}\right\}$ is a sequence of nonnegative random variables such that (T1) and (T2) of Theorem 1 hold; (ii) $A(n)$ is a non-decreasing function of $n$ for which constants $\alpha>0$, $\gamma \geqq 0$, and a nonnegative function of slow growth $L(n)$, can be found such that

$$
\begin{equation*}
A(n) \sim \alpha n^{\gamma} L(n), \quad \text { as } n \rightarrow \infty \tag{1.11}
\end{equation*}
$$

Then it follows that

$$
\begin{equation*}
E A\left(N_{x}\right) \sim \alpha\left(\frac{x}{\mu}\right)^{\gamma} L(x), \quad x \rightarrow \infty . \tag{1.12}
\end{equation*}
$$

We note that by letting $A(n)=n$ in Theorem 2 we obtain a version of the Elementary Renewal Theorem for independent, nonidentically distributed, nonnegative random variables. Alternatively, by taking $a_{n}=1$ for all $n$ in Theorem 1, we obtain the following version for the case when the random variables may assume negative values.

Theorem 3. If conditions (T1) and (T2) of Theorem 1 hold; and if both parts of (T6) hold for $k=0$, then

$$
\begin{equation*}
\frac{H(x)}{x} \rightarrow \frac{1}{\mu}, \quad \text { as } x \rightarrow \infty, \tag{1.13}
\end{equation*}
$$

where $H(x)=\sum_{n=1}^{\infty} G_{n}(x)$ is the expected number of partial sums $S_{n} \leqq x$.

From (1.13) we can infer that, for any fixed $h>$

$$
\begin{equation*}
\frac{1}{t} \int_{t}^{t+h} H(x) d x \rightarrow \frac{h}{\mu}, \quad \text { as } t \rightarrow \infty \tag{1.14}
\end{equation*}
$$

Therefore

$$
\frac{1}{t} \int_{0}^{t}\{H(x+h)-H(x)\} d x \rightarrow \frac{h}{\mu}, \quad \text { as } t \rightarrow \infty
$$

or, in other words,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \sum_{n=1}^{\infty} P\left\{x<S_{n} \leqq x+h\right\} d x=\frac{h}{\mu} \tag{1.15}
\end{equation*}
$$

This last limit (1.15) is the form taken by Kawata's result (1956); we see that it is implied by the simpler statement (1.13). On the other hand it is not difficult to deduce (1.13) from (1.15), so that (1.15) seems an unduly complicated form for the result. For (1.15) is equivalent to (1.14); and from (1.14) and the monotone character of $H(x)$ we can infer that $\lim \sup H(t) / t \leqq \mu^{-1}$ and lim inf $H(t+h) / t \geqq \mu^{-1}$.

We close this introduction with some remarks about the conditions of Theorem 1. The easiest proofs of the Elementary Renewal Theorem for the case of identically distributed random variables make use of the weak law of large numbers to show that $S_{n} / n \rightarrow \mu$ in probability, as $n \rightarrow \infty$. The present investigation will also depend on establishing such weak convergence of $S_{n} / n$, and conditions (T1) and (T2), aided by (T6)(a) when the random variables can take negative values, are concerned with this task.

To understand the raison d'être of condition (T6)(b) it is necessary to inquire a little into our mode of proof. We shall, as just noted, begin by establishing that $S_{n} / n \rightarrow \mu$ in probability. If only $S_{n}$ would not fluctuate too violently about its expected value $n \mu$ our theorems would then be an easy consequence of this weak law of large numbers. Unfortunately, considerable deviation of $S_{n}$ from $n \mu$ is possible; the main obstacle we have to overcome is presented by sequences $\left\{S_{n}\right\}$ which tend to decrease steadily over long stretches of $n$ and then indulge in a rare, but very large, increase in value. This kind of awkward behavior is exemplified by sequences $\left\{F_{n}(x)\right\}$ which assign nearly all the probability to the negative values of $x$ and reserve only a very small probability for positive values of $x$, necessarily located at very high positive values in order to make the expectations come right. Condition (T6)(b) is concerned with controllingthis kind of awkwardness.

Condition (T6)(a), which is unnecessary when the random variables are nonnegative, is introduced to ensure the finiteness of the quantities with which we deal; it will be understood better in relation to the following theorem, which we shall use later in this paper but prove elsewhere (Smith (1964)).

Theorem A.* If $\left\{X_{n}\right\}$ is a sequence of independent and identically distributed random variables with $0<E X_{n}<\infty$, and if $k \geqq 1$, then a necessary and sufficient condition for the convergence of the series

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{k} P\left\{X_{1}+X_{2}+\cdots+X_{n} \leqq x\right\},-\infty<x<+\infty, \tag{1.16}
\end{equation*}
$$

is that $E\left\{\left|\min \left(0, X_{n}\right)\right|^{\mid k+2}\right\}<\infty$. Furthermore, when this condition is met, if $X_{0}$ is any other random variable, independent of the $\left\{X_{n}\right\}$, such that $E\left\{\left|\min \left(0, X_{0}\right)\right|^{k+2}\right\}<\infty$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{k} P\left\{X_{0}+X_{1}+\cdots+X_{n} \leqq x\right\},-\infty<x<+\infty \tag{1.17}
\end{equation*}
$$

is also convergent.
Thus we see that (T6)(a) must be satisfied when the $\left\{X_{n}\right\}$ are identically distributed, and it therefore seems reasonable to require the satisfaction of some condition like (T6)(a) even in the general case, if we are to ensure the finiteness of the left-hand side of (1.8).
2. Some preliminary lemmas. We begin by showing that the conditions of Theorem 1 are sufficient to ensure that $S_{n} / n \rightarrow \mu$ in probability as $n \rightarrow \infty$. This could be done by appeal to classical results; however, it is not difficult to proceed from first principles, and our proof conveniently introduces an argument of a sort which we shall use several times in the course of this paper.

Lemma 2. If conditions (T1) and (T2) hold, then a sufficient condition for ensuring that $S_{n} / n \rightarrow \mu$ in probability as $n \rightarrow \infty$ is either: (a) the random variables $\left\{X_{n}\right\}$ are nonnegative; or (b) condition (T6)(a) holds with $k=-1$.

Proof. Consider first the case of a sequence of independent, nonnegative, random variables $\left\{X_{n}\right\}$ whose distribution functions satisfy (T2) and whose mean values satisfy the condition that $\mu_{1}+\mu_{2}+\cdots+\mu_{n}=O(n)$, a condition less restrictive than (1.6). Write $m_{n}=n^{-1}\left(\mu_{1}+\mu_{2}+\cdots+\mu_{n}\right)$

[^36]and let $\eta$ be a small strictly positive number. Then, in virtue of a familiar inequality, for every fixed $t \geqq 0$ we have
$$
P\left\{S_{n} \leqq n\left(m_{n}-\eta\right)\right\} \leqq e^{n\left(m_{n}-\eta\right) t} E\left\{e^{-t s_{n}}\right\} .
$$

Furthermore, if we make use of the Laplace-Stieltjes transforms

$$
\Phi_{j}(t)=\int_{0-}^{\infty} e^{-t x} d F_{j}(x),
$$

we may rewrite this last inequality thus:

$$
P\left\{S_{n} \leqq n\left(m_{n}-\eta\right)\right\} \leqq e^{n\left(m_{n}-\eta\right) t} \prod_{j=1}^{n} \Phi_{j}(t)
$$

But, as may easily be verified,

$$
\Phi_{j}(t) \leqq e^{\phi_{j}(t)-1} ;
$$

and so we have that

$$
\begin{equation*}
P\left\{S_{n} \leqq n\left(m_{n}-\eta\right)\right\} \leqq e^{W_{n}(t)}, \tag{2.1}
\end{equation*}
$$

where, after some integrations by parts, we see that

$$
\begin{equation*}
W_{n}(t)=n\left(m_{n}-\eta\right) t-t \sum_{j=1}^{n} \int_{0}^{\infty} e^{-t x}\left\{1-F_{j}(x)\right\} d x . \tag{2.2}
\end{equation*}
$$

Choose a small $\varepsilon>0$ and set

$$
\delta_{n}(\varepsilon)=\int_{n \varepsilon}^{\infty} \frac{1}{n} \sum_{j=1}^{n}\left\{1-F_{j}(x)\right\} d x ;
$$

by (T2), $\delta_{n}(\varepsilon) \rightarrow 0$ as $n \rightarrow \infty$. From (2.2) we then deduce that

$$
\begin{equation*}
W_{n}(t) \leqq n\left(m_{n}-\eta\right) t-n t e^{-n t \varepsilon}\left[\delta_{n}(0)-\delta_{n}(\varepsilon)\right] . \tag{2.3}
\end{equation*}
$$

If we observe that $\delta_{n}(0)=m_{n}$ and put $t=(n \sqrt{\varepsilon})^{-1}$ in (2.3), we find that

$$
\begin{align*}
& W_{n}\left(\frac{1}{n \sqrt{\varepsilon}}\right) \leqq \frac{m_{n}-\eta}{\sqrt{\bar{\varepsilon}}}-\frac{\exp (-\sqrt{\varepsilon})}{\sqrt{\varepsilon}}\left[m_{n}-\delta_{n}(\varepsilon)\right]  \tag{2.4}\\
& \quad=\frac{1}{\sqrt{\varepsilon}}\left\{m_{n}[1-\exp (-\sqrt{\varepsilon})]+\exp (-\sqrt{\varepsilon}) \delta_{n}(\varepsilon)-\eta\right\}
\end{align*}
$$

Recall that $m_{n}$ is positive and bounded; thus $m_{n}[1-\exp (-\sqrt{\varepsilon})]$ can be made arbitrarily small for all $n$, by choosing $\varepsilon$ sufficiently small. Hence the expression in braces in the last inequality can be made $<-\eta / 2$, for all sufficiently large $n$, by choice of $\varepsilon$. Therefore, from (2.1), we see that

$$
P\left\{S_{n} \leqq n\left(m_{n}-\eta\right)\right\} \leqq \exp \left\{-\frac{\eta}{2 \sqrt{\varepsilon}}\right\},
$$

for all sufficiently large $n$. Since $\varepsilon$ can be chosen arbitrarily small we are led to the conclusion that

$$
\begin{equation*}
P\left\{S_{n} \leqq n\left(m_{n}-\eta\right)\right\} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{2.5}
\end{equation*}
$$

for every $\eta>0$.
Let $\rho>0$ be arbitrarily small. Since $E S_{n}=n m_{n}$ we have that

$$
\begin{aligned}
n m_{n} \geqq n\left(m_{n}\right. & +\rho) P\left\{S_{n} \geqq n\left(m_{n}+\rho\right)\right\} \\
& +n\left(m_{n}-\eta\right) P\left\{n\left(m_{n}-\eta\right)<S_{n}<n\left(m_{n}+\rho\right)\right\},
\end{aligned}
$$

and from this inequality it follows that

$$
\begin{equation*}
(\rho+\eta) P\left\{S_{n} \geqq n\left(m_{n}+\rho\right)\right\}<\eta+m_{n} P\left\{S_{n} \leqq n\left(m_{n}-\eta\right)\right\} \tag{2.6}
\end{equation*}
$$

If we choose $\eta$ arbitrarily small, and observe once again that $m_{n}$ is bounded, we can infer from (2.5) and (2.6) that

$$
\begin{equation*}
P\left\{S_{n} \geqq n\left(m_{n}+\rho\right)\right\} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{2.7}
\end{equation*}
$$

for every $\rho>0$. The coupling of (2.5) and (2.7) produce the desired conclusion that for every $\eta>0$

$$
\begin{equation*}
P\left\{\left|\frac{S_{n}}{n}-m_{n}\right| \geqq \eta\right\} \rightarrow 0 \quad \text { as } n \rightarrow \infty . \tag{2.8}
\end{equation*}
$$

We remark that (2.8) proves the lemma for the case when the $\left\{X_{n}\right\}$ are nonnegative (see the Corollary 2 quoted on page 141 of Gnedenko and Kolmogorov (1954)). We turn now to the general case, and begin by defining

$$
\begin{aligned}
X_{n}^{+} & =X_{n}, & & \text { if } X_{n} \geqq 0, \\
& =0, & & \text { otherwise },
\end{aligned}
$$

and $X_{n}^{-}=X_{n}^{+}-X_{n}$. Thus both $X_{n}^{+}$and $X_{n}^{-}$are nonnegative random variables and we shall write $\mu_{n}^{+}=E X_{n}^{+}, \mu_{n}^{-}=E X_{n}^{-}, m_{n}^{+}=n^{-1}\left(\mu_{1}^{+}+\right.$ $\left.\mu_{2}^{+}+\cdots+\mu_{n}^{+}\right), m_{n}^{--}=n^{-1}\left(\mu_{1}^{-}+\mu_{2}^{-}+\cdots+\mu_{n}^{-}\right)$, and, of course, $m_{n}=$ $n^{-1}\left(\mu_{1}+\mu_{2}+\cdots+\mu_{n}\right)$.

Since (T6)(a) holds for $k=-1$, the mean of $K(x)$ is finite; if we call this mean $-\kappa$ then it also follows from (T6)(a) that $\mu_{n}^{-} \leqq \kappa$ for all $n$, and hence $m_{n}^{-} \leqq \kappa$. Moreover, the fact that $K(x) \geqq F_{n}(x)$, for all $n$ and all $x$, ensures that (1.7) will hold when the $\left\{F_{n}(x)\right\}$ in that condition are replaced by the corresponding distribution functions of the variables $\left\{X_{n}^{-}\right\}$. We can now infer from the result established for nonnegative random variables at the start of this proof that, if we write $S_{n}^{-}=X_{1}^{-}+X_{2}^{-}+\cdots+X_{n}^{-}$,

$$
\begin{equation*}
P\left\{\left|\frac{S_{n}^{-}}{n}-m_{n}^{-}\right| \geqq \eta\right\} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{2.9}
\end{equation*}
$$

for every $\eta>0$.
Let us turn now to a consideration of $S_{n}^{+}=X_{1}^{+}+X_{2}^{+}+\cdots+X_{n}^{+}$. We note first that, since $\mu_{n}^{+}-\mu_{n}^{-}=\mu_{n}$, we have $m_{n}^{+}=m_{n}^{-}+m_{n}$. But we have just shown that $m_{n}^{-}$is bounded by $\kappa$; and we may now suppose $m_{n} \rightarrow \mu$ as $n \rightarrow \infty$, by (1.6). Thus $m_{n}^{+}$is a bounded function of the integer $n$, and we can appeal to our preliminary result to deduce that

$$
\begin{equation*}
P\left\{\left|\frac{S_{n}^{+}}{n}-m_{n}^{+}\right| \geqq \eta\right\} \rightarrow 0 \quad n \rightarrow \infty, \tag{2.10}
\end{equation*}
$$

for every $\eta>0$. The lemma follows from (2.9) and (2.10).
Lemma 3. Under the conditions of Lemma 2,

$$
\begin{equation*}
\int_{\mu}^{\infty}\left\{1-G_{n}(n x)\right\} d x \rightarrow 0 \quad \text { as } x \rightarrow \infty . \tag{2.11}
\end{equation*}
$$

Proof. It is easy to verify that

$$
\begin{align*}
m_{n}= & \int_{-\infty}^{+\infty}\left\{U(x)-G_{n}(n x)\right\} d x, \\
= & \int_{\mu}^{\infty}\left\{1-G_{n}(n x)\right\} d x+\int_{0}^{\mu}\left\{1-G_{n}(n x)\right\} d x \\
& -\int_{-\kappa}^{0} G_{n}(n x) d x-\int_{-\infty}^{-\kappa} G_{n}(n x) d x, \\
= & A_{n}+B_{n}-C_{n}-D_{n}, \quad \text { say } . \tag{2.12}
\end{align*}
$$

By Lemma 2, $G_{n}(n x) \rightarrow 0$ as $n \rightarrow \infty$, for all $x<\mu$. Thus $B_{n} \rightarrow \mu$ and $C_{n} \rightarrow 0$ as $n \rightarrow \infty$, by bounded convergence. But $m_{n} \rightarrow \mu$, by (1.6). Thus we can see from (2.12) that in order to establish the required result, $A_{n} \rightarrow 0$, we need only prove that $D_{n} \rightarrow 0$. In the case when the $\left\{X_{n}\right\}$ are nonnegative there is, of course, no need for further argument.

Write $K_{n}(x)$ for the familiar $n$-fold Stieltjes convolution of $K(x)$ with itself. Then plainly, since $K(x) \geqq F_{n}(x)$ for all $n$ and all $x$, $K_{n}(x) \geqq G_{n}(x)$ for all $n$ and all $x$. Thus it will be enough if we can prove that

$$
\begin{equation*}
\int_{-\infty}^{-\kappa} K_{n}(n x) d x \rightarrow 0 \quad \text { as } n \rightarrow \infty . \tag{2.1.}
\end{equation*}
$$

However,

$$
\int_{-\infty}^{0} K_{n}(n x) d x=\kappa, \quad \text { for all } n
$$

so that (2.13) would follow if we proved that

$$
\begin{equation*}
\int_{-\kappa}^{0} K_{n}(n x) d x \rightarrow \kappa \quad \text { as } n \rightarrow \infty . \tag{2.14}
\end{equation*}
$$

To prove (2.14) we need only remark that, by the weak law of large numbers for identically distributed random variables, $K_{n}(n x) \rightarrow 1$ as $n \rightarrow \infty$ for all $x>-\kappa$; thus (2.14) follows from the theorem on bounded convergence. This proves the lemma.

Lemma 4. If the nonnegative constants $\left\{a_{n}\right\}$ satisfy (1.3) then, as $s \rightarrow 0+$,

$$
\sum_{n=1}^{\infty} a_{n} e^{-\mu s n} \sim \frac{\alpha}{\mu^{\gamma} s^{\gamma}} L\left(\frac{1}{s}\right) .
$$

Proof. Plainly, $e^{-\mu s} \rightarrow 1-0$ as $s \rightarrow 0+$. Therefore, as $s \rightarrow 0+$,

$$
\begin{aligned}
\sum_{n=1}^{\infty} a_{n} e^{-\mu s n} & \sim \frac{\alpha}{\left(1-e^{\left.-\mu_{s}\right)^{\gamma}}\right.} L\left(\frac{1}{1-e^{-\mu_{s}}}\right) \\
& \sim \frac{\alpha}{\mu^{\gamma} s^{\gamma}} L\left(\frac{1}{1-e^{-\mu s}}\right) .
\end{aligned}
$$

But, as we have remarked in our introduction, $L(r x) / L(x) \rightarrow 1$ as $x \rightarrow \infty$ uniformly for $r$ in any interval not containing 0 . Thus it transpires that

$$
L\left(\frac{1}{1-e^{-\mu s}}\right) \sim L\left(\frac{1}{s}\right)
$$

as $s \rightarrow 0+$, since $1-e^{-\mu s} \sim \mu_{s}$ for small $s$. Thus the lemma is proved.
Lemma 5. Under the same conditions as Lemma 4, as s $\rightarrow 0+$,

$$
\sum_{n=1}^{\infty} n a_{n} e^{-\mu_{s n}} \sim \frac{\gamma \alpha}{(\mu s)^{\gamma+1}} L\left(\frac{1}{s}\right) .
$$

Proof. Choose $\eta, 0<\eta<1$. Then

$$
\mu n e^{-\mu n s}<\frac{e^{-\mu s n \eta}-e^{-\mu s n}}{(1-\eta) s}
$$

Thus

$$
\mu \cdot \sum_{n=1}^{\infty} n a_{n} e^{-\mu n s}<\frac{\sum_{n=1}^{\infty} a_{n} e^{-\mu s n \eta}-\sum_{n=1}^{\infty} a_{n} e^{-\mu s n}}{(1-\eta) s}
$$

and so

$$
\frac{\mu s^{\gamma+1}}{L\left(\frac{1}{s}\right)} \sum_{n=1}^{\infty} n a_{n} e^{-\mu s n}<\frac{s^{\gamma}}{(1-\eta) L\left(\frac{1}{s}\right)}\left\{\sum_{n=1}^{\infty} a_{n} e^{-\mu s n \eta}-\sum_{n=1}^{\infty} a_{n} e^{-\mu s n}\right\}
$$

It follows therefore, from Lemma 4, that

$$
\begin{equation*}
\limsup _{s \rightarrow 0+} \frac{\mu s^{\gamma+1}}{L\left(\frac{1}{s}\right)} \sum_{n=1}^{\infty} n a_{n} e^{-\mu s n} \leqq \frac{\alpha}{\mu^{\gamma}}\left\{\frac{\eta^{-\gamma}-1}{1-\eta}\right\} \tag{2.15}
\end{equation*}
$$

If we let $\eta \rightarrow 1-0$ in (2.15) we obtain

$$
\begin{equation*}
\limsup _{s \rightarrow 0+} \frac{\mu s^{\gamma+1}}{L\left(\frac{1}{s}\right)} \sum_{n=1}^{\infty} n a_{n} e^{-} \mu^{s n} \leqq \frac{\alpha \gamma}{\mu^{\gamma}} \tag{2.16}
\end{equation*}
$$

Similarly, by taking $\eta>1$ and using the fact that

$$
\mu n e^{-\mu n s}>\frac{e^{-\mu s n}-e^{-\mu s n \eta}}{\eta-1}
$$

we can show

$$
\begin{equation*}
\liminf _{s \rightarrow 0+} \frac{\mu s^{\gamma+1}}{L\left(\frac{1}{s}\right)} \sum_{n=1}^{\infty} n \alpha_{n} e^{-\mu s n} \geqq \frac{\alpha \gamma}{\mu^{\gamma}} \tag{2.17}
\end{equation*}
$$

The lemma follows from (2.16) and (2.17).
3. Proof of Theorem 1. We shall write $\beta$ for an upper bound to the numbers $\left\{a_{n} / n^{k}\right\}$, where $k$ is the index of the nonnegative coefficient sequence $\left\{a_{n}\right\}$; we shall also write $\eta>0$ for an arbitrary small number; it is supposed that $\eta<\mu$.

Consider, to begin with,

$$
\begin{align*}
K_{n} & =\int_{n \eta}^{n \mu} e^{-s x} G_{n}(x) d x  \tag{3.1}\\
& =n \int_{\eta}^{\mu} e^{-n s x} G_{n}(n x) d x
\end{align*}
$$

Evidently,

$$
0 \leqq K_{n} \leqq n e^{-n \eta s} \int_{\eta}^{\mu} G_{n}(n x) d x
$$

But $G_{n}(n x) \rightarrow 0$ as $n \rightarrow \infty$, for all $x<\mu$, by Lemma 2. Hence we can appeal to bounded convergence and write

$$
\begin{equation*}
K_{n}=n e^{-n \eta s} \delta_{n}^{\prime} \tag{3.2}
\end{equation*}
$$

where $\delta_{n}^{\prime} \rightarrow 0$ as $n \rightarrow \infty$, uniformly in $s \geqq 0$.
Next consider

$$
\begin{align*}
L_{n} & =\int_{n \mu}^{\infty} e^{-s x}\left\{1-G_{n}(x)\right\} d x  \tag{3.3}\\
& =n \int_{\mu}^{\infty} e^{-n s x}\left\{1-G_{n}(n x\} d x\right.
\end{align*}
$$

In view of Lemma 3 and the assumption that $\eta<\mu$ we may thus conclude that

$$
\begin{equation*}
L_{n}=n e^{-n \eta s} \delta_{n}^{\prime \prime} \tag{3.4}
\end{equation*}
$$

where $\delta_{n}^{\prime \prime} \rightarrow 0$ as $n \rightarrow \infty$, uniformly in $s \geqq 0$.
Thus, if we write $\delta_{n}=\delta_{n}^{\prime}-\delta_{n}^{\prime \prime}$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n}\left(L_{n}-K_{n}\right)=\sum_{n=1}^{\infty} n a_{n} \delta_{n} e^{-n \eta s} \tag{3.5}
\end{equation*}
$$

Given an arbitrary $\varepsilon>0$, we can find $n_{0}(\varepsilon)$ such that $\left|\delta_{n}\right|<\varepsilon$ for all $n>n_{0}$. Moreover we can assume that $s^{-\gamma} L\left(s^{-1}\right) \rightarrow \infty$ as $s \rightarrow 0+$, since we suppose $\sum a_{n}$ to be divergent. Thus

$$
\begin{equation*}
\left|\sum_{n=1}^{\infty} n \alpha_{n} \delta_{n} e^{-n \eta s}\right|<\sum_{n=1}^{n_{0}} n a_{n}\left|\delta_{n}\right| e^{-n \eta s}+\varepsilon \sum_{n=1}^{\infty} n \alpha_{n} e^{-n \eta s} \tag{3.6}
\end{equation*}
$$

Therefore, by Lemma 5,

$$
\begin{equation*}
\limsup _{s \rightarrow 0+} \frac{(\mu s)^{\gamma+1}}{L\left(\frac{1}{s}\right)}\left|\sum_{n=1}^{\infty} n a_{n} \delta_{n} e^{-n \eta s}\right| \leqq \varepsilon \gamma \alpha \tag{3.7}
\end{equation*}
$$

But $\varepsilon$ is arbitrary, and we can therefore deduce from (3.7) and (3.5) that, as $s \rightarrow 0+$,

$$
\begin{equation*}
\frac{\left(\mu_{s}\right)^{\gamma+1}}{L\left(\frac{1}{s}\right)} \sum_{n=1}^{\infty} a_{n}\left(L_{n}-K_{n}\right) \rightarrow 0 \tag{3.8}
\end{equation*}
$$

Now consider the function

$$
\begin{equation*}
H_{\eta}(x)=\sum_{n=1}^{\infty} a_{n} G_{n}(x) U(x-n \eta) \tag{3.9}
\end{equation*}
$$

Evidently $H_{\eta}(x)$ is non-decreasing, since each term in the summation is non-decreasing. We also note that

$$
\begin{align*}
H_{\eta}(x)= & \sum_{n=1}^{\infty} a_{n} U(x-n \mu)  \tag{3.10}\\
& -\sum_{n=1}^{\infty} a_{n}\left\{U(x-n \mu)-G_{n}(x)\right\} U(x-n \eta)
\end{align*}
$$

Let us denote the Laplace transform of a function $A(x)$, say, thus:-

$$
A^{0}(s)=\int_{0}^{\infty} e^{-s x} A(x) d x
$$

Then, from (3.10), we have

$$
\begin{equation*}
H_{n}^{0}(s)=\frac{1}{s} \sum_{n=1}^{\infty} a_{n} e^{-n \mu s}+\sum_{n=1}^{\infty} a_{n}\left(L_{n}-K_{n}\right) ; \tag{3.11}
\end{equation*}
$$

the term-by-term integration being justified by monotone convergence.
From (3.11), (3.8), and Lemma 4, it now appears that

$$
\begin{equation*}
\frac{(\mu s)^{\gamma+1}}{L\left(\frac{1}{s}\right)} H_{\eta}^{0}(s) \rightarrow \alpha \mu, \quad \text { as } s \rightarrow 0+ \tag{3.12}
\end{equation*}
$$

An appeal to Doetsch (1950, p. 511) then allows the inference

$$
\begin{equation*}
\frac{\mu^{\gamma} \Gamma(1+\gamma)}{t^{\gamma} L(t)} H_{\eta}(t) \rightarrow \alpha \quad \text { as } t \rightarrow \infty \tag{3.13}
\end{equation*}
$$

But, by (3.9),

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n} G_{n}(x)=H_{n}(x)+\Psi_{n}(x), \quad \text { say } \tag{3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{\eta}(x)=\sum_{n=1}^{\infty} a_{n} G_{n}(x)\{1-U(x-n \eta)\} \tag{3.15}
\end{equation*}
$$

If we were to prove that

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \lim _{x \rightarrow \infty} \sup \frac{\Psi_{\eta}(x)}{x^{\gamma} L(x)}=0 \tag{3.16}
\end{equation*}
$$

then the theorem would follow from (3.14) and (3.13). The proof of (3.16) under fairly weak hypotheses is quite involved, however, and we therefore present it in the following two separate sections.
4. Completion of proof under (T6). If $\left\{X_{n}\right\}$ is the renewal sequence under study let us write $X_{n}^{-}=-X_{n}$ when $X_{n}<0, X_{n}^{-}=0$ when $X_{n} \geqq 0$. When (T6) holds we can introduce the distribution function $K(x)$ which, as has already been explained in $\S 1$, may be assumed to have a finite first moment $-\kappa$. Therefore, if we write $\nu_{n}=E X_{n}^{-}$, we have $0 \leqq \nu_{n} \leqq \kappa$ for all $n$.

Let us also write $X_{n}^{+}=X_{n}+X_{n}^{-}, S_{n}^{+}=X_{1}^{+}+X_{2}^{+}+\cdots+X_{n}^{+}$, and $S_{n}^{-}=X_{1}^{-}+X_{2}^{-}+\cdots+X_{n}^{-}$.

Lemma 6. When (T6) holds we can find $\eta>0, \delta>0$, such that

$$
\begin{equation*}
P\left\{S_{n}^{+} \leqq \nu_{1}+\nu_{2}+\cdots+\nu_{n}+n \eta\right\}=O\left(\frac{1}{n^{k+\delta+1}}\right), \tag{4.1}
\end{equation*}
$$

where $k$ is the index of the coefficient sequence $\left\{a_{n}\right\}$.
Proof. Let us write $\bar{\nu}_{n}=n^{-1}\left(\nu_{1}+\nu_{2}+\cdots+\nu_{n}\right)$. Then, for any $t \geqq 0, \eta>0$, it is plain that

$$
\begin{align*}
P\left\{S_{n}^{+} \leqq n\left(\bar{\nu}_{n}+\eta\right)\right\} & \leqq e^{n\left(\eta+\overline{\bar{\nu}}_{n}\right) t} E e^{-t s_{n}^{+}} \\
& =e^{n\left(n+\bar{\nu}_{n}\right) t} \prod_{j=1}^{n} \Phi_{j}^{+}(t), \tag{4.2}
\end{align*}
$$

$$
\Phi_{j}^{+}(t)=F_{j}(0+)+\int_{0+}^{\infty} e^{-t x} d F_{j}(x) .
$$

If we now use the familiar inequality already employed in § 2 we can deduce from (4.2) that

$$
\begin{equation*}
P\left\{S_{n}^{+} \leqq n\left(\bar{\nu}_{n}+\eta\right)\right\} \leqq e^{W_{n}(t)}, \tag{4.3}
\end{equation*}
$$

where, after some integrations by parts, we now have

$$
\begin{equation*}
W_{n}(t)=n\left(\eta+\bar{\nu}_{n}\right) t-t \sum_{j=1}^{n} \int_{0}^{\infty} e^{-t x}\left\{1-F_{j}(x)\right\} d x . \tag{4.4}
\end{equation*}
$$

In this section we are assuming (1.10) to hold, and so, given any fixed $\varepsilon>0$, we have for all sufficiently large $n$ that

$$
\sum_{j=1}^{n} \int_{-\infty}^{\varepsilon n / \log n}\left\{U(x)-F_{j}(x)\right\} d x>2 n \sqrt{(k+1) v \varepsilon},
$$

where $v>\kappa$ is independent of $\varepsilon$.
We can rewrite this last inequality as follows.

$$
\begin{equation*}
\sum_{j=1}^{n} \int_{0}^{\varepsilon n / \log n}\left\{1-F_{j}(x)\right\} d x>n \bar{\nu}_{n}+2 n \sqrt{(k+1) v \varepsilon} \tag{4.5}
\end{equation*}
$$

Thus, from (4.4), it is plain that

$$
W_{n}(t) \leqq n\left(\eta+\bar{\nu}_{n}\right) t-n t e^{-t \varepsilon n / \log n}\left(\overline{\mathcal{L}}_{n}+2 \sqrt{(k+1) v \varepsilon)} .\right.
$$

If, in the latter inequality, we make the substitutions

$$
\begin{gathered}
t=t_{n}=\frac{\lambda \log n}{\varepsilon n} \\
\lambda=\sqrt{\frac{\varepsilon(k+1)}{\kappa}},
\end{gathered}
$$

and if we note incidentally that $\kappa \geqq \bar{\nu}_{n}$ for all $n$, and $1-e^{-x}<x$ for all $x>0$, then we find that

$$
\begin{equation*}
\frac{W_{n}\left(t_{n}\right)}{\log n}<\frac{\lambda \eta}{\varepsilon}+(k+1)-2 e^{-\lambda}(k+1) \sqrt{\frac{v}{\kappa}} . \tag{4.6}
\end{equation*}
$$

By taking $\varepsilon$ sufficiently small we can make $e^{-\lambda}$ arbitrarily near unity and thus make

$$
(k+1)-2 e^{-\lambda}(k+1) \sqrt{\frac{v}{\kappa}}<-(k+2 \delta+1)
$$

for some small $\delta>0$ (recall that $v>\kappa$ ). Next choose $\eta$ so small that $\lambda \eta<\varepsilon \delta$ and it follows from (4.6) that

$$
\begin{equation*}
W_{n}\left(t_{n}\right)<-(k+\delta+1) \log n . \tag{4.7}
\end{equation*}
$$

Lemma 6 follows from (4.7) and (4.3).
In what follows we denote the familiar Stieltjes convolution of two distribution functions, say $A(x)$ and $B(x)$, by $A * B(x)$. We denote $A * A(x)$ by $A^{* 2}(x)$, and, generally, $A * A^{* n}(x)$ by $A^{*(n+1)}(x)$, for $n=$ $1,2,3, \cdots$.

Lemma 7. When (T6) holds

$$
\sum_{n=1}^{\infty} n^{k} P\left\{S_{n}^{-}>n\left(\bar{\nu}_{n}+\delta\right)\right\}
$$

is convergent for every $\delta>0$.
Proof. Define $Z_{n}=\delta / 2+\nu_{n}-X_{n}^{-}$and write $L_{n}(x)=P\left\{Z_{n} \leqq x\right\}$. If we recall that $\nu_{n} \leqq \kappa$ for all $n$, then we easily see that

$$
U\left(x-\frac{1}{2} \delta-\kappa\right) \leqq L_{n}(x) \leqq K(x) .
$$

This proves that $Z_{n}$ is a stochastically stable sequence as defined by Smith (1962), whose Theorem 7 allows us to draw the following conclusion.

For every integer $p$ there is a distribution function $K_{p}(x)$ such that

$$
\begin{equation*}
P\left\{Z_{n}+Z_{n+1}+\cdots+Z_{n+p-1} \leqq p x\right\} \leqq K_{p}(x) \tag{4.8}
\end{equation*}
$$

for all $n$ and all $x$, where

$$
\begin{equation*}
I_{p} \equiv \int_{-\infty}^{0} K_{p}(x) d x \tag{4.9}
\end{equation*}
$$

is finite for all $p$, and $I_{p} \rightarrow 0$ as $p \rightarrow \infty$.
Thus we can find $p_{0}(\delta / 2)$ such that $I_{p_{0}}<\delta / 2$. If $Y$ is a random variable with distribution function $K_{p_{0}}$ then it follows from (4.9) that $E Y>-\delta / 2$. Moreover, it is clear that $E\left\{|\min (0, Y)|^{k+2}\right\}<\infty$, since we can certainly suppose $K_{p}(x) \leqq K^{* p}(p x)$.

Write $M(x)$ for the supremum of $P\left\{Z_{1}+Z_{2}+\cdots+Z_{r} \leqq p_{0} x\right\}$ for
$r=1,2, \cdots, p_{0}-1$. Then if $Y_{0}$ is a random variable with distribution function $M(x)$ it is also apparent that $E\left\{\left|\min \left(0, Y_{0}\right)\right|^{k+2}\right\}<\infty$.

Now choose and fix $r=0$, or 1 , or $2, \cdots$, or $p_{0}-1$. It follows from what we have established so far that

$$
\begin{equation*}
P\left\{\sum_{j=1}^{n p_{0}+r} Z_{j} \leqq p_{0} x\right\} \leqq M * K_{p_{0}}^{* n}(x) . \tag{4.10}
\end{equation*}
$$

Let $Y_{1}, Y_{2}, \cdots$ be a sequence of independent random variables, identically distributed, with distribution function $K_{p_{0}}(x)$; let $Y_{1}, Y_{2}, \ldots$ be independent of $Y_{0}$. Then $E\left(Y_{j}+\delta / 2\right)>0$, for $j=1,2,3, \cdots$ and $E\left\{\left|\min \left(0, Y_{j}+1 / 2 \delta\right)\right|^{k+2}\right\}<\infty$ for $j=0,1,2, \cdots$. Thus it follows from Theorem A, quoted in §1, that

$$
\sum_{n=1}^{\infty} n^{k} P\left\{Y_{0}+\sum_{j=1}^{n}\left(Y_{j}+\delta / 2\right) \leqq 0\right\}<\infty,
$$

that is,

$$
\begin{equation*}
\sum_{j=1}^{\infty} n^{k} M * K_{p_{0}}^{*_{n}}\left(-\frac{1}{2} n \delta\right)<\infty . \tag{4.11}
\end{equation*}
$$

From (4.10) and (4.11) we conclude that

$$
\sum_{n=1}^{\infty} n^{k} P\left\{\left(n p_{0}+r\right)\left(\frac{1}{2} \delta+\bar{\nu}_{n p_{0}+r}\right) \leqq S_{n p_{0}+r}^{-}-\frac{1}{2} n p_{0} \delta\right\}<\infty,
$$

whence,

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{k} P\left\{S_{n p_{0}+r}^{-} \geqq\left(n p_{0}+r\right)\left(\delta+\bar{\nu}_{n p_{0}+r}\right)\right\}<\infty \tag{4.12}
\end{equation*}
$$

The lemma follows from (4.12) by letting $r=0,1,2, \cdots, p_{0}-1$ in turn.

Lemma 8. When (T6) holds we can find $\eta>0$ such that

$$
\sum_{n=1}^{\infty} n^{k} G_{n}(n \eta)<\infty .
$$

Proof. We observe that

$$
\begin{aligned}
P\left\{S_{n} \leqq n \eta\right\} & =P\left\{S_{n}^{+} \leqq n \eta+S_{n}^{-}\right\} \\
& \leqq P\left\{S_{n}^{+} \leqq n \eta+S_{n}^{-}, S_{n}^{-}<n\left(\delta+\bar{\nu}_{n}\right)\right\} \\
& +P\left\{S_{n}^{-} \leqq n\left(\delta+\bar{\nu}_{n}\right)\right\}
\end{aligned}
$$

for every $\delta>0$. Hence

$$
P\left\{S_{n} \leqq n \eta\right\} \leqq P\left\{S_{n}^{+} \leqq n\left(\eta+\delta+\bar{\nu}_{n}\right)\right\}+P\left\{S_{n}^{-} \geqq n\left(\delta+\bar{\nu}_{n}\right)\right\} .
$$

The lemma now follows from Lemmas 6 and 7 if we make $\eta+\delta$ sufficiently small.

The proof of (3.16) is now straightforward. We see from (3.15) that

$$
\Psi_{\eta}(x) \leqq \sum_{n=1}^{\infty} a_{n} G_{n}(n \eta),
$$

for all $x$. Therefore, since $k$ is the index of the $\left\{a_{n}\right\}$ sequence, it follows from Lemma 8 that $\Psi_{\eta}(x)$ is bounded above. Since $x^{\gamma} L(x) \rightarrow \infty$ as $x \rightarrow \infty$, the truth of (3.16) is established.
5. Completion of proof under (T5). We begin by showing that, once we have proved (1.9), we can assume, with no loss of generality, certain convenient properties for the function $l(n)$. All that actually matters are the values taken by $l(n)$ for integer values of $n$; but we may clearly assume $l(x)$ to be a continuous function defined for all $x \geqq 1$. More to the point, we observe that if (1.9) holds for the function $l(x)$ then it also holds for any function $l_{1}(x) \leqq l(x)$. In this connection we prove the following;

Lemma 9. If, for $x \geqq 1, l(x)$ is an unbounded, continuous, and non-decreasing function of $x$ then we can find another such function $l_{1}(x) \leqq l(x)$, defined on the same domain, with the additional property that $l_{1}(x) / x$ is non-increasing for all sufficiently large $x$, and tends to zero as $x \rightarrow \infty$.

Proof. For $x \geqq 1$ define

$$
\begin{equation*}
l_{1}(x)=\log x+\inf _{1 \leq y \leq x}\{l(y)-\log (y)\} \tag{5.1}
\end{equation*}
$$

We shall show that $l_{1}(x)$ has all the requisite properties.
To begin with, since $l(y)-\log y$ is a continuous function in [1, $x]$ it attains its lower bound; we shall write $y(x) \leqq x$ for the largest $y$-value at which this lower bound is attained. Then

$$
\begin{equation*}
l_{1}(x)=\log x+l(y(x))-\log y(x) . \tag{5.2}
\end{equation*}
$$

Evidently $y(x)$ is a non-decreasing function of $x$. If $y(x) \rightarrow \infty$ as $x \rightarrow \infty$ then the fact that $l(x)$ is unbounded shows, in (5.2), that $l_{1}(x)$ is also unbounded; if $y(x)$ tends to a finite limit as $x \rightarrow \infty$, then the fact that $\log x$ is unbounded shows, also in (5.2), that $l_{1}(x)$ is unbounded. Incidentally, it is an easy deduction from (5.1) that $l_{1}(x) \leqq l(x)$.

Next choose an arbitrary value of $x, x_{1}$ say. Our argument will be given in two cases.

Case $y\left(x_{1}\right)<x_{1}$. The continuity of $l(y)-\log y$ ensures the existence of some open interval $G$, containing $x_{1}$, within which $y(x)=$ $y\left(x_{1}\right)$. Hence, in $G$,

$$
l_{1}(x)=\log x-\log x_{1}+l_{1}\left(x_{1}\right) ;
$$

from this equation it is clear that $l_{1}(x)$ is increasing in $G$ and, by simple differentiation, $l_{1}(x) / x$ is decreasing in $G$.

Case $y\left(x_{1}\right)=x_{1}$. In this case, for any $h>0, y\left(x_{1}+h\right) \geqq x_{1}$; thus $l\left(y\left(x_{1}+h\right)\right) \geqq l\left(x_{1}\right)=l_{1}\left(x_{1}\right)$. Hence, by (5.2),

$$
\begin{equation*}
l_{1}\left(x_{1}+h\right) \geqq \log \left(x_{1}+h\right)+l_{1}\left(x_{1}\right)-\log \left(y\left(x_{1}+h\right)\right) . \tag{5.3}
\end{equation*}
$$

Since $x_{1}+h \geqq y\left(x_{1}+h\right)$, it follows from (5.3) that $l_{1}\left(x_{1}+h\right) \geqq l_{1}\left(x_{1}\right)$, i.e. $l_{1}(x)$ is increasing at $x_{1}$. But, from (5.1),

$$
l_{1}\left(x_{1}+h\right)-\log \left(x_{1}+h\right) \leqq l_{1}\left(x_{1}\right)-\log x_{1}
$$

from which we can infer that

$$
\begin{equation*}
\frac{l_{1}\left(x_{1}+h\right)}{x_{1}+h}-\frac{l_{1}\left(x_{1}\right)}{x_{1}} \leqq-\frac{h l_{1}\left(x_{1}\right)}{x_{1}\left(x_{1}+h\right)}+\frac{h}{x_{1}\left(x_{1}+h\right)} . \tag{5.4}
\end{equation*}
$$

The right hand side of (5.4) is negative for all sufficiently large $x_{1}$, because $l_{1}(x)$ is unbounded and non-decreasing. Thus $l_{1}(x) / x$ is nondecreasing at $x_{1}$.

Finally, we remark that

$$
l_{1}(x) \leqq \log x+l(1)
$$

from which it is obvious that $l_{1}(x) / x \rightarrow 0$ as $x \rightarrow \infty$.
Let us next establish that conditions (T1) and (T2) of Theorem 1 do indeed imply the existence of some unbounded increasing function $l(n)$ for which (1.9) holds. We see that since (1.7) is true for every $\varepsilon>0$, there must be an unbounded increasing function $w(n)$, say, such that

$$
\frac{1}{n} \sum_{r=1}^{\infty} \int_{n / w(n)}^{\infty}\left\{1-F_{r}(x)\right\} d x \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Therefore, because of (1.6), it follows that

$$
\frac{1}{n} \sum_{r=1}^{n} \int_{0}^{n / w(n)}\left\{1-F_{r}(x)\right\} d x \rightarrow \mu \quad \text { as } n \rightarrow \infty .
$$

Let $l(n)$ be some other unbounded increasing function; we leave this function somewhat arbitrary for the moment except for the supposition that it increases very much more slowly than $w(n)$. Let $t(n)$ be such that $r / l(r) \geqq n / w(n)$ for all $r>t(n)$. Then we can infer
that, for any positive $\varepsilon$, and all sufficiently large $n$,

$$
\begin{aligned}
(\mu-\varepsilon) & <\frac{1}{n} \sum_{r=1}^{t(n)} \int_{0}^{n / w(n)}\left\{1-F_{r}(x)\right\} d x+\frac{1}{n} \sum_{r=t(n)+1}^{n} \int_{0}^{r / l(r)}\left\{1-F_{r}(x)\right\} d x \\
& =T_{1}(n)+T_{2}(n), \quad \text { say } .
\end{aligned}
$$

But

$$
\frac{1}{n} \sum_{r=1}^{t(n)} \int_{0}^{n / \omega(n)}\left\{1-F_{r}(x)\right\} d x \leqq \frac{1}{n}\left(\mu_{1}+\mu_{2}+\cdots+\mu_{t(n)}\right),
$$

and so we could conclude from (1.6) that $T_{1}(n) \rightarrow 0$ as $n \rightarrow \infty$ if only we could be sure that $t(n) / n \rightarrow 0$. It would than follow that $T_{2}(n)>(\mu-2 \varepsilon)$ for all large $n$; the desired conclusion (1.9) would then be proved, in view of the arbitrariness of $\varepsilon$.

For large $n$, since $w(n)$ is increasing,

$$
w(n) \geqq w\left(n \frac{\log w(n)}{w(n)}\right)
$$

and so, if we put $s(n)=n(\log w(n)) / w(n)$,

$$
\frac{s(n)}{\log w(s(n))} \geqq \frac{n}{w(n)} .
$$

It is clear from Lemma 9 that we may assume $n / w(n)$ to be increasing for all large $n$; from this it is easily seen that $n /(\log w(n))$ is also increasing for all large $n$. Therefore, if we let $l(n)=\log \mathrm{w}(n)$ we have that $r / l(r) \geqq n / w(n)$ for all $r \geqq s(n)$. Hence $t(n) \leqq s(n)$, and it is plain that $s(n) / n \rightarrow 0$ as $n \rightarrow \infty$; thus we have a function $l(n)$ which exhibits the desired behavior, and (1.9) is proved.

We now turn to the proof of (3.16) under the condition (T5) that the $\left\{X_{n}\right\}$ are nonnegative; for this proof we may, by the immediately preceding discussion, assume that $x / l(x)$ is unbounded and non-decreasing. We can then define $r^{*}=r^{*}(x)$ as the greatest integer such that $r^{*} / l\left(r^{*}\right) \leqq x$. We also write $s^{*}=s^{*}(x)=r^{*}((1+e) x)$; thus $s^{*}(x)$ is the greatest positive integer such that $s^{*} / l\left(s^{*}\right) \leqq(1+e) x$.

Choose a large positive $C$ and consider the following three cases, in all of which $x$ is assumed to be large.
(i) $c x \leqq n \leqq r^{*}(x)$. By considerations similar to those in the proof of Lemma 2 we have

$$
\begin{equation*}
G_{n}(x) \leqq e^{W_{n}(t)}, \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{n}(t)=t x-t \sum_{j=1}^{n} \int_{0}^{\infty} e^{-t u}\left\{1-F_{j}(u)\right\} d u \tag{5.6}
\end{equation*}
$$

If we substitute $t=1 /(2 x)$ and truncate the integrals at $x$ in (5.6) then we find

$$
\begin{equation*}
W_{n}(1 /(2 x)) \leqq \frac{1}{2}-\frac{e^{-1 / 2}}{2 x} \sum_{j=1}^{n} \int_{0}^{x}\left\{1-F_{j}(u)\right\} d u . \tag{5.7}
\end{equation*}
$$

Since (T5) is assumed to hold we can, by (1.9), find $\delta>0$ such that

$$
\begin{equation*}
\sum_{j=1}^{n} \int_{0}^{j / \ell(j)}\left\{1-F_{j}(u)\right\} d u>n \delta \tag{5.8}
\end{equation*}
$$

for all sufficiently large $n$. But $n \leqq r^{*}$ so that (since $x / l(x)$ is nondecreasing) $j l l(j) \leqq x$ for $j=1,2, \cdots, n$. (Actually we have only shown that $x / l(x)$ is non-decreasing for all sufficiently large $x$; but this is adequate for our purpose if we note that $x / l(x) \rightarrow \infty$ as $x \rightarrow \infty$ and assume $n$ large). Hence we can infer from (5.8) that

$$
\begin{equation*}
\sum_{j=1}^{n} \int_{0}^{x}\left\{1-F_{j}(u)\right\} d u>n \delta \tag{5.9}
\end{equation*}
$$

and so, from (5.7), that

$$
W_{n}(1 /(2 x)) \leqq \frac{1}{2}-\frac{e^{-1 / 2} n \delta}{2 x} .
$$

If we use this last inequality in (5.5) we deduce that

$$
\begin{equation*}
G_{n}(x) \leqq \exp \left\{\frac{1}{2}-\frac{e^{-1 / 2} n \delta}{2 x}\right\}, \quad n \leqq r^{*} \tag{5.10}
\end{equation*}
$$

(ii) $r^{*}(x)<n \leqq s^{*}(x)$. For this case we modify the kind of inequality we have been using on $G_{n}(x)$. Plainly

$$
\begin{aligned}
P\left\{S_{n} \leqq x\right\} \leqq P\left\{X_{j}\right. & \leqq x \text { for all } j\}=\prod_{j=1}^{n} F_{j}(x) \\
& \leqq \exp \left\{-\sum_{j=1}^{n}\left[1-F_{j}(x)\right]\right\} .
\end{aligned}
$$

By forming the geometric mean of this last inequality and (5.5) we obtain a new inequality:

$$
\begin{equation*}
G_{n}(x) \leqq e^{R_{n}(t)} \tag{5.11}
\end{equation*}
$$

where

$$
\begin{align*}
R_{n}(t)= & \frac{1}{2} t x-\frac{1}{2} t \sum_{j=1}^{n} \int_{0}^{\infty} e^{-t u}\left\{1-F_{j}(u)\right\} d u  \tag{5.12}\\
& -\frac{1}{2} \sum_{j=1}^{n}\left\{1-F_{j}(x)\right\}
\end{align*}
$$

If we truncate the integrals in (5.12) at $x$ and substitute $t=1 / x$ then we can infer

$$
\begin{align*}
R_{n}(1 / x) \leqq \frac{1}{2} & -\frac{e^{-1}}{2 x} \sum_{j=1}^{n} \int_{0}^{x}\left\{1-F_{j}(u)\right\} d u  \tag{5.13}\\
& -\frac{1}{2} \sum_{j=r^{*}+1}^{n}\left\{1-F_{j}(x)\right\}
\end{align*}
$$

At this point it is convenient to write

$$
\lambda_{j}=\int_{0}^{j / \ell(j)}\left\{1-F_{j}(u)\right\} d u ;
$$

then (5.9) can be rewritten

$$
\begin{equation*}
\left(\lambda_{1}+\lambda_{2}+\cdots+\lambda_{n}\right)>n \delta, \quad n \text { sufficiently large. } \tag{5.14}
\end{equation*}
$$

We shall also write

$$
\alpha_{j}(x)=\int_{0}^{x}\left\{1-F_{j}(u)\right\} d u
$$

Therefore, for $j>r^{*}$ (and, consequently, $j / l(j)>x$ ) we have

$$
\int_{x}^{j / l(j)}\left\{1-F_{j}(u)\right\} d u=\lambda_{j}-\alpha_{j}(x)
$$

A consequence of the last equation is that

$$
\begin{equation*}
\left(\frac{j}{l(j)}-x\right)\left(1-F_{j}(x)\right) \geqq \lambda_{j}-\alpha_{j}(x) \tag{5.15}
\end{equation*}
$$

However, if $j \leqq s^{*}(x)$, then $j / l(j) \leqq(1+e) x$, and from this inequality it follows that

$$
\left(\frac{j}{l(j)}-x\right) \leqq e x
$$

Thus we have, from (5.15), that

$$
1-F_{j}(x) \geqq \frac{\lambda_{j}-\alpha_{j}(x)}{e x}, r^{*}<j \leqq s^{*}
$$

Using the last inequality we can infer from (5.13) that

$$
\begin{aligned}
R_{n}(1 / x)< & \frac{1}{2}-\frac{1}{2 e x} \sum_{1}^{r^{*}} \lambda_{j}-\frac{1}{2 e x} \sum_{r^{*}+1}^{n} \alpha_{j}(x) \\
& -\frac{1}{2 e x} \sum_{r^{*}+1}^{n}\left(\lambda_{j}-\alpha_{j}(x)\right) \\
= & \frac{1}{2}-\frac{1}{2 e x} \sum_{1}^{n} \lambda_{j} \\
< & \frac{1}{2}-\frac{n \delta}{2 e x}
\end{aligned}
$$

by (5.8).

Therefore, from (5.11), we discover that

$$
\begin{equation*}
G_{n}(x)<\exp \left\{\frac{1}{2}-\frac{n \delta}{2 e x}\right\}, \quad r^{*}<n \leqq s^{*} . \tag{5.16}
\end{equation*}
$$

From (5.10) and (5.16) we can conclude that

$$
\begin{equation*}
\sum_{n=\sigma_{x}}^{s^{*}(x)} a_{n} G_{n}(x)<e^{1 / 2} \sum_{n=\sigma x}^{\infty} a_{n} \exp \left\{-\frac{n \delta}{2 e x}\right\} . \tag{5.17}
\end{equation*}
$$

We quote here a theorem which can be immediately deduced from some results of Karamata (Hardy (1949), pp. 166-169, especially Theorems 110, 111).

Theorem B. Suppose that $\alpha(t)$ is a non-decreasing function of $t$ and that $I(y)=\int_{0}^{\infty} e^{-y t} d \alpha(t)$ is convergent for $y>0$, and that

$$
\begin{equation*}
I(y) \sim \frac{L\left(y^{-1}\right)}{y^{\gamma}}, \quad \text { as } \quad y \rightarrow 0+ \tag{5.18}
\end{equation*}
$$

where $\gamma \geqq 0$ and $L(x)$ is a function of slow growth. Then, if $g(x)$ is a continuous function of bounded variation in $(0,1)$, as $y \rightarrow 0+$ we have
(a) in case $\gamma>0$;

$$
\frac{y^{\gamma}}{L\left(y^{-1}\right)} \int_{0}^{\infty} e^{-y t} g\left(e^{-y t}\right) d \alpha(t) \sim \frac{1}{\Gamma(\gamma)} \int_{0}^{\infty} e^{-t} t^{\gamma-1} g\left(e^{-t}\right) d t,
$$

(b) in case $\gamma=0$ :

$$
\frac{1}{L\left(y^{-1}\right)} \int_{0}^{\infty} e^{-y t} g\left(e^{-y t}\right) d \alpha(t) \sim g(1) .
$$

Let us put, in this theorem,

$$
\alpha(t)=\sum_{n \leq t} a_{n} .
$$

Then Lemma 4 shows that a relation like (5.18) holds.
Define

$$
\begin{aligned}
g(x) & =1, & & 0 \leqq x \leqq a, \\
& =2-\frac{x}{a}, & & a \leqq x \leqq 2 a, \\
& =0, & & 2 a \leqq x \leqq 1 .
\end{aligned}
$$

Clearly this $g(x)$ satisfies the conditions of Theorem B. Thus, when $\gamma>0$ we can deduce that

$$
\begin{aligned}
\limsup _{y \rightarrow 0+} \frac{y^{\gamma}}{L\left(y^{-1}\right)} & \sum_{n \geqq(1 / y) \log (1 / a)} a_{n} e^{-n y} \\
& \leqq \frac{\alpha}{\mu^{\gamma} \Gamma(\gamma)} \int_{\log (1 / 2 a)}^{\infty} e^{-t} t^{\gamma-1} d t
\end{aligned}
$$

In this last result, substitute $y=\delta /(2 e x)$ and $\log (1 / a)=C \delta /(2 e)$. On being given any prescribed $\varepsilon>0$ we can choose $C$ sufficiently large for us to deduce, via (5.16), that

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{1}{x^{\gamma} L(x)} \sum_{n=c x}^{s^{*}(x)} a_{n} G_{n}(x)<\varepsilon \tag{5.19}
\end{equation*}
$$

When $\gamma=0$ a similar result to (5.19) can also be proved by appeal to Theorem B.
(iii) $s^{*}(x)<n$. For this range of values for $n$ we always have $n / l(n)>x$. If we define $R_{n}$ and $\lambda_{n}$ as for case (ii) then by arguments similar to the ones employed in that case we find

$$
\begin{aligned}
R_{n}\left(x^{-1}\right)<\frac{1}{2} & -\frac{1}{2 e x} \sum_{1}^{s^{*}} \lambda_{j}-\frac{1}{2 e x} \sum_{s^{*}+1}^{n} \alpha_{j}(x) \\
& -\frac{1}{2} \sum_{s^{*}+1}^{n}\left\{\frac{\lambda_{j}-\alpha_{j}(x)}{\frac{j}{l(j)}-x}\right\} .
\end{aligned}
$$

However, when $j>s^{*}, j / l(j)>(1+e) x$ and one can infer that

$$
\begin{equation*}
\left(\frac{j}{l(j)}-x\right)>e x \tag{5.20}
\end{equation*}
$$

and deduce therefore that

$$
\begin{equation*}
R_{n}\left(x^{-1}\right)<\frac{1}{2}-\frac{1}{2 e x} \sum_{1}^{s^{*}} \lambda_{j}-\frac{1}{2} \sum_{s^{*}+1}^{n}\left\{\frac{\lambda_{j}}{\frac{j}{l(j)}-x}\right\} \tag{5.21}
\end{equation*}
$$

Write

$$
T_{n}=\sum_{s^{*}+1}^{n}\left\{\frac{\lambda_{j}}{\frac{j}{l(j)}-x}\right\}
$$

and

$$
\Lambda_{j}=\lambda_{1}+\lambda_{2}+\cdots+\lambda_{j} .
$$

Then

$$
\begin{aligned}
T_{n}= & \frac{\Lambda_{n}}{\frac{n}{l(n)}-x}-\frac{\Lambda_{s^{*}}}{\frac{s^{*}+1}{l\left(s^{*}+1\right)}-x} \\
& +\sum_{s^{*}+1}^{n-1} \Lambda_{j}\left\{\frac{1}{\frac{j}{l(j)}-x}-\frac{1}{\frac{j+1}{l(j+1)}-x}\right\}
\end{aligned}
$$

We may assume $s^{*}$ to be large, so that, by (5.14), $\Lambda_{j}>j \delta$ for all $j$ in the range of consideration. Thus

$$
\begin{aligned}
T_{n}> & \frac{n \delta}{\frac{n}{l(n)}-x}-\frac{\Lambda_{s^{*}}}{\frac{s^{*}+1}{l\left(s^{*}+1\right)}-x} \\
& +\delta \sum_{s^{*}+1}^{n-1} j\left\{\frac{1}{\frac{j}{l(j)}-x}-\frac{1}{\frac{j+1}{l(j+1)}-x}\right\} \\
= & \frac{\left(\delta s^{*}-\Lambda_{s^{*}}\right)}{\frac{s^{*}+1}{l\left(s^{*}+1\right)}-x}+\delta \sum_{s^{*}+1}^{n}\left\{\frac{1}{\frac{j}{l(j)}-x}\right\} .
\end{aligned}
$$

If we use this last inequality in (5.21), and also make use of (5.20), then we find

$$
\begin{aligned}
2 R_{n}\left(x^{-1}\right) & <1-\frac{s^{*} \delta}{\frac{s^{*}+1}{l\left(s^{*}+1\right)}-x}-\delta \sum_{s^{*}+1}^{n}\left\{\frac{1}{\frac{j}{l(j)}-x}\right\} \\
& <1-\frac{s^{*} \delta}{\frac{s^{*}+1}{l\left(s^{*}+1\right)}-x}-\delta \sum_{s^{*+1}}^{n} \frac{l(j)}{j} \\
& <1-\frac{s^{*} \delta}{\frac{s^{*}+1}{l\left(s^{*}+1\right)}-x}-\delta l\left(s^{*}+1\right) \log \left(\frac{n+1}{s^{*}+1}\right) .
\end{aligned}
$$

We may therefore conclude, from (5.11), that

$$
\begin{equation*}
G_{n}(x)<\left(\frac{s^{*}+1}{n+1}\right)^{(1 / 2) \delta l\left(s^{*}+1\right)} e^{\psi(x)}, n>s^{*} \tag{5.22}
\end{equation*}
$$

where

$$
\psi(x)=\frac{1}{2}-\frac{s^{*} \delta}{2\left(\frac{s^{*}+1}{l\left(s^{*}+1\right)}-x\right)}
$$

At this point in our argument we need information about the order of magnitude of

$$
U_{N}=\sum_{N}^{\infty} \frac{a_{n}}{n^{\rho}},
$$

for $\rho>\gamma+2$. To this end, define $\alpha(t)=\Sigma_{n \leq t} a_{n}$, as before. Then there is some constant $c$ such that $\alpha(t)<c t^{\gamma} L(t)$ for all large $t$, by (1.4). Evidently

$$
\begin{aligned}
U_{N} & =\int_{N-0}^{\infty} \frac{1}{\mu^{\rho}} d \alpha(u) . \\
& =\left[\frac{1}{u^{\rho}} \alpha(u)\right]_{N-0}^{\infty}+\rho \int_{N}^{\infty} \frac{\alpha(u)}{u^{\rho+1}} d u \\
& <c \rho \int_{N}^{\infty} \frac{L(u)}{u^{\rho-\gamma+1}} d u,
\end{aligned}
$$

if we ignore a negative form. Hence, by an obvious substitution in the integral, we have

$$
\begin{equation*}
U_{N}<\frac{c \rho L(N)}{N^{\rho-\gamma}} \int_{1}^{\infty} \frac{L(N v)}{L(N)} \frac{d v}{v^{\rho-\gamma+1}} \tag{5.23}
\end{equation*}
$$

But, from (1.2),

$$
\frac{L(N v)}{L(N)}=\frac{a(N v)}{a(N)} \cdot \frac{1}{v} \cdot \exp \left\{\int_{N}^{N v} \frac{a(u)}{u} d u\right\},
$$

where $a(x) \rightarrow 1$, as $x \rightarrow \infty$. Therefore, given an arbitrarily small $\varepsilon>0$, we can choose $N$ so large that for all $v \geqq 1$

$$
\begin{aligned}
\frac{L(N v)}{L(N)} & <\frac{(1+\varepsilon)}{v} \exp \left\{(1+\varepsilon) \int_{N}^{N v} \frac{d u}{u}\right\} \\
& =(1+\varepsilon) v^{\varepsilon} .
\end{aligned}
$$

Hence we can appeal to dominated convergence to infer that

$$
\int_{1}^{\infty} \frac{L(N v)}{L(N)} \frac{d v}{v^{\rho-\gamma+1}} \rightarrow \int_{1}^{\infty} \frac{d v}{v^{\rho-\gamma+1}}
$$

as $N \rightarrow \infty$. It then transpires, from (5.23), that

$$
\begin{equation*}
U_{N}=O\left(\frac{L(N)}{N^{p-\gamma}}\right) \tag{5.24}
\end{equation*}
$$

For all sufficiently large $x$ we shall have $(1 / 2) \delta l\left(s^{*}+1\right)>\gamma+2$, and hence may infer from (5.22) and (5.24) that

$$
\sum_{n=s^{*}+1}^{\infty} a_{n} G_{n}(x)=O\left(\left(s^{*}+1\right)^{\gamma} L\left(s^{*}+1\right) e^{\psi(x)}\right)
$$

and hence that

$$
\begin{equation*}
\frac{1}{x^{\gamma} L(x)} \sum_{n=s^{*}+1}^{\infty} a_{n} G_{n}(x)=O\left(\left(\frac{s^{*}+1}{x}\right)^{\gamma} \frac{L\left(s^{*}+1\right)}{L(x)} e^{\gamma(x)}\right) . \tag{5.25}
\end{equation*}
$$

Since

$$
\begin{aligned}
\frac{s^{*}+1}{l\left(s^{*}+1\right)} & =\left(\frac{s^{*}+1}{s^{*}}\right)\left(\frac{l\left(s^{*}\right)}{l\left(s^{*}+1\right)}\right)\left(\frac{s^{*}}{l\left(s^{*}\right)}\right) \\
& \leqq\left(\frac{s^{*}+1}{s^{*}}\right)(1+e) x
\end{aligned}
$$

it is clear that for all large $x$

$$
\frac{s^{*}+1}{l\left(s^{*}+1\right)}<(1+2 e) x
$$

Therefore, from the definition of $\psi(x)$ which follows (5.22) we infer that

$$
\begin{equation*}
\psi(x)<\frac{1}{2}-\frac{s^{*} \delta}{4 e x} \tag{5.26}
\end{equation*}
$$

In addition, we can deduce from (1.2) that

$$
\frac{L\left(s^{*}+1\right)}{L(x)}=\frac{a\left(s^{*}+1\right)}{a(x)}\left(\frac{x}{s^{*}+1}\right) \exp \left\{\int_{x}^{s^{*+1}} \frac{a(u)}{u} d u\right\}
$$

and so,

$$
\begin{equation*}
\frac{L\left(s^{*}+1\right)}{L(x)}=O\left(\left(\frac{s^{*}+1}{x}\right)^{\varepsilon}\right) \tag{5.27}
\end{equation*}
$$

for any $\varepsilon>0$.
If we combine (5.26) and (5.27) with (5.25) we discover that

$$
\begin{equation*}
\frac{1}{x^{\gamma} L(x)} \sum_{n=s^{*}+1}^{\infty} a_{n} G_{n}(x)=O\left(\left(\frac{s^{*}+1}{x}\right)^{\gamma+\varepsilon} \exp \left(-\frac{s^{*} \delta}{4 e x}\right)\right) \tag{5.28}
\end{equation*}
$$

But $\left(s^{*}+1\right)>(1+e) x l\left(s^{*}+1\right)$, so that $\left(s^{*}+1\right) / x \rightarrow \infty$ as $x \rightarrow \infty$. We can therefore deduce from (5.28) that

$$
\frac{1}{x^{\gamma} L(x)} \sum_{n=s^{*}+1}^{\infty} a_{n} G_{n}(x) \rightarrow 0, \quad \text { as } \quad x \rightarrow \infty
$$

On combining this last result with (5.19) we find that given any $\varepsilon>0$ we can choose a sufficiently large $C>0$ so that

$$
\limsup _{x \rightarrow \infty} \frac{1}{x^{\gamma} L(x)} \sum_{n=\sigma x}^{\infty} a_{n} G_{n}(x)<\varepsilon
$$

This result establishes (3.16) and completes our proof, since

$$
\Psi_{\eta}(x)=\sum_{n>(x / \eta)}^{\infty} a_{n} G_{n}(x)
$$
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# DOUBLY INVARIANT SUBSPACES 

T. P. Srinivasan

1. Our theme is a theorem on doubly invariant subspaces attributed to Wiener in the folk lore; our discussion was inspired by that of HelsonLowdenslager [2] on simply invariant subspaces and a course of lectures by Professor Helson on this subject. Let $\mathscr{M}$ denote a closed subspace of $L^{2}$ of the circle $|z|=1$, which we shall denote as $L^{2}\left(e^{i x}\right)$. Let $\lambda$ denote the function on $|z|=1$ defined by $\lambda\left(e^{i x}\right)=e^{i x}$. Say that $\mathscr{M}$ is doubly invariant if $f \in \mathscr{M} \Rightarrow \lambda f, \lambda^{-1} f \in \mathscr{M}$. An example of such a subspace is the set of all $f \in L^{2}\left(e^{i x}\right)$ which vanish on a fixed measurable subset $E$. Wiener's theorem asserts that every doubly invariant $\mathscr{M}$ is of this form. A similar result holds for $L^{2}$ of the real line too (which we shall denote as $L^{2}(d t)$ ). In this case a doubly invariant subspace is any closed subspace $\mathscr{M}$ of $L^{2}(d t)$ such that $f \in \mathscr{M} \Rightarrow$ $e^{i u t} f \in \mathscr{M}$ for all real $u$, and every such subspace consists precisely of all functions in $L^{2}(d t)$ which vanish on a fixed measurable subset $E$ of the line. In either case-the circle or the line- $\mathscr{I}$ determines $E$ uniquely. We shall refer to either of these cases as the scalar case.

Wiener's theorem extends to $L^{2}$ spaces of vector valued functions on the circle or the line. Let $\mathscr{C}$ be any separable Hilbert space and $L_{\mathscr{H}}^{2}$ denote the set of all functions on $|z|=1$ with values in $\mathscr{H}$ which are weakly measurable and whose norms are square integrable. $L_{\mathscr{H}}^{2}$ is a Hilbert space for the inner product

$$
(f, g)=\int_{-\pi}^{\pi}\left(f\left(e^{i x}\right), g\left(e^{i x}\right)\right) d \sigma
$$

where the inner product on the right is the one in $\mathscr{C}$ and $d \sigma=$ $(1 / 2 \pi) d x$. The doubly invariant subspaces of $L_{\mathscr{C}}^{2}$ are defined exactly as before. An example of such a subspace in this case can be given as follows:

Let $\mathscr{J}$ be a range function meaning a function on $|z|=1$ to the family of closed subspaces of $\mathscr{H}$, defined a.e. Two range functions which agree a.e. are regarded as the same function. Let $P\left(e^{i x}\right)$ be the self adjoint projection on $\mathcal{F}\left(e^{i x}\right)$. Say that that $\mathcal{J}$ is "measurable" if $P$ is weakly measurable. Given $\mathscr{F}$ measurable, let $\mathscr{M}_{\mathcal{F}}$ be the set of all functions $f \in L_{\mathscr{H}}^{2}$ for which $f\left(e^{i x}\right) \in \mathscr{J}\left(e^{i x}\right)$ a.e. Then $\mathscr{M}_{\mathscr{E}}$ is a doubly invariant subspace of $L_{\mathscr{H}}^{2}$. The version of Wiener's theorem in this case will be that every doubly invariant subspace of $L_{\mathscr{C}}^{2}$ is obtained as above from a measurable range function $\mathscr{J}$ and

[^37]$\mathscr{M}_{\mathcal{Z}}$ determines uniquely. The scalar case corresponds to one dimensional $\mathscr{C}$ in which case $\mathscr{J}\left(e^{i x}\right)$ can have only one of two values, either $\{0\}$ or the whole space, so that specifying $\mathcal{J}\left(e^{i x}\right)$ is merely prescribing the set on which all functions in $\mathscr{M}_{\mathcal{I}}$ vanish. Thus the above indeed generalizes the scalar case for the circle. The generalization of the line case to the vector context is now obvious.

In both the scalar and vector cases, the circle or the line and the associated Lebesgue measure are inessential. Let $X$ be any locally compact space and $m$ a regular Borel measure on $X$ and let $P$ be any subspace of $L_{\infty}(d m)$ which is weak* dense. Say that a closed subspace $\mathscr{M}$ of $L^{2}(d m)$ or $L_{\mathscr{H}}^{2}(d m)$ is doubly invariant if it is invariant for multiplication by functions in $P$. Then the doubly invariant subspaces of $L^{2}(d m)$ or $L_{\mathscr{H}}^{2}(d m)$ have precisely the same structure as in the circle or the line case. The circle corresponds to the situation ' $m(X)<\infty$ ' and the line to ' $m(X)=\infty$ '; the subspace $P$ corresponds in either case to the set of all trignometric polynomials.

In this paper we first give a proof of Wiener's theorem for the scalar circle case and show that essentially the same proof applies to the line case too. We then generalize our proof to yield the vector case. Our proof for the (scalar and vector) circle case applies word for word (with obvious changes) to the context of finite regular measure spaces mentioned above; our proof of the line case could be adapted to the context of infinite measure spaces. By modifying our proof for the vector case we obtain a theorem (Theorem 5) on range functions of constant dimension which incidentally gives a characterization of range functions associated with simply invariant subspaces with no remote past (Theorem 6). Finally we show that in the scalar case the $L^{2}(d m)$ theorem implies a corresponding $L^{p}(d m)$ theorem (Theorem 7), $1 \leqq p \leqq \infty^{1}$.

The Wiener $L^{2}$ theorem is known. In the scalar case, direct proofs are also known; our proof seems to be simpler. In the vector case our version of the theorem was suggested by Professors Helson and Lowdenslager; we have not seen in the literature a direct proof of the theorem in this case. It could be derived as a corollary from the following general theorem in the theory of 'rings of operators':

Any bounded operator $T: L_{\mathscr{C}}^{2} \rightarrow L_{\mathscr{X}}^{2}$ which commutes with multiplication by bounded scalar functions is multiplication by a bounded operator valued function. [cf: 1, p. 167, Theorem 1; 3, p. 301, Lemma 1] The proof this way would be more involved. Our $L^{p}$ theorem and Theorem 6, we believe, are new.

We may point out in passing that the general theorem on multiplication operators quoted above can itself derived from Wiener's

[^38]theorem by an application of the spectral theorem for self adjoint operators. We omit the proof of this.

We have benefitted considerably by our discussion with Professor Helson in the course of preparation of this paper and our thanks are due to him.
2. Theorem 1. Let $\mathscr{M}$ be a doubly invariant subspace of $L^{2}\left(e^{i x}\right)$. Then $\mathscr{M}=C_{E} L^{2}\left(e^{i x}\right)$ for some measurable sebset $E$ (where $C_{B}$ denotes the characteristic function of $E$ ).

Proof. Let $\mathscr{M} \perp$ be the orthogonal complement of $\mathscr{M}$ in $L^{2}\left(e^{i x}\right)$ and let $q$ be the orthogonal projection on $\mathscr{M}$ of the constant function 1. Then $1-q \in \mathscr{M}^{\perp}$, and because of double invariance of $\mathscr{M}$ and hence of $\mathscr{M}^{\perp}, \lambda^{n}(1-q) \in \mathscr{M}^{\perp}$ for all $n$. So $\int\left(q-|q|^{2}\right) e^{-n i x} d \sigma=0$ for all $n$ so that $|q|^{2}=q$ a.e. Hence $q=C_{E}$ for some measurable subset $E$.

Trivially $q L^{2}\left(e^{i x}\right) \subset \mathscr{M}$. This inclusion is in fact an equality. For if $g \in \mathscr{M} \ominus q L^{2}\left(e^{i x}\right)$ then $g \perp \lambda^{n} q$ for all $n$, also $g \perp \lambda^{n}(1-q)$ (which lies in $\mathscr{M}^{\perp}$ ), so $g \perp \lambda^{n}$ for all $n$ and hence $g=0$ a.e. Thus $\mathscr{M}=q L^{2}\left(e^{i x}\right)=$ $C_{E} L^{2}\left(e^{i x}\right)$. We pass now to the line case:

Theorem 2. Let $\mathscr{M}$ be a doubly invariant subspace of $L^{2}(d t)$, $-\infty<t<\infty$. Then $\mathscr{M}=C_{E} L^{2}(d t)$ for some measurable subset $E$ of the line.

Proof. Let $\tilde{L}^{2}=(1-i t) L^{2}(d t)$ and $\tilde{\mathscr{M}}=(1-i t) \mathscr{M} . \quad \tilde{L}^{2}$ is a Hilbert space for the inner product

$$
(f, g)=\int_{-\infty}^{\infty} f \bar{g} \frac{1}{1+t^{2}} d t
$$

and $\tilde{\mathscr{L}}$ is a closed subspace of $\tilde{L}^{2}$ invariant under multiplication by all $e^{i u t}$. Let $\tilde{\mathscr{C}}^{\perp}$ be the orthogonal complement of $\tilde{\mathscr{M}}$ in $\widetilde{L}^{2}$ and let $q$ be the projection of the constant function 1 (which belongs to $\widetilde{L}^{2}$ ) on $\tilde{\mathscr{M}}$. Now the arguments are the same as in the circle case:
$(1-q) e^{i u t} \in \tilde{\mathscr{K}}^{\perp}$ for all $u$ and hence $q \perp(1-q) e^{i u t}$ for all $u$. That is

$$
\int_{-\infty}^{\infty}\left(q-|q|^{2}\right) \frac{1}{1+t^{2}} e^{-i u t} d t=0 \quad \text { for all } u
$$

Hence $\left(q-|q|^{2}\right)\left(1 /\left(1+t^{2}\right)\right)=0$ a.e. Thus $|q|^{2}=q$ a.e. and $q=C_{E}$ for some $E$. Then as in the circle case, $\tilde{\mathscr{M}}=q \widetilde{L}^{2}=C_{E} \widetilde{L}^{2}$, i.e. $(1-i t) \mathscr{M}=$ $(1-i t) C_{E} L^{2}$. Hence $\mathscr{M}=C_{E} L^{2}$. The uniqueness of $E$ is trivial in both the cases.
3.1. We deal with the vector case for the circle. Let $\mathscr{H}$ be a separable Hilbert-space and $L_{\mathscr{H}}^{2}$ be defined as in § 1. Then we have

Theorem 3. For every doubly invariant subspace $\mathscr{M}$ of $L_{\mathscr{H}}^{2}$ there exists a unique measurable range function $\mathscr{J}$ such that $\mathscr{M}=\mathscr{M}_{\mathcal{E}}$.

Proof. Let $\left\{e_{k}\right\} k=1,2, \cdots$ be an orthonormal basis for $\mathscr{H}$ and let $q_{k}$ be the projection of the constant function $e_{k}$ on $\mathscr{M}$. Then $q_{k} \in L_{\mathscr{H}}^{2}$ and of course is measurable. Each $q_{k}$ is defined a.e. on the circle and hence also all $q_{k}$ 's together. Let $\mathscr{J}\left(e^{i x}\right)$ be the closed subspace of $\mathscr{H}$ spanned by $\left\{q_{k}\left(e^{i x}\right)\right\}_{k}$. Then $\mathscr{J}\left(e^{i x}\right)$ is defined a.e. We shall show that
(a) $\mathscr{J}$ is measurable
(b) $\mathscr{M}=\mathscr{N}_{\mathcal{L}}$

Proof of (a). Let $P\left(e^{i x}\right)$ be the orthogonal projection on $\mathscr{J}\left(e^{i x}\right)$. We have only to show that $P\left(e^{i x}\right) e_{k}$ is measurable for all $k$. We shall actually show that $P\left(e^{i x}\right) e_{k}=q_{k}\left(e^{i x}\right)$ a.e. Let $\mathscr{M}^{\perp}=L_{\mathscr{C}}^{2} \ominus \mathscr{M}$. Now $q_{k} \in \mathscr{M}$ and $e_{k}-q_{k} \in \mathscr{M}^{\perp}$. Because of double invariance then, $\lambda^{n} q_{r} \in \mathscr{M}$ for all $n$, and is $\perp e_{k}-q_{k}$ for all $k$. Thus $\int\left(e_{k}-q_{k}\left(e^{i x}\right)\right.$, $\left.q_{r}\left(e^{i x}\right)\right) e^{-n i x} d \sigma=0$ for all $n$ and hence $e_{k}-q_{k}\left(e^{i x}\right) \perp q_{r}\left(e^{i x}\right)$ a.e. for every $r$ so that $e_{k}-q_{k}\left(e^{i x}\right) \perp q_{r}\left(e^{i x}\right)$ for all $r$, a.e. This means $e_{k}-$ $q_{k}\left(e^{i x}\right) \perp \mathcal{J}\left(e^{i x}\right)$ a.e. Since $q_{k}\left(e^{i x}\right) \in \mathscr{J}\left(e^{i x}\right)$ it follows that $P\left(e^{i x}\right) e_{k}=$ $q_{k}\left(e^{i x}\right)$ a.e.

Proof of (b). Let $\mathscr{N}$ be the closed span of $\left\{\lambda^{n} q_{k}\right\}$ in $L_{\mathscr{C}}^{2}, k \geqq 1$, $n=0, \pm 1, \pm 2, \cdots$. Then $\mathscr{N}$ is doubly invariant and $\mathscr{N} \subset \mathscr{M}$. If $\mathscr{N} \neq \mathscr{M}$ let $g \in \mathscr{M} \ominus \mathscr{N}$. Then, using the invariance, we have
(i) $g \perp \lambda^{n} q_{k}$ for all $k, n$
(ii) $\lambda^{n} g \perp e_{k}-q_{k}$ for all $k, n$.

It follows as in the proof of (a) that
(i) $g\left(e^{i x}\right) \perp q_{k}\left(e^{i x}\right)$ a.e.
(ii) $g\left(e^{i x}\right) \perp e_{k}-q_{k}\left(e^{i x}\right)$ a.e.

Hence $g\left(e^{i x}\right) \perp e_{k}$ a.e. for every $k$ so that $g\left(e^{i k}\right) \perp e_{k}$ for all $k$, a.e. Hence $g\left(e^{i x}\right)=0$ a.e. This shows that $\mathscr{M}=\mathscr{N}^{\prime}$.

If $f \in \mathscr{N}$ then $f\left(e^{i x}\right) \in \mathscr{J}\left(e^{i x}\right)$ a.e. Hence $\mathscr{M} \subset \mathscr{M}_{j}$. Let now $g \in \mathscr{M}_{\mathcal{I}} \ominus \mathscr{M}$. Then $g \perp \lambda^{n} q_{k}$ for all $k$, $n$, so $g\left(e^{i x}\right) \perp q_{k}\left(e^{i x}\right)$ a.e. for every $k$ and hence $g\left(e^{i x}\right) \perp \mathcal{J}\left(e^{i x}\right)$ a.e. But $g\left(e^{i x}\right) \in \mathscr{J}\left(e^{i x}\right)$ a.e. as $g \in \mathscr{M}_{\mathcal{g}}$. Hence $g=0$. Thus $\mathscr{M}=\mathscr{M}_{\mathcal{E}}$.

Only the uniqueness part of the theorem remains to be proved. This we prove independently as a lemma.

Lemma. If $\mathscr{J}$ and $\mathscr{K}$ are measurable range functions and $\mathscr{M}_{\mathscr{E}}=\mathscr{M}_{\mathscr{K}}$ then $\mathscr{J}=\mathscr{K}$ a.e.

Proof. Let as before $P\left(e^{i x}\right)$ be the orthogonal projection on $\mathscr{J}\left(e^{i x}\right)$ and let $q_{k}\left(e^{i x}\right)=P\left(e^{i x}\right) e_{k}, k=1,2 \cdots$ where $\left\{e_{k}\right\}$ is an o.n. basis for $\mathscr{J} . q_{k}$ is measurable as $\mathscr{J}$ is and $\left\|q_{k}\left(e^{i x}\right)\right\|^{2} \leqq\left\|e_{k}\right\|^{2}=1$ so that $q_{k} \in L_{\mathscr{H}}^{2}$. Also $\left\{q_{k}\left(e^{i x}\right)\right\}_{k}$ generate $\mathscr{J}\left(e^{i x}\right)$ as $\left\{e_{k}\right\}$ generate $\mathscr{C}$. Now $q_{k} \in \mathscr{M}_{\mathcal{Z}}=\mathscr{M}_{\mathscr{K}}$ so that $q_{k}\left(e^{i x}\right) \in \mathscr{K}^{\prime}\left(e^{i x}\right)$ a.e. for all $k$. It follows that $\mathscr{J}\left(e^{i x}\right) \subset \mathscr{K}^{\prime}\left(e^{i x}\right)$ a.e. Interchanging $\mathscr{J}$ and $\mathscr{K}$ we conclude that $\mathscr{J}=\mathscr{K}$ a.e.
3.2. The functions $\left\{q_{k}\right\}$ defined in $\S 3.1$ provide a measurable basis pointwise a.e. for $\mathcal{J}$. We shall show that we can secure the $\left\{q_{k}\right\}$ to be orthogonal a.e. The usual orthogonalization process can be applied at every point but the measurability of the resulting functions needs to be proved. This can be avoided by a slight modification of our construction of the $q_{k}$ 's which while preserving their other properties also ensures their pointwise orthogonality. The modification is the following:

Let $q_{1}$ be the orthogonal projection of $e_{1}$ on $\mathscr{M}$ and let $\mathscr{N}_{1}$ be the closed span of $\left\{\lambda^{n} q_{1}\right\}_{n}$. Then $\mathscr{N}_{1}$ is doubly invariant and so is $\mathscr{M}_{1}=\mathscr{L} \Theta \mathscr{N}_{1}$. Let now $q_{2}$ be the projection of $e_{2}$ on $\mathscr{M}_{1}$ and let $\mathscr{N}_{2} \subset \mathscr{M}_{1}$ be the closed span of $\left\{\lambda^{n} q_{2}\right\}$. Having obtained $q_{1}, q_{2}, \cdots, q_{k-1}$ and $\mathscr{N}_{1}, \mathscr{N}_{2}, \cdots \mathscr{N}_{k-1}$ as above, define $q_{k}$ as the projection of $e_{k}$ on $\mathscr{L} \ominus \sum_{i=1}^{k=1} \mathscr{N}_{i}$. The $q_{k}$ 's are easily seen to be mutually orthogonal a.e. If $\mathcal{J}\left(e^{i x}\right)$ is defined to be the closed span of $\left\{q_{k}\left(e^{i x}\right)\right\}_{k}$, the arguments in $\S 3.1$ which trivial modifications will show that $\mathscr{M}=\mathscr{M}_{\mathcal{E}}$. We have thus proved

Theorem 4. Corresponding to every measurable range function there exist functions $q_{k} \in L_{\mathscr{H}}^{2}, k=1,2, \cdots$ such that the $q_{k}\left(e^{i x}\right)$ 's are mutually orthogonal and span $\mathcal{J}\left(e^{i x}\right)$ a.e.

The question that arises next is: when does $\mathcal{J}\left(e^{i x}\right)$ have a measurable o.n. basis a.e.? If $\left\{q_{k}\left(e^{i x}\right)\right\}_{k}$ is an o.n. basis a.e. for $\mathscr{J}\left(e^{i x}\right)$ then the dimension of $\mathscr{F}\left(e^{i x}\right)$ is a constant a.e., being equal to the cardinality of the indexing $k$ 's (finite or not). Conversely also we have

Theorem 5. If $\mathscr{J}$ is a measurable range function of constant dimension a.e., there exist functions $q_{k}^{\prime}, k=1,2, \cdots$ in $L_{\mathscr{Z}}^{2}$ such that $\left\{q_{k}^{\prime}\left(e^{i x}\right)\right\}$ is an o.n. basis for $\mathscr{J}\left(e^{i x}\right)$ a.e.

Proof. By our construction in the proof of Theorem 4 we can assume that there exist $q_{k} \in L_{\mathscr{H}}, k=1,2, \cdots$ such that $\left\|q_{k}\left(e^{i x}\right)\right\|=1$ or 0 a.e. and $\left\{q_{k}\left(e^{i x}\right)\right\}_{k}$ is orthogonal and generates $\mathcal{J}\left(e^{i x}\right)$. For a given $x$ let $q_{1}^{\prime}\left(e^{i x}\right)=q_{i_{1}}\left(e^{i x}\right)$ where $i_{1}$ is the smallest index such that $q_{i_{1}}\left(e^{i x}\right) \neq 0$; having obtained $q_{1}^{\prime}\left(e^{i x}\right), \cdots, q_{n-1}^{\prime}\left(e^{i x}\right)$, let $q_{n}^{\prime}\left(e^{i x}\right)=q_{i_{n}}\left(e^{i x}\right)$ where $i_{n}$ is the
smallest index $\geqq i_{n-1}+1$ such that $q_{i_{n}}\left(e^{i x}\right) \neq 0 .{ }^{1}$ If dimension $\mathcal{J}\left(e^{i x}\right)=$ $\infty$ a.e., this construction defines $q_{n}^{\prime}$ for every $n$; if dimension $\mathcal{J}\left(e^{i x}\right)=$ $N<\infty$ a.e., the construction proceeds exactly $N$ steps and defines $q_{1}^{\prime}, q_{2}^{\prime}, \cdots, q_{N}^{\prime}$ a.e. The verification that the $q_{k}^{\prime}$ 's satisfy the requirements of the theorem is not hard.

The above theorem has an interesting corollary. Say that a closed subspace $\mathscr{M} \subset L_{\mathscr{H}}^{2}$ is "simply invariant" if $\lambda^{n} \mathscr{M} \subset \mathscr{L}$ for all $n \geqq 0$ but not for all $n<0$. The range function $\mathscr{F}$ associated with the smallest doubly invariant subspace containing $\mathscr{A}$, we shall call the "range function of $\mathscr{M}^{\prime}$ ". The subspace $\mathscr{M}_{\infty}=\bigcap_{n \geqq 0} \lambda^{n} \mathscr{M}$, we shall call the "remote past" of $\mathscr{M}$. If $\mathscr{M}_{\infty}=\{0\}$ (when $\mathscr{M}$ is said to be without remote past) it can be shown from the $L_{\mathscr{H}}^{2}$ version of a theorem of Lax [3, p. 300] that the associated range function is of constant dimension a.e. (meaning finite and equal or infinite a.e.). Conversely, if $\mathscr{J}$ is any measurable range function of constant dimension, by Theorem 5 it has a pointwise o.n. basis $\left\{q_{k}^{\prime}\left(e^{i x}\right)\right\}_{k}, q_{k}^{\prime} \in L_{\mathscr{2 g}}^{2}$. Then $\left\{\lambda^{n} q_{k}^{\prime}\right\}_{k, n}$ is an o.n. set in $L_{\mathscr{H}}^{2}$. If $\mathscr{N}_{m}$ is the closed span of $\left\{\lambda^{m} q_{k}^{\prime}\right\}_{k}$, the $\mathscr{N}_{m}$ 's are mutually orthogonal in $L_{\mathscr{H}}^{2}$ for $m=0, \pm 1, \pm 2, \cdots$ and the orthogonal sum $\mathscr{M}=\sum_{m \geqq 0} \mathscr{N}_{m}$ is a simply invariant subspace of $L_{\mathscr{H}}^{2}$ without remote past whose range function is the given $\mathscr{J}$. Thus we have

Theorem 6. A measurable range function is of constant dimension a.e. if and only if it is the range function of a simply invariant subspace without remote past.
4. The modification employed in $\S 2$ for discussing the line case in the scalar context carries over without change to the vector situation and extends Theorems $3-5$ to $L_{\nsim}^{2}$ over the line. Theorem 6 remains true but needs to be discussed anew; we omit the details.
5. Let $m$ be a regular Baire measure on a locally compact space $X$ and $P$ a subspace of $L^{\infty}(d m)$ which is weak* dense. The reasoning given in § 2-3 shows that the doubly invariant subspaces $\mathscr{M}$ of $L^{2}(d m)$ are the subspaces of the form $C_{E} L^{2}(d m), E \subset X$ measurable. Using this we wish to prove the following

Theorem 7. Let $\mathfrak{N}$ be a subspace of $L^{p}(d m)$ which is invariant under multiplication by functions in $P$ and which is closed if $1 \leqq$ $p<\infty$ and weak* closed if $p=\infty$. Then $\mathcal{N}=C_{E} L^{p}(d m)$ for some measurable subset $E$ of $X$.

[^39]Proof.
Case (i) $1 \leqq p<2$ :
Let $\mathscr{M}=\mathscr{N} \cap L^{2}(d m)$. Then $\mathscr{M}$ is a doubly invariant subspace of $L^{2}(d m)$ and so $\mathscr{M}=C_{E} L^{2}(d m)$ for some measurable subset $E$. We shall show that $\mathscr{N}=C_{E} L^{p}(d m)$.

Let $f \in \mathscr{N}$ and $f=f_{1} f_{2}$ be any factorization for $f$ as a product of an $L^{\mu}$ function and $L^{2}$ function where $(1 / \mu)+(1 / 2)=(1 / p)$, for instance $f_{2}=|f|^{p / 2}$ and $f_{1}=(\operatorname{sgn} . f)|f|^{1-(p / 2)}$. Let $P_{a}$ be the subalgebra generated by $P$ and constants in $L^{\infty}(d m)$. The closed subspace $\left[f_{2} P_{a}\right]_{2}$ generated by $f_{2} P_{a}$ in $L^{2}(d m)$ is doubly invariant and hence $\left[f_{2} P_{a}\right]_{2}=C_{E_{2}} L^{2}(d m)$ for some $E_{2} \subset X$. Now

$$
f_{1} C_{E_{2}} \in f_{1} C_{E_{2}} L^{2}(d m)=f_{1}\left[f_{2} P_{a}\right]_{2} \subset\left[f_{1} f_{2} P_{a}\right]_{p} \subset \mathscr{N}
$$

Trivially $f_{1} C_{E_{2}} \in L^{\mu}(d m) \subset L^{2}(d m)$. Hence

$$
f_{1} C_{E_{2}} \in \mathscr{N} \cap L^{2}(d m)=\mathscr{M}=C_{E} L^{2}(d m)
$$

Let $f_{1} C_{E_{2}}=C_{E} g, g \in L^{2}(d m)$. Then $g \in L^{\mu}(d m)$. So

$$
f=f_{1} f_{2}=f_{1} C_{E_{2}} g^{\prime}, g^{\prime} \in L^{2}(d m)=C_{E} g \cdot g^{\prime} \in C_{E} L^{p}(d m) .
$$

This shows $\mathscr{N} \subset C_{E} L^{p}(d m)$. The reverse inclusion is immediate from the invariance of $\mathscr{N}$. Hence $\mathscr{N}=C_{E} L^{p}(d m)$ in this case.

Case (ii). $2<p \leqq \infty$ :
Let $\mathscr{N}^{\prime}=\left\{f \mid f \in L^{p^{\prime}}, f \perp \mathscr{N}\right\}$ where $\left(1 / p^{\prime}\right)+(1 / p)=1$. Then $\mathscr{N}^{\prime}$ is a doubly invariant subspace of $L^{p^{\prime}}$ and $1 \leqq p^{\prime}<2$. Hence $\mathscr{N}^{\prime}=$ $C_{E^{\prime}} L^{p^{\prime}}$ for some $E^{\prime} \subset X$. Then $\mathscr{N}=C_{E} L^{p}$ where $E=X-E^{\prime}$.
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## ON THE EXTENSIONS OF LATTICE-ORDERED GROUPS

## J. Roger Teller

1. Introduction. Throughout this paper $A=0, a, b, \cdots, \Delta=\theta$, $\alpha, \beta, \cdots$ and $G$ will be abelian partially ordered groups (p.o. groups). $G$ is a p.o. extension of $A$ by $\Delta$ if there is an order preserving homomorphism (o-homomorphisn) $\pi$ of $G$ onto $\Delta$ with kernel $A$ such that $\pi$ induces an o-isomorphism of $G / A$ with $\Delta$, (i.e. $\pi(g)>\theta$ implies $g+A$ contains a positive element). If $A$ and $\Delta$ are lattice ordered groups (l-groups) then $G$ is an $l$-extension if $G$ is an l-group, $\pi$ is an l-homomorphism and $\pi$ induces an 1 -isomorphism between $G / A$ and $\Delta$. In this case $A$ is an l-ideal of $G$.

If $G$ is a p.o. extension of $A$ by $\Delta$ then for each $\alpha \in \Delta$ choose $r(\alpha) \in G$ such that $\pi(r(\alpha))=\alpha$ and $r(\theta)=0$. Define

$$
f(\alpha, \beta)=-r(\alpha+\beta)+r(\alpha)+r(\beta) \text { for all } \alpha, \beta \in \Delta
$$

and

$$
Q_{a}=\{a \in A \mid r(\alpha)+a \geqq 0\} \quad \text { for } \alpha \in \Delta^{+}=\{\delta \in \Delta \mid \delta \geqq \theta\} .
$$

Then the following conditions are satisfied for all $\alpha, \beta, \gamma$ in $\Delta$.
(i) $f(\alpha, \beta)=f(\beta, \alpha)$
(ii) $f(\alpha, \theta)=f(\theta, \alpha)=0$
(iii) $f(\alpha, \beta)+f(\alpha+\beta, \gamma)=f(\alpha, \beta+\gamma)+f(\beta, \gamma)$.

Moreover, for $\alpha, \beta \in \Delta^{+}$we have
(iv) $Q_{w} \neq \phi$
(v) $Q_{\omega}+Q_{\beta}+f(\alpha, \beta) \cong Q_{\alpha+\beta}$
(vi) $Q_{\theta}=A^{+}$.

Conditions (iv)-(vi) are due to L. Fuchs and can be derived from the results in [5].

Now if $\bar{G}=A \times \Delta$ and we define $(a, \alpha)+(b, \beta)=(a+b+f(\alpha, \beta), \alpha+\beta)$ and ( $\alpha, \alpha$ ) positive if $\alpha \in \Delta^{+}$and $a \in Q_{\alpha}$, then the mapping ( $a, \alpha$ ) $\rightarrow$ $r(\alpha)+a$ is an o-isomorphism of $\bar{G}$ onto $G$. In what follows we usually identify $G$ and $\bar{G}$.

Conversely, if we are given $A, \Delta, f: \Delta \times \Delta \rightarrow A$ and $Q: \Delta^{+} \rightarrow\{$ subsets of $A\}$ such that $f$ and $Q$ satisfy (i)-(vi) then $\bar{G}$ is a p.o. extension of $A$ by $\Delta$ and the mapping $(a, \alpha) \rightarrow \alpha$ is the corresponding o-homomorphism.

Two p.o. extensions $G=(A, \Delta, f, Q)$ and $G^{\prime}=\left(A, \Delta, f^{\prime}, Q^{\prime}\right)$ are $o$-equivalent if there is a function $t: \Delta \rightarrow A$ such that

[^40]$$
f^{\prime}(\alpha, \beta)=f(\alpha, \beta)-t(\alpha+\beta)+t(\alpha)+t(\beta)
$$
and
$$
Q_{\alpha}^{\prime}=-t(\alpha)+Q_{\alpha} .
$$

This is equivalent to the fact that there exists an o-isomorphism of $G$ onto $G^{\prime}$ that induces the identity on $A$ and $G / A=\Lambda$.

In Theorem 1 we give necessary and sufficient conditions that a p.o. extension $G=(A, \Delta, f, Q)$ be an l-extension. If $G$ is an 1 -extension such that for each $\alpha \in \Lambda^{+}, Q_{\alpha}$ is a principal dual ideal, that is, generated by a single element, then Lemma 2.2 shows $G$ is o-equivalent to the cardinal sum $A \boxplus \Delta$. We show in Lemma 2.3, if $A$ is a lexicographic extension of an l-ideal $B$ (notation: $A=\langle B\rangle$ ) then for each $\alpha \in \Delta^{+}$, $Q_{x}=A$ or $Q_{a}$ is a principal dual ideal. Theorem 2 shows that if $G$ is an l-extension of $A=\langle B\rangle$ then $G$ contains an l-ideal $H \cong A \boxplus J$, $J \subseteq \Delta$ and $G$ is an l-extension of $H$ by the ordered group (o-group) $\Delta / J$. In addition if $\Delta$ is an o-group then $G=\langle A \boxplus J\rangle$.

Theorem 3 gives a method of constructing l-extensions from an abelian extension $G=(A, \Delta, f)$ that depends only on the cardinal summands of $A$.

In § 4 we use the above to investigate those l-extensions of an l-group $A$ with a finite basis. We show that to an o-equivalence every l-extension of such an 1 -group $A$ by an 1 -group $\Delta$ is determined by a meet-preserving homomorphism of the semigroup $\Delta^{+}$to the semigroup of all cardinal summands of $A$ such that $f(\alpha, \beta) \in H_{\alpha+\beta}$.
2. Extensions of l-groups. A subset $Q$ of $A$ is a dual ideal if $a \in Q$ and $b \geqq a$ implies $b \in Q$.

Lemma 2.1. If $A$ is an l-group and $Q \subseteq A$ is a dual ideal that satisfies
$\left(^{*}\right) \quad Q \cap\left(b+A^{+}\right)$has a smallest element for all $b \in A$, then $Q$ is a sublattice of $A$. Thus $Q$ is a lattice dual ideal.

Proof. Let $a, b \in Q$, then $a \vee b \in Q$ since $Q$ is a dual ideal. Also, $a, b \in Q \cap\left[(a \wedge b)+A^{+}\right]$so by $\left({ }^{*}\right)$ there is an element $x \in Q \cap\left[(a \wedge b)+A^{+}\right]$ such that $x \leqq a$ and $x \leqq b$. Hence, $x \leqq a \wedge b$ so $a \wedge b \in Q$ and $Q$ is a sublattice of $A$ as desired.

If $E$ is a subset of $A$ then the dual ideal generated by $E$ (notation: $D I(E)$ ) is $\{x \in A \mid x \geqq y$ for some $y \in E\}$. If a dual ideal is generated by a single element we say the dual ideal is principal.

Theorem 1. Suppose $A$ and 4 are l-groups and $G=(A, \Delta, f, Q)$ is a p.o.-extension of $A$ by 4 . Then $G$ is an l-extension if and only if
if $\alpha \wedge \beta=\theta$ then $Q_{\alpha} \cap\left[Q_{\beta}+b+f(\alpha-\beta, \beta)\right]$ has a smallest element for all $b \in A$,
and

$$
\begin{equation*}
Q_{a}+Q_{\beta}+f(\alpha, \beta)=Q_{\alpha+\beta} \text { for } \alpha, \beta \in \Delta^{+} . \tag{2}
\end{equation*}
$$

Proof. Let $G$ be an 1 -extension. Suppose $b \in A$ and $\alpha, \beta \in \Delta^{+}$are such that $\alpha \wedge \beta=\theta$. Let $\gamma=\alpha-\beta$. For $\alpha \in A$, the mapping of $(a, \alpha) \rightarrow \alpha$ is an l-homomorphism so $(b, \gamma) \vee(0, \theta)=(d, \alpha)$ where $d \in A$. Now ( $d, \alpha$ ) $\geqq\left(0, \theta\right.$ ) implies $d \in Q_{\alpha}$ and $(d, \alpha) \geqq(b, \gamma)$ implies $(0, \theta) \leqq$ $(d, \alpha)-(b, \gamma)=[d-b-f(\gamma, \beta), \beta]$ so $d-b-f(\gamma, \beta) \in Q_{\beta}$. Hence, $d \in Q_{\alpha} \cap\left[Q_{\beta}+b+f(\alpha-\beta, \beta)\right]$. If $c \in Q_{\alpha} \cap\left[Q_{\beta}+b+f(\alpha-\beta, \beta)\right]$ then a similar argument shows $(c, \alpha) \geqq(b, \gamma)$ and $(c, \alpha) \geqq(0, \theta)$. Hence, $(c, \alpha) \geqq(d, \alpha)$ and $c \geqq d$. Therefore, $d$ is the smallest element in $Q_{\alpha} \cap\left[Q_{\beta}+b+f(\alpha-\beta, \beta)\right]$ and (1) holds.

To show (2) let $\alpha, \beta \in \Delta^{+}$. If either $\alpha=\theta$ or $\beta=\theta$ then (2) is trivial, so suppose $\alpha>\theta$ and $\beta>\theta$. Since $G$ is a p.o.-extension we have $Q_{\alpha}+Q_{\beta}+f(\alpha, \beta) \subseteq Q_{\alpha+\beta}$. For the reverse containment, let $x \in Q_{\alpha+\beta}, y \in Q_{a}, b=x-y-f(\alpha, \beta)$ and $(a, \beta)=(b, \beta) \vee(0, \theta)$. Now $(c, \alpha+\beta) \geqq(0, \theta)$ if and only if $c \in Q_{\alpha+\beta} ;(c, \alpha+\beta) \geqq(b, \beta)$ if and only if $c \in Q_{\alpha}+b+f(\alpha, \beta)$. On the other hand, since $(a, \beta)=(b, \beta) \vee(0, \theta)$, $c \in Q_{\alpha+\beta} \cap\left[Q_{\alpha}+b+f(\alpha, \beta)\right]$ if and only if $c \in Q_{\alpha}+a+f(\alpha, \beta)$. Hence $Q_{\alpha+\beta} \cap\left[Q_{\alpha}+b+f(\alpha, \beta)\right]=Q_{a}+\alpha+f(\alpha, \beta)$ and by (1) $a$ is the smallest element in $Q_{\beta} \cap\left(Q_{\theta}+b\right)$. Therefore,

$$
\begin{aligned}
& {\left[Q_{\alpha}+b+f(\alpha, \beta)\right] \cap Q_{\alpha+\beta}} \\
& \quad=Q_{\alpha}+f(\alpha, \beta)+\left[Q_{\beta} \cap\left(Q_{\theta}+b\right)\right] \cong Q_{\alpha}+f(\alpha, \beta)+Q_{\beta} .
\end{aligned}
$$

By the choice of $b, x \in\left[Q_{\alpha}+b+f(\alpha, \beta)\right] \cap Q_{\alpha+\beta}$ and $Q_{\alpha}+Q_{\beta}+f(\alpha, \beta)=$ $Q_{\alpha+\beta}$.

For the sufficiency assume (1) and (2) hold and suppose $(b, \beta) \in G$ and that $(b, \beta)$ is not comparable with $(0, \theta)$. Let $c$ be the smallest element in $Q_{\beta \vee} \cap\left[Q_{-(\beta \wedge)}+b+f(\beta,-(\beta \wedge \theta))\right]$. Then $(c, \beta \vee \theta) \geqq(0, \theta)$ and $(b, \beta)$. If $(a, \alpha) \geqq(b, \beta),(0, \theta)$ then $a \in Q_{\alpha} \cap\left[Q_{\alpha-\beta}+b+f(\alpha-\beta, \beta)\right]$. Condition (1) implies (*) so $Q_{\alpha-(\beta v \theta)}$ is a sublattice of $A$ and from (2) we can derive the equality,

$$
\begin{aligned}
Q_{\alpha} & \cap\left[Q_{\alpha-\beta}+b+f(\alpha-\beta, \beta)\right]=\left[Q_{\alpha-(\beta \vee \theta)}+f(\alpha-(\beta \vee \theta), \beta \vee \theta)\right] \\
& +\left\{Q_{\beta \vee} \cap\left[Q_{-(\beta \wedge \theta)}+b+f(\beta,-(\beta \wedge \theta))\right]\right\} .
\end{aligned}
$$

Since $c$ was chosen as the smallest element we have $a \in Q_{\alpha-(\text { (Bve) }}+$ $f(\alpha-(\beta \vee \theta), \beta \vee \theta)+c$ and therefore $(a, \alpha) \geqq(c, \beta \vee \theta)$. Hence, $(c, \beta \vee \theta)=(b, \beta) \vee(0, \theta)$ and $G$ is an l-extension of $A$ by $\Delta$. It can be shown that conditions (1) and (2) are equivalent to those given by L. Fuchs [5]. The entire proof was given so that this paper will be
more self-contained.
An l-group $G$ is a cardinal sum of l-ideals $A_{1}, A_{2}, \cdots, A_{n}$ (notation: $G=A_{1} \boxplus \cdots \boxplus A_{n}$ ) if $G$ is the direct sum (notation: $G=A_{1} \oplus A_{2} \oplus \cdots \oplus A_{n}$ ) of the $A_{i}$ and if for $a_{i} \in A_{i}, a_{1}+\cdots+a_{n} \geqq 0$ if and only if $a_{i} \geqq 0$ for $i=1, \cdots, n$. It can be shown that a direct sum of l-ideals of an l-group is actually the cardinal sum. $G$ is a lexico-extension of an l-group $A$ (notation: $G=\langle A\rangle$ ) if $A$ is an l-ideal of $G, G / A$ is an o-group, and every positive element in $G$ but not in $A$ exceeds every element in $A$. In this case we note that if $a+A<b+A$ in $G / A$ then each element of $b+A$ exceeds every element of $a+A$.

Lemma 2.2. Suppose $G$ is an l-extension of $A$ by $\Delta$.
(a) If $Q_{\alpha}=A$ for all $\theta \neq \alpha \in \Delta^{+}$then $G=\langle A\rangle$.
(b) If $Q_{\alpha}$ is a principal dual ideal for each $\alpha \in \Delta^{+}$then $G$ is o-equivalent to the cardinal sum, $A \boxplus \Delta$, of $A$ and $\Delta$.

Proof. Let $G$ be an l-extension of $A$ by $\Delta$.
(a) If $Q_{s}=A$ for all $\theta \neq \alpha \in \Delta^{+}$, then every positive element of $G \backslash A$ exceeds every element of $A$. From (1) it follows that $\Delta$ is an o-group and therefore $G=\langle A\rangle$.
(b) If $Q_{\infty}$ is a principal dual ideal for each $\alpha \in \Delta^{+}$, let $x_{\alpha}$ be the generator of $Q_{\alpha}$. By (2) we have $x_{\alpha}+x_{\beta}+f(\alpha, \beta)=x_{\alpha+\beta}$. Let $H=$ $A \boxplus \Delta$, then $H=\left(A, \Delta, f^{\prime} \equiv 0, Q^{\prime} \equiv A^{+}\right)$is an $l$-extension of $A$ by $\Delta$. Define $t^{\prime}: \Delta^{+} \rightarrow A$ as $t^{\prime}(\alpha)=x_{\alpha}$. Then $t^{\prime}$ induces a function $t: \Delta \rightarrow A$ and it follows that for $\alpha, \beta \in \Delta$

$$
0=f^{\prime}(\alpha, \beta)=f(\alpha, \beta)-t(\alpha+\beta)+t(\alpha)+t(\beta)
$$

and

$$
A^{+}=Q_{\alpha}^{\prime}=-t(\alpha)+Q_{\alpha} \quad \text { for } \alpha \in \Delta^{+} .
$$

Hence $G$ and $H$ are o-equivalent l-extensions.
Lemma 2.3. Let $A=\langle B\rangle, A \neq B$ and $G=(A, A, f, Q)$ be an l-extension. Then for $\alpha \in \Delta^{+}$either $Q_{\alpha}=A$ or $Q_{\alpha}$ is a principal dual ideal.

Proof. If $A$ is an o-group, $\alpha \in \Delta^{+}$and $Q_{\alpha} \neq A$ then there is $b \in A$ such that $b<\alpha$ for all $a \in Q_{\alpha}$. Hence, $(b, \alpha) \vee(0, \theta)=(c, \alpha)$ implies $c$ is the smallest element in $Q_{\alpha}$ and therefore $Q_{\alpha}$ is a principal dual ideal.

If $A$ is not an o-group then $B \subset A$ and $A / B$ is an o-group. Suppose $\alpha \in \Delta^{+}$and $Q_{a} \neq A$, then there is $0>b \in A \backslash B$ such that $b+B \neq x+B$ for all $x \in Q_{\alpha}$. For suppose for each $0>b \in A \backslash B$ there is an $x \in Q_{\alpha}$ such that $b+B=x+B$, then $b+h \in Q_{a}$ for some $h \in B$. Now for
any $c \in A$ there is $0>a \in A \backslash B$ such that $a+B<c+B$ so $c>a+h$ which implies $c \in Q_{\alpha}$. Thus $Q_{a}=A$, a contradiction.

Now $Q_{a} \cap\left(b+Q_{\theta}\right)$ must have a smallest element so it suffices to show $Q_{a} \cong b+Q_{\theta}$. To this end let $x \in Q_{\alpha}$. If $x+B \leqq b+B$ then either $x+B<b+B$ which implies $x<b$ and $b \in Q_{x}$ or $x+B=b+B$. Both cases lead to contradictions so $x+B>b+B$ which implies $x>b$ and $x \in b+Q_{\theta}$. The proof is complete.

Corollary 2.1. If $A=\langle B\rangle$ then (1) may be replaced by
(1') If $\alpha, \beta \in \Delta^{+}$and $\alpha \wedge \beta=\theta$ then either $Q_{\infty}$ and $Q_{\beta}$ are principal dual ideals or $Q_{a}$ is principal and $Q_{\beta}=A$.

Proof. If $G$ is an l-extension and $\alpha, \beta \in \Delta^{+}$such that $\alpha \wedge \beta=\theta$ then (1) implies $Q_{\alpha} \cap Q_{\beta}$ must have a smallest element and (1') follows from Lemma 2.3. Conversely, if $x$ is the smallest element in $Q_{\alpha}, y$ the smallest in $Q_{\beta}$ and $b \in A$ then $x \vee(y+b+f(\alpha-\beta, \beta)$ is the smallest in $Q_{\alpha} \cap\left[Q_{\beta}+b+f(\alpha-\beta, \beta)\right]$. If $Q_{\beta}=A$ then $x$ is the smallest and if $Q_{a}=A, y+b+f(\alpha-\beta, \beta)$ is the smallest.

From the above it follows that if $A=\langle B\rangle$ and $\Delta$ is an o-group then (1) may be replaced by
(1") For each $\alpha \in \Delta^{+}, Q_{\alpha}=A$ or $Q_{\alpha}$ is a principal dual ideal.
From (2) of Theorem 1 we have: The only l-extensions of $A=\langle B\rangle$ by an Archimedean o-group $\Delta$ are o-isomorphic to the cardinal extension or the lexico-extension.

Theorem 2. Let $A=\langle B\rangle$ and $\Delta$ be l-groups and $G=(A, \Delta, f, Q)$ be an l-extension. Then $G$ contains an l-ideal $H$ which is o-isomorphic to $A \boxplus J, J \subseteq \Delta$, and $G$ is an l-extension of $H$ by the o-group $\Delta / J$.

Proof. By Lemma 2.3 either $Q_{\alpha}=A$ or $Q_{\alpha}$ is principal for all $\alpha \in \Delta^{+}$. Let $J^{+}=\left\{\alpha \in \Delta^{+} \mid Q_{\alpha} \neq A\right\}$. Then by (2) of Theorem $1, J^{+}$is a convex subsemigroup of $\Delta^{+}$. Let $J$ be the l-ideal of $\Delta$ generated by $J^{+}$and let $H=\left(A, J, f^{\prime}, Q^{\prime}\right)$ where $f^{\prime}=f \mid(J \times J)$ and $Q_{\alpha}^{\prime}=Q_{\alpha}, \alpha \in J^{+}$. Then $H$ is an l-ideal of $G$ and $Q_{\alpha}^{\prime}$ is a principal dual ideal for all $\alpha \in J^{+}$. Therefore by Lemma 2.2, we have $H$ o-isomorphic to $A \boxplus J$.

By way of contradiction, if $\Delta / J$ is not an o-group then there are $X, Y \in(4 / J)^{+}$such that $X \wedge Y=J$. Let $X=\alpha+J, Y=\beta+J$ then $X \wedge Y=(\alpha+J) \wedge(\beta+J)=(\alpha \wedge \beta)+J=J$ so $\alpha \wedge \beta \in J$. Now $\alpha=$ $(\alpha \wedge \beta)+\gamma, \beta=(\alpha \wedge \beta)+\delta$ where $\gamma \wedge \delta=\theta$ and $\gamma, \delta \notin J$, hence $Q_{\gamma}=$ $A=Q_{\delta}$. This contradicts Corollary 2.1. Thus $4 / J$ is an o-group.

Finally, the natural mappings induce an o-isomorphism of $G / H$ onto $\Delta / J$. Hence, $G$ is an l-extension of $H$ by the o-group $\Delta / J$.

We note that if $\alpha \in \Delta^{+} \backslash J^{+}$then $Q_{\alpha}=A$ so if $0<g \in G \backslash H$ then $g>a$ for all $a \in A$.

Corollary 2.2. If $\Delta$ is an o-group and $G=(A, \Delta, f, Q)$ is an $l$-extension then $G=\langle A \boxplus J\rangle$.

Proof. If $\Delta$ is an o-group then $\Delta=\langle J\rangle$. The corollary follows from the results of Conrad [3, p 235] since $A \boxplus J$ contains all the nonunits of $G$.

We note that if $G$ is an l-group with two disjoint elements but not three then $G$ is an l-extension of an o-group by an o-group and hence we have the structure theorem of Conrad and Clifford [4] for the abelian case.
3. 1-extensions with each $Q_{\infty}$ generated by a coset of an 1-ideal. Throughout this section we will consider those l-extensions $G=$ $(A, \Delta, f, Q)$ where, for each $\alpha \in \Delta^{+}, Q_{\alpha}=D I\left(x_{\alpha}+H_{\alpha}\right), H_{\alpha}$ an 1-ideal of $A$.

Lemma 3.1. Suppose $G=(A, \Delta, f, Q)$ is an $l$-extension of the above type. Then there is an l-extension $G^{\prime}=\left(A, \Delta, f^{\prime}, Q^{\prime}\right)$ o-equivalent to $G$ with $Q_{\alpha}^{\prime}=D I\left(H_{\alpha}\right)$ for each $\alpha \in \Delta^{+}$.

Proof. If $G$ is an l-extension and $Q_{\alpha}=D I\left(x_{\alpha}+H_{\alpha}\right)$ for each $\alpha \in \Delta^{+}$, then there is a mapping $t: \Delta^{+} \rightarrow A$ defined as $t^{\prime}(\alpha)=x_{\alpha}$. Since each $\alpha \in \Delta$ has a unique representation $\alpha=\alpha^{+}-\alpha^{-}$where $\alpha^{+}=\alpha \vee \theta$, $\alpha^{-}=-(\alpha \wedge \theta)$, we can extend $t^{\prime}$ to a mapping $t: \Delta \rightarrow A$ by defining $t(\alpha)=t^{\prime}\left(\alpha^{+}\right)-t^{\prime}\left(\alpha^{-}\right)$.

Let $f^{\prime}(\alpha, \beta)=f(\alpha, \beta)-t(\alpha+\beta)+t(\alpha)+t(\beta)$ and $Q_{\alpha}^{\prime}=-t(\alpha)+Q_{\alpha}$. It is easily verified that $f^{\prime}$ and $Q^{\prime}$ satisfy conditions (i)-(vi) so $G^{\prime}=$ ( $A, \Delta, f^{\prime}, Q^{\prime}$ ) is a p.o. extension of $A$ by $\Delta$. From Theorem 1 it follows that $G^{\prime}$ is an l-extension. Clearly, $G^{\prime}$ is o-equivalent to $G$ and $Q^{\prime}=$ $D I\left(H_{a}\right)$.

For those l-extensions $G$ of $A$ by $\Delta$ with $Q_{a}$ as above the question of o-equivalence leads to an investigation of the l-ideals of $A$. To show this we need the following.

Lemma 3.2. If $A$ is an l-group, $H$ and $K$ l-ideals of $A$ and $D I(y+H)=D I(z+K)$ then $y+H=z+K$ and $H=K$.

Proof. Suppose $D I(y+H)=D I(z+K)$ where $H$ and $K$ are l-ideals of $A$. If $x=z-y$ then $D I(H)=D I(x+K)$. Since $H \cong D I(x+K)$, $0 \in D I(x+K)$. If $0 \notin x+K$ then $0>x+k, k \in K$ so $x+K$ contains a negative element. Since $D I(H)$ is a semigroup, $2(x+k) \in D I(x+K)$
so $2 x+2 k \geqq x+1, \mathrm{l} \in K$. Hence, $x+(2 k-1) \geqq 0$. This is a contradiction since $x+K$ can contain no positive elements. Thus $0 \in x+K$ and $x \in K$. Moreover, we have $D I(H)=D I(K)$ which implies $H=K$. For if $H \neq K$ then, without loss of generality, there is $0>h \in H \backslash K$. But $h \in D I(K)$ so $h>k \in K$. Hence, $0>h>k$, and by convexity $h \in K$, a contradiction. Thus, $H=x+K=z-y+K$ and $y+H=z+K$.

Now if $G=(A, \Delta, f, Q)$ and $G^{\prime}=\left(A, \Delta, f^{\prime}, Q^{\prime}\right)$ are two l-extensions with $Q_{\infty}$ and $Q_{\alpha}^{\prime}$ generated by l-ideals $H_{\alpha}$ and $H_{\alpha}^{\prime}$ of $A$, then $G$ and $G^{\prime}$ are o-equivalent if and only if there is a function $t: \Delta \rightarrow A$ such that

$$
\begin{gathered}
f^{\prime}(\alpha, \beta)=f(\alpha, \beta)-t(\alpha+\beta)+t(\alpha)+t(\beta) \\
H_{\alpha}^{\prime}=H_{\alpha} \text { and } t(\alpha) \in H_{\alpha}^{\prime} .
\end{gathered}
$$

The question at this point is which l-extensions will have $Q_{a}$ generated by a coset of an l-ideal. We give a partial answer to this question in the next section.

We complete this section by giving a method for the construction of l-extensions of l-groups.

Theorem 3. Suppose $A$ and $\Delta$ are l-groups and $G=(A, \Delta, f)$ is an abelian extension of $A$ by $\Delta$. For each $\alpha \in \Delta^{+}$, let $H_{\alpha}$ be a cardinal summand of $A$ such that
(1*) if $\alpha \wedge \beta=\theta$ then $H_{\alpha} \cap H_{\beta}=0$
(2*) $H_{\alpha}+H_{\beta}=H_{\alpha+\beta}$ and $f(\alpha, \beta) \in H_{\alpha+\beta}$.
If $Q_{a}=D I\left(H_{\alpha}\right)$ then $G=(A, \Delta, f, Q)$ is an l-extension of $A$ by $\Delta$.
Proof. Clearly (iv) is satisfied and for any $\alpha \in \Delta^{+}$, (2*) implies $H_{\theta} \cong H_{a}$. From (1*) it follows that $H_{\theta}=0$. Thus $Q_{H}=A^{+}$and (vi) is satisfied. Moreover, from (2*) we have $D I\left(H_{\alpha}+H_{\beta}+f(\alpha, \beta)\right)=D I\left(H_{\alpha+\beta}\right)$ so $D I\left(H_{\alpha}\right)+D I\left(H_{\beta}\right)+f(\alpha, \beta)=D I\left(H_{\alpha+\beta}\right)$ and (2) of Theorem 1 holds.

If $\alpha \wedge \beta=\theta$ then $H_{\alpha} \cap H_{\beta}=0$ so $H_{\alpha+\beta}=H_{\alpha} \oplus H_{\beta}$ and since $H_{\alpha}$ and $H_{\beta}$ are l-ideals we have $H_{\alpha+\beta}=H_{\alpha} \boxplus H_{\beta}$. Since $H_{\alpha+\beta}$ is a cardinal summand we conclude $A=H_{\alpha+\beta} \boxplus D=H_{\alpha} \boxplus H_{\beta} \boxplus D$ where $D$ is an l-ideal of $A$. Suppose $b \in A$ and $b+f(\alpha-\beta, \beta)=\left(a_{1}, a_{2}, a_{3}\right)$ where $a_{1} \in H_{\alpha}, a_{2} \in H_{\beta}$ and $a_{3} \in D$. We show ( $a_{1}, 0, a_{3} \vee 0$ ) is the smallest element in

$$
Q_{\alpha} \cap\left(b+f(\alpha-\beta, \beta)+Q_{\beta}\right)=D I\left(H_{\alpha}\right) \cap D I\left(b+f(\alpha-\beta, \beta)+H_{\beta}\right) .
$$

Now $\left(a_{1}, 0, a_{3} \vee 0\right) \geqq\left(a_{1}, 0,0\right)$ so $\left(a_{1}, 0, a_{3} \vee 0\right) \in D I\left(H_{\alpha}\right)$. Also $\left(a_{1}, 0, a_{3}\right)=$ $\left(a_{1}, 0, a_{3}\right)=\left(a_{1}, a_{2}, a_{3}\right)-\left(0, a_{2}, 0\right)$ so $\left(a_{1}, 0, a_{3}\right) \in b+f(\alpha-\beta, \beta)+H_{\beta}$ and $\left(a_{1}, 0, a_{3} \vee 0\right) \in D I\left(b+f(\alpha-\beta, \beta)+H_{\beta}\right)$. If

$$
(u, v, w) \in D I\left(H_{\alpha}\right) \cap D I\left(b+f(\alpha-\beta, \beta)+H_{\beta}\right)
$$

then $u \geqq h_{\alpha} \in H_{\alpha}, v \geqq 0$ and $w \geqq 0$. Also $u \geqq a_{1}, v \geqq a_{2}+h_{\beta}$ where
$h_{\beta} \in H_{\beta}$ and $w \geqq a_{3}$. Hence, $(u, v, w) \geqq\left(a_{1}, 0, a_{3} \vee 0\right)$ and ( $a_{1}, 0, a_{3} \vee 0$ ) is the smallest element in $Q_{\alpha} \cap\left(b+f(\alpha-\beta, \beta)+Q_{\beta}\right)$. Thus $G$ is an l-extension of $A$ by $\Delta$.

We note that, since any two representations of an l-group as a cardinal sum have a common refinement, the cardinal summands of an l-group form an additive semigroup closed with respect to intersection. That is, if $H=A \boxplus A^{\prime}$ and $H=B \boxplus B^{\prime}$ then $A=(A \cap B) \boxplus\left(A \cap B^{\prime}\right)$, $A^{\prime}=\left(A^{\prime} \cap B\right) \boxplus\left(A^{\prime} \cap B^{\prime}\right)$ and $B=(A \cap B) \boxplus\left(A^{\prime} \cap B\right)$. Thus $H=A \boxplus$ $A^{\prime}=(A+B) \boxplus\left(A^{\prime} \cap B^{\prime}\right)$. Hence, $A+B$ is a cardinal summand of $G$.
4. Extensions of l-groups with a finite basis. An element $g$ of an l-group $G$ is basic if $0<g$ and $\{x \in G \mid 0<x \leqq g\}$ is ordered. A subset $S$ of $G$ is a basis for $G$ if $S$ is a maximum set of disjoint elements and each $g \in S$ is basic. Conrad [2] has shown that an 1 -group. $A$ with a finite basis of $n$ elements is a lexico-sum of $n$ ordered subgroups. In particular, $A$ is the cardinal sum of two l-groups each with a basis of fewer than $n$ elements, or $A$ is a lexico-extension of such an l-group. In this section we are concerned with l-extensions of l-groups with finite bases.

Lemma 4.1. Suppose $A$ has a finite basis and $G=(A, \Delta, f, Q)$ is an $l$-extension of $A$. Then for $\alpha \in \Delta^{+}, Q_{\infty}=D I\left(x_{\alpha}+H_{\alpha}\right)$ where $H_{\alpha}$ is: an l-ideal of $A$.

Proof. Let $A$ have a basis of $n$ elements. The proof is by induction on $n$.

It follows from Lemma 2.3 that we need only consider $A=B \boxplus C$ and if $n=1$ then $H_{a}=A$ or $H_{a}=0$.

So suppose the theorem is true for all l-groups with a basis of fewer than $n$ elements. Let $\varphi: A \rightarrow B$ and $\psi: A \rightarrow C$ be the projections. Now $B$ has a basis of fewer than $n$ elements and $G^{\prime}=(B, \Delta, \varphi f, \varphi Q)$ is an l-extension of $B$ so by induction $\varphi Q_{\infty}=D I(x+M)$ where $x \in B$ and $M$ is an l-ideal of $B$. Similarly, $\psi Q_{\alpha}=D I(y+N)$ where $y \in C$ and $N$ is an l-ideal of $C$. Since $Q_{\alpha}$ is a sublattice of $A$, a straight forward argument shows $Q_{a}=D I((x+y)+(M+N))$ and $M+N$ is an l-ideal of $A$. The proof is complete.

The following theorem shows that for an l-group $A$ with a finite basis every l-extension $G$ of $A$ by an l-group $\Delta$ is o-equivalent to an l-extension constructed by the method described in Theorem 3. That is, to an o-equivalence, every such l-extension is determined by a meet-preserving homomorphism from the semigroup $\Delta^{+}$to the semigroup of all cardinal summands of $A$ such that $f(\alpha, \beta) \in H_{\alpha+\beta}$.

In what follows we may, by Lemmas 3.1 and 4.1, assume for each $\alpha \in \Delta^{+}$that $Q_{\alpha}=D I\left(H_{\alpha}\right)$.

Theorem 4. If $A$ has a finite basis and $G=(A, \Delta, f, Q)$ is an $l$-extension of $A$ by an l-group $\Delta$ then, for $\alpha, \beta \in \Delta^{+}$
(a) if $\alpha \wedge \beta=\theta$ then $H_{\alpha} \cap H_{\beta}=0$
(b) $H_{a}+H_{\beta}=H_{\alpha+\beta}$ and $f(\alpha, \beta) \in H_{\alpha+\beta}$
(c) $H_{\alpha}$ is a cardinal summand of $A$.

Proof. Let $A$ have a finite basis of $n$ elements and $G$ be an l-extension. By (1) if $\alpha \wedge \beta=\theta$ then $Q_{c} \cap Q_{\beta}$ must have a smallest element $w$. Since $0 \in Q_{\alpha} \cap Q_{\beta}, w \leqq 0$ and therefore $w \in H_{\alpha} \cap H_{\beta}$. If $H_{\alpha} \cap H_{\beta} \neq 0$ then there is $h \in H_{\alpha} \cap H_{\beta}$ such that $h<w$ and $h \in Q_{\alpha} \cap Q_{\beta}$, a contradiction. Thus (a) holds.

From (2) we have

$$
D I\left(H_{\alpha}\right)+D I\left(H_{\beta}\right)+f(\alpha, \beta)=D I\left(H_{\alpha+\beta}\right)
$$

so

$$
D I\left(H_{\alpha}+H_{\beta}+f(\alpha, \beta)\right)=D I\left(H_{\alpha+\beta}\right) .
$$

Thus by Lemma 2.3, $H_{\alpha}+H_{\beta}=H_{\alpha+\beta}$ and $f(\alpha, \beta) \in H_{\alpha+\beta}$ and (b) holds.
Now if $A=\langle B\rangle$ then for each $\alpha \in \Delta^{+}, H_{\infty}=0$ or $H_{\alpha}=A$ and (c) follows in a trivial way. So suppose $A=B \boxplus C$ and (c) is true for all l-groups with a basis of fewer then $n$ elements. If $\varphi: A \rightarrow B$ and $\psi: A \rightarrow C$ are the projections then $G^{\prime}=(B, \Delta, \varphi f, \varphi Q)$ and $G^{\prime \prime}=$ $(C, \Delta, \psi f, \psi Q)$ are l-extensions where $\varphi Q_{\alpha}=D I\left(\varphi H_{\alpha}\right)$ and $\psi Q_{\infty}=$ $D I\left(\psi H_{a}\right)$. Hence, by induction, $\varphi H_{a}$ is a cardinal summand of $B$ and $\psi H_{\alpha}$ is a cardinal summand of $C$ and we have $A=B \boxplus C=\varphi H_{\infty} \boxplus$ $M \boxplus \psi H_{\alpha} \boxplus N=\varphi H_{\alpha} \boxplus \psi H_{\alpha} \boxplus M \boxplus N=H_{\alpha} \boxplus M \boxplus N$ where $M$ is an l-ideal of $B$ and $N$ is an l-ideal of $C$.

Using the results of Conrad [3, p. 223] we conclude that the minimal cardinal summands of an l-group $A$ with a finite basis are those l-ideals of $A$ that are lexico-extensions and are not bounded in $A$.

Added in Proof. The results of this paper have been extended by the author to include central extensions $G$ of an abelian l-group $A$ by an arbitrary l-group $\Delta$. For central extensions, Theorem 1 (1) reads: if $\alpha \wedge \beta=\theta$ then $Q_{\alpha} \cap\left[Q_{\beta}+b+f(\beta, \alpha-\beta)\right]$ has a smallest element for all $b \in A$. In Theorem 2, $G / H$ is still o-isomorphic to the o-group $\Delta / J$ but $G$ need not be a central extension of $H$ by $\Delta / J$. The remaining results are unchanged for central extensions.
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# UNIMODULAR GROUP MATRICES WITH RATIONAL INTEGERS AS ELEMENTS 

R. C. Thompson

1. Introduction. Let $G$ be a finite group of order $n$ with elements $g_{1}, g_{2}, \cdots, g_{n}$. Let

$$
x_{a_{i}}, \quad 1 \leqq i \leqq n
$$

be variables in one-to-one correspondence with the elements of $G$. The $n \times n$ matrix

$$
\begin{equation*}
X=\left(x_{g_{i} \sigma_{j}}\right)_{1 \leq i, j \leq n} \tag{2}
\end{equation*}
$$

is called the group matrix for $G$. If numerical values are substituted for the variables (1) in $X$, we say $X$ is a group matrix for $G$. In this paper we study group matrices which have rational integers as elements. Let $A^{\prime}$ denote the transpose of the matrix $A$. A generalized permutation matrix is a square matrix with only $0,1,-1$ as elements and having exactly one nonzero element in each row and in each column. A square matrix $A$ is said to be unimodular if the determinant of $A$ is $\pm 1$. The result obtained in this paper is the following theorem.

Theorem. Let $G$ be a finite solvable group. Let $A$ be a unimodular matrix of rational integers such that $B=A A^{\prime}$ is a group matrix for $G$. Then $A=A_{1} T$ where $A_{1}$ is a unimodular group matrix of rational integers for $G$ and $T$ is a generalized permutation matrix.

This theorem has already been proved for cyclic groups in [1] and for abelian groups in [2]. The present proof is a modification of the proof in [2].

## 2. Proof of the theorem. Let

$$
\begin{equation*}
1=H_{0} \subset H_{1} \subset H_{2} \subset \cdots \subset H_{m-1} \subset H_{m}=G \tag{3}
\end{equation*}
$$

be an ascending chain of subgroups of $G$, where each $H_{i-1}$ is normal in $H_{i}$ with cyclic factor group $H_{i} / H_{i-1}$ of order $n_{i}, 1 \leqq i \leqq m$. We let $n_{0}=1$, so that $H_{i}$ has order $n_{0} n_{1} \cdots n_{i}$. In order to simplify the proof we take the elements of $G$ in a particular order. This will not affect the theorem as a reordering of the elements of $G$ changes the group matrix $X$ to $P X P^{\prime}$ for $P$ a permutation matrix. Thus let

[^41]$H_{i}$ be generated by the elements of $H_{i-1}$ and an element $a_{i}$ such that the coset $a_{i} H_{i-1}$ has order $n_{i}$. By induction we define column vectors $V_{i}$ of the elements of $H_{i}$. We let
\[

$$
\begin{equation*}
V_{0}=(1) \tag{4}
\end{equation*}
$$

\]

be the one row column vector whose only element is the identity of G. Suppose

$$
\begin{equation*}
V_{i-1}=\left(h_{1}, h_{2}, \cdots, h_{t}\right)^{\prime} \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
t=n_{0} n_{1} \cdots n_{i-1} \tag{6}
\end{equation*}
$$

has been defined, where $h_{1}, h_{2}, \cdots, h_{t}$ are the ordered elements of $H_{i-1}$. For any $g \in G$ let

$$
\begin{aligned}
g V_{i-1} & =\left(g h_{1}, g h_{2}, \cdots, g h_{t}\right)^{\prime} \\
V_{i-1} g & =\left(h_{1} g, h_{2} g, \cdots, h_{t} g\right)^{\prime}
\end{aligned}
$$

Then define $V_{i}$ to be the column vector

$$
V_{i}=\left[\begin{array}{c}
V_{i-1}  \tag{7}\\
a_{i} V_{i-1} \\
a_{i}^{2} V_{i-1} \\
\cdots \\
a_{i}^{n_{i}-1} V_{i-1}
\end{array}\right]
$$

For an arbitrary finite group $G$ with ordered elements $g_{1}, g_{2}, \cdots, g_{n}$ we define the left regular representation of $G$ by the matrix equations

$$
\left(g g_{1}, g g_{2}, \cdots, g g_{n}\right)=\left(g_{1}, g_{2}, \cdots, g_{n}\right) P^{L}(g), \quad g \in G
$$

Here $P^{L}(g)$ is a permutation matrix depending on the element $g \in G$. It is straightforward to check that the matrix $X$ of (2) is given by

$$
X=\sum_{g \in G} x_{g} P^{L}(g)
$$

The set of all $P^{L}(g)$ for $g \in G$ is denoted by $L(G)$.
We define the right regular representation of $G$ by

$$
\left(g_{1} g, g_{2} g, \cdots, g_{n} g\right)^{\prime}=P(g)\left(g_{1}, g_{2}, \cdots, g_{n}\right)^{\prime}, \quad g \in G
$$

The set of all permutation matrices $P(g)$ for $g \in G$ is denoted by $R(G)$.
The group ring of the left (right) regular representation is the set of all linear combinations of the $P^{L}(g)(P(g))$ for $g \in G$, and is denoted by $L^{*}(G)\left(R^{*}(G)\right)$. Thus the matrix (2) is the typical member
of $L^{*}(G)$. The following two known facts are vital for the proof of our theorem:
(i) any matrix in $L^{*}(G)$ commutes with any matrix in $R^{*}(G)$;
(ii) any matrix that commutes with all the matrices in $R(G)$ is a member of $L^{*}(G)$.

Notation. We let diag $\left(X_{1}, X_{2}, \cdots, X_{k}\right)_{k}$ denote the direct sum of the square matrices $X_{1}, X_{2}, \cdots, X_{k}$ :

$$
\operatorname{diag}\left(X_{1}, X_{2}, \cdots, X_{k}\right)_{k}=\left(\begin{array}{ccccc}
X_{1} & 0 & 0 & \cdots & 0 \\
0 & X_{2} & 0 & \cdots & 0 \\
. & \cdot & . & \cdots & 0 \\
0 & 0 & 0 & \cdots & X_{k}
\end{array}\right]
$$

We set $\left[X_{1}\right]_{1}=X_{1}$. If $k>1$ and $X_{1}, X_{2}, \cdots, X_{k}$ are square matrices of the same size, we set

$$
\left[X_{1}, X_{2}, \cdots, X_{k}\right]_{k}=\left[\begin{array}{cccccc}
0 & X_{1} & 0 & 0 & \cdots & 0 \\
0 & 0 & X_{2} & 0 & \cdots & 0 \\
. & \cdot & . & . & \cdots & . \\
0 & 0 & 0 & 0 & \cdots & X_{k-1} \\
X_{k} & 0 & 0 & 0 & \cdots & 0
\end{array}\right]
$$

We construct certain of the matrices in $R(G)$, where now the elements of $G$ are ordered according to (4), (5), (6), (7). Let $i$ be fixed, $1 \leqq i \leqq m$. Since $H_{i-1}$ is normal in $H_{i}, \quad V_{i-1} a_{i}=\alpha_{i} P_{i-1}\left(a_{i}\right) V_{i-1}$ where $P_{i-1}\left(a_{i}\right)$ is a $t \times t$ permutation matrix $(t$ as in (6)). Then, since

$$
\begin{equation*}
\alpha_{i}^{n_{i}} \in H_{i-1} \tag{8}
\end{equation*}
$$

and because of (7), $V_{i} \alpha_{i}=P_{i}\left(\alpha_{i}\right) V_{i}$, where $P_{i}\left(\alpha_{i}\right)$ is permutation matrix with the structure

$$
\begin{equation*}
P_{i}\left(a_{i}\right)=\left[P_{i-1}\left(a_{i}\right), P_{i-1}\left(\alpha_{i}\right), \cdots, P_{i-1}\left(a_{i}\right), \bar{P}_{i-1}\left(\alpha_{i}\right)\right]_{n_{i}} \tag{9}
\end{equation*}
$$

In (9), $\bar{P}_{i-1}\left(\alpha_{i}\right)$ is another $t \times t$ permutation matrix.
Because of (7), we also have for any $g \in H_{i-1}$, that $V_{i} g=P_{i}(g) V_{i}$, where the permutation matrix $P_{i}(g)$ has the structure

$$
\begin{equation*}
P_{i}(g)=\operatorname{diag}\left(P_{i-1}(g), P_{i-1}(g), \cdots, P_{i-1}(g)\right)_{n_{i}}, \quad g \in H_{i-1} \tag{10}
\end{equation*}
$$

In (10), $P_{i}(g)$ is a block scalar matrix. The diagonal blocks $P_{i-1}(g)$ have dimensions $t \times t$. Furthermore, as $g$ runs over the elements of $H_{i-1}, P_{i-1}(g)$ runs over all the matrices of $R\left(H_{i-1}\right)$. Since $H_{i}$ is generated by $H_{i-1}$ and $a_{i}$, the matrices $P_{i}(g)$ for $g \in H_{i-1}$ and $P_{i}\left(a_{i}\right)$ generate $R\left(H_{i}\right)$.

Because of the ordering of the elements of $G$, the following block scalar matrices:

$$
\begin{gather*}
Q(g)=\operatorname{diag}\left(P_{i}(g), \cdots, P_{i}(g)\right)_{u}, \quad g \in H_{i-1} \text { or } g=\alpha_{i},  \tag{11}\\
u=n / t n_{i}, \tag{12}
\end{gather*}
$$

are the matrices in $R(G)$ determined by the $g \in H_{i-1}$ and by $g=a_{i}$. Here $Q(g)$ is $n \times n$.

We now prove our theorem by the following induction argument. Suppose for a fixed $i, 1 \leqq i \leqq m$, that $B=A A^{\prime}$ and that

$$
\begin{equation*}
A Q(g)=Q(g) A, \quad \text { for any } g \in H_{i-1} \tag{13}
\end{equation*}
$$

(In particular this is satisfied if $i=1$ since then the only such $Q(g)$ is $I_{n}$, the $n \times n$ identity matrix.) We shall then show that a generalized permutation matrix $T$ exists such that $B=(A T)(A T)^{\prime}$ and such that $A T Q(g)=Q(g) A T$ for any $g \in H_{i-1}$ and for $g=a_{i}$, and so, in consequence, for any $g \in H_{i}$. Thus the induction will eventually yield a generalized permutation matrix $T_{1}$ such that $B=\left(A T_{1}\right)\left(A T_{1}\right)^{\prime}$ and such that $A T_{1} Q(g)=Q(g) A T_{1}$ for any $g \in G$. It will now follow from (ii) that $A T_{1} \in L^{*}(G)$, and the proof will be complete.

Hence assume $B=A A^{\prime}$ where A satisfies (13). Partition

$$
\begin{equation*}
A=\left(A_{\alpha, \beta}\right), \quad 1 \leqq \alpha, \beta \leqq v=n_{i} u \tag{14}
\end{equation*}
$$

into blocks of dimensions $t \times t$. As $Q(g)$ for $g \in H_{i-1}$ is a block scalar matrix with the blocks $P_{i-1}(g)$ of $R\left(H_{i-1}\right)$ on the main block diagonal, it follows from (ii) and (13) that each

$$
\begin{equation*}
A_{\alpha, \beta} \in L^{*}\left(H_{i-1}\right), \quad 1 \leqq \alpha, \beta \leqq v \tag{15}
\end{equation*}
$$

Since $B \in L^{*}(G), B Q\left(a_{i}\right)=Q\left(a_{i}\right) B$ so that if

$$
\begin{equation*}
M=A^{-1} Q\left(a_{i}\right) A \tag{16}
\end{equation*}
$$

then,

$$
\begin{equation*}
M M^{\prime}=I_{n} . \tag{17}
\end{equation*}
$$

As $A$ is unimodular the elements of $M$ are integers. Hence (17) implies that $M$ is a generalized permutation matrix. Partition $A, A^{-1}$, $Q\left(a_{i}\right)$, and $M$ into $t \times t$ blocks. As each block of $A$ lies in $L^{*}\left(H_{i-1}\right)$ and as $A^{-1}$ is a polynomial in $A$, each of the $t \times t$ blocks of $A$, of $A^{-1}$, and of $Q\left(a_{i}\right)$ is a linear combination of a finite number of $t \times t$ permutation matrices. Therefore each $t \times t$ block of $M$ is a linear combination of a finite number of $t \times t$ permutation matrices. A permutation matrix is doubly stochastic in the sense that the sums across each row and down each column all have a common value.

As linear combinations of matrices doubly stochastic in this sense remain doubly stochastic, each $t \times t$ block of $M$ is doubly stochastic. Let $M_{1}$ be a typical $t \times t$ block in $M$. Since $M$ is a generalized permutation matrix, $M_{1}$ contains at most one nonzero element in each of its rows and columns. As $M_{1}$ is doubly stochastic, it now follows that $M_{1}$, if it is not the zero matrix, is either a permutation matrix or the negative of a permutation matrix. Since $M$ is a generalized permutation matrix, it follows that, after partitioning into $t \times t$ blocks, $M$ is a "generalized permutation matrix" in that it has exactly one nonzero block in each of its block rows and in each of its block columns. Each nonzero block is $\pm$ a permutation matrix.

There exists a permutation matrix $R$ consisting of $t \times t$ blocks which are either the $t \times t$ zero matrix or $I_{t}$ such that $R^{\prime} M R$ is a direct sum of cycles. That is, $R^{\prime} M R=\operatorname{diag}\left(E_{1}, E_{2}, \cdots, E_{r}\right)_{r}$ where

$$
\begin{equation*}
E_{\delta}=\left[E_{\delta, 1}, E_{\delta, 2}, \cdots, E_{\delta, e_{\delta}}\right]_{e_{\delta}}, \quad 1 \leqq \delta \leqq r . \tag{18}
\end{equation*}
$$

Here each $E_{\delta, \omega}$ is $\pm$ a $t \times t$ permutation matrix.
Note that $R Q(g)=Q(g) R$ for any $g \in H_{i-1}$ since each such $Q(g)$ is block scalar when partitioned into $t \times t$ blocks. Thus

$$
A R Q(g)=Q(g) A R, \quad \text { for any } g \in H_{i-1},
$$

and

$$
(A R)^{-1} Q\left(a_{i}\right) A R=R^{\prime} M R
$$

is a direct sum of $E_{1}, E_{2}, \cdots, E_{r}$. Thus if we change notation and replace $A R$ with $A$ and $R^{\prime} M R$ with $M$, we have (13), (14), (15), (16), (18) and

$$
M=\operatorname{diag}\left(E_{1}, E_{2}, \cdots, E_{r}\right)_{r}
$$

Our immediate goal is to prove that each $e_{\delta}$ is $n_{i}$ and that $r=u$. Because of (8)

$$
M^{n_{i}}=A^{-1} Q\left(a_{i}^{n_{i}}\right) A
$$

$$
=A^{-1} Q(g) A \quad \text { for some } g \in H_{i-1},
$$

$$
=Q(g) \quad \text { by (13) . }
$$

Hence each cycle $E_{\delta}$ of $M$ has the property that

$$
E_{\delta \delta_{i}^{n_{i}}}
$$

is block scalar. This is not possible if $e_{\delta}>n_{i}$. Hence each $e_{\delta} \leqq n_{i}$. Counting rows in $M$ we get $t\left(e_{1}+e_{2}+\cdots+e_{r}\right)=n$. If any $e_{\delta}<n_{i}$ we would have

$$
\begin{equation*}
r>u \tag{19}
\end{equation*}
$$

Let $A_{\alpha}=\left(A_{\alpha, 1}, A_{\alpha, 2}, \cdots, A_{\alpha, v}\right), 1 \leqq \alpha \leqq v$, be the block rows of A. For each fixed $d$ such that $0 \leqq d<u$ it follows from (9), (11), and $Q\left(\alpha_{i}\right) A=A M$ that

$$
\begin{equation*}
P_{i-1}\left(\alpha_{i}\right) A_{d n_{i}+k}=A_{d n_{i}+k-1} M, \quad 2 \leqq k \leqq n_{i} \tag{20}
\end{equation*}
$$

Let $w_{0}=0$ and let $w_{\delta}=e_{1}+e_{2}+\cdots+e_{\delta}$ for $1 \leqq \delta \leqq r$. Then (20) implies than for $2 \leqq \mathrm{k} \leqq n_{i}$ and $0 \leqq \delta \leqq r-1$,

$$
\begin{align*}
& \left(A_{d n_{i}+k, w_{\delta}+1}, \cdots, A_{d n_{i}+k, w_{\delta}+1}\right) \\
& \quad=P_{i-1}\left(a_{i}\right)^{1-k}\left(A_{d n_{i}+1, w_{\delta}+1}, \cdots, A_{d n_{i}+1, w_{\delta}+1}\right) E_{\delta+1}^{k-1} \tag{21}
\end{align*}
$$

For each fixed $d, \delta$ such that $0 \leqq d<u, 0 \leqq \delta<r$, let $F_{d, \delta}$ be the submatrix of $A$ containing the blocks $A_{\alpha, \beta}$ with $d n_{i}+1 \leqq \alpha \leqq(d+1) n_{i}$ and $w_{\delta}+1 \leqq \beta \leqq w_{\delta+1}$. Since each $A_{\alpha, \beta} \in L^{*}\left(H_{i-1}\right)$, each row of a given $A_{\alpha, \beta}$ is a permutation of the first row of this $A_{\alpha, \beta}$. Since $P_{i-1}\left(a_{i}\right)$ and $E_{\delta+1}$ are generalized permutation matrices, this fact and (21) imply that each row of $F_{d, \delta}$ is a generalized permutation of the first row of $F_{d, \delta}$. Thus if we add all the columns of $F_{d, \delta}$ after the first to the first column of $F_{d, \delta}$ we produce a new matrix $\bar{F}_{d, \delta}$ in which the integers in the first column of $\bar{F}_{d, \delta}$ are all equal, modulo 2. Next add the first row of $\bar{F}_{d, \delta}$ to all the other rows of $\bar{F}_{d, \delta}$ to get a new matrix $\widetilde{F}_{d, \delta}$. Then all the integers in the first column of $\widetilde{F}_{d, \delta}$ below the top element are zero, modulo 2.

Now partition $A=\left(F_{d, \delta}\right)$ into its blocks $F_{d, \delta}$. For each fixed $\delta, 0 \leqq \delta<r$, add to that column of $A$ that intersects $F_{0, \delta}$ at the extreme left of $F_{0, \delta}$, all the other columns of $A$ that intersect $F_{0, \delta}$. This produces a new matrix $\bar{A}=\left(\bar{F}_{d, \delta}\right)$. For each fixed $d, 0 \leqq d<u$, add the topmost row of $\bar{A}$ that intersects $\bar{F}_{d, 0}$ to all the other rows of $\bar{A}$ that intersect $\bar{F}_{d, 0}$. We get a new matrix $\widetilde{A}=\left(\widetilde{F}_{d, \delta}\right)$. The $r$ columns of $\widetilde{A}$ that intersect $\widetilde{F}_{0, \delta}$ at the extreme left of $\widetilde{F}_{0, \delta}, 0 \leqq \delta<r$, may now be regarded as vectors in a $u$ dimensional vector space over the field of two elements. As $r>u$, these vectors are dependent and so $\widetilde{A}$ (and hence $A$ ) is singular, modulo 2 . This is a contradiction since the determinant of $A$ is $\pm 1$.

Consequently each $e_{\delta}=n_{i}, 1 \leqq \delta \leqq r$, and $r=u$.
Now let $E_{p, q}=\varphi_{p, q} \bar{E}_{p, q}$ where $\varphi_{p, q}= \pm 1$ and $\bar{E}_{p, q}$ is a permutation matrix. Let $\delta$ be fixed, $1 \leqq \delta \leqq u$. Suppose that $P_{i-1}\left(\alpha_{i}\right)$ has a one at position $(1, \omega)$ and let $\bar{E}_{\delta, 1}$ have a one at position $(1, \mu)$. Let $K_{\delta, 1}$ be the permutation matrix in $L\left(H_{i-1}\right)$ with a one at position $(\mu, \omega) . \quad\left(K_{\delta, 1}\right.$ is the matrix in $L\left(H_{i-1}\right)$ representing $h_{\mu} h_{\omega}^{-1}$; see (2) and (5).) Then $\widetilde{E}_{\delta, 1}=\bar{E}_{\delta, 1} K_{\delta, 1}$ has the same first row as $P_{i-1}\left(a_{i}\right)$. Similarly, by induction, we determine $K_{\delta, s}$ in $L\left(H_{i-1}\right), 1<s<n_{i}$, such that the
permutation matrices

$$
\widetilde{E}_{\delta, s}=K_{\delta, s-1}^{\prime} \bar{E}_{\delta, s} K_{\delta, s}, \quad 1<s<n_{i}
$$

each have the same first row as $P_{i-1}\left(a_{i}\right)$. Then let

$$
S_{\delta}=\operatorname{diag}\left(I_{t}, \varphi_{\delta, 1} K_{\delta, 1}, \varphi_{\delta, 1} \varphi_{\delta, 2} K_{\delta, 2}, \cdots,\left(\prod_{\jmath=1}^{n_{i}-1} \varphi_{\delta, j}\right) K_{\delta, n_{i}-1}\right)_{n_{i}}
$$

and let $S=\operatorname{diag}\left(S_{1}, S_{2}, \cdots, S_{u}\right)_{u}$. Then

$$
S^{\prime} M S=\operatorname{diag}\left(\widetilde{E}_{1}, \widetilde{E}_{2}, \cdots, \widetilde{E}_{u}\right)_{u}
$$

where

$$
\begin{equation*}
\widetilde{E}_{\delta}=\left[\widetilde{E}_{\delta, 1}, \widetilde{E}_{\delta, 2}, \cdots, \widetilde{E}_{\delta, n_{i}-1}, \pm \widetilde{E}_{\delta, n_{i}}\right]_{n_{i}}, \quad 1 \leqq \delta \leqq u \tag{22}
\end{equation*}
$$

In (22) each $\widetilde{E}_{\delta, j}, 1 \leqq j<n_{i}, 1 \leqq \delta \leqq u$, is a permutation matrix with the same first row as $P_{i-1}\left(a_{i}\right)$ and each

$$
\widetilde{E}_{\delta, n_{i}}, \quad 1 \leqq \delta \leqq u
$$

is some unknown permutation matrix.
Now $S Q(g)=Q(g) S$ if $g \in H_{i-1}$ since $S$ is block diagonal with its blocks in $L^{*}\left(H_{i-1}\right)$ whereas $Q(g)$ for $g \in H_{i-1}$ is block scalar with its blocks in $R\left(H_{i-1}\right)$. Thus if we change notation again and replace $A S$ with $A$ and $S^{\prime} M S$ with $M$ we retain the validity of (13) and (16) and now

$$
\begin{equation*}
M=\operatorname{diag}\left(\widetilde{E}_{1}, \widetilde{E}_{2}, \cdots, \widetilde{E}_{u}\right)_{u} \tag{23}
\end{equation*}
$$

Since for any $g \in H_{i-1}, a_{i}^{-1} g a_{i}=\bar{g} \in H_{i-1}$, it follows that for any $g \in H_{i-1}$ there exists a $\bar{g} \in H_{i-1}$ such that $Q(g) Q\left(a_{i}\right)=Q\left(a_{1}\right) Q(\bar{g})$. Hence, using (9), (10), and (11), we find

$$
\begin{equation*}
P_{i-1}(g) P_{i-1}\left(a_{i}\right)=P_{i-1}\left(a_{i}\right) P_{i-1}(\bar{g}), \quad g, \bar{g} \in H_{i-1} . \tag{24}
\end{equation*}
$$

If we let $g \in H_{i-1}$ be such that $P_{i-1}(g)$ has a one at position $(1, \omega)$ then (24) says: row $\omega$ of $P_{i-1}\left(a_{i}\right)$ is determined in terms of row one of $P_{i-1}\left(\alpha_{i}\right)$.

Now for $g \in H_{i-1}$ :

$$
\begin{aligned}
Q(g) M & =Q(g) A^{-1} Q\left(a_{i}\right) A & & \\
& =A^{-1} Q(g) Q\left(a_{i}\right) A & & \text { by }(13), \\
& =A^{-1} Q\left(a_{i}\right) Q(\bar{g}) A & & \text { since } g a_{i}=a_{i} \bar{g}, \\
& =A^{-1} Q\left(a_{i}\right) A Q(\bar{g}) & & \text { by }(13), \\
& =M Q(\bar{g}) . & &
\end{aligned}
$$

Hence, for fixed $\delta$ and $j, 1 \leqq \delta \leqq u, 1 \leqq j<n_{i}$, it now follows
(using (10), (11), (22), and (23)) that

$$
\begin{equation*}
P_{i-1}(g) \widetilde{E}_{\delta, j}=\widetilde{E}_{\delta, j} P_{i-1}(\bar{g}), \quad g, \bar{g} \in H_{i-1} \tag{25}
\end{equation*}
$$

As with (24), (25) determines each row of $\widetilde{E}_{\delta, j}$ in terms of the first row of $\widetilde{E}_{\delta, j}$. Consequently

$$
\widetilde{E}_{\delta, j}=P_{i-1}\left(a_{i}\right), \quad 1 \leqq \delta \leqq u, 1 \leqq j<n_{i}
$$

We also have (8), hence

$$
M^{n_{i}}=A^{-1} Q\left(a_{i}^{n_{i}}\right) A=Q\left(a_{i}\right)^{n_{i}}
$$

by (13). Hence, for each $\delta, 1 \leqq \delta \leqq u$,

$$
\begin{equation*}
\widetilde{E}_{\delta}^{n_{i}}=P_{i}\left(a_{i}\right)^{n_{i}} \tag{27}
\end{equation*}
$$

Each side of (27) is a block diagonal matrix. Equating the topmost diagonal blocks we get

$$
\left[\prod_{j=1}^{n_{i}-1} \widetilde{E}_{\delta, j}\right]\left[ \pm \widetilde{E}_{\delta, n_{i}}\right]=P_{i-1}\left(a_{i}\right)^{n_{i}-1} \bar{P}_{i-1}\left(a_{i}\right)
$$

Hence, by (26),

$$
\pm \widetilde{E}_{\delta, n_{i}}=\bar{P}_{i-1}\left(a_{i}\right), \quad 1 \leqq \delta \leqq u
$$

We have now proved that $M=Q\left(\alpha_{i}\right)$. Hence $Q\left(\alpha_{i}\right) A=A Q\left(\alpha_{i}\right)$. As indicated earlier, this is enough to complete the proof.
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# LEAST SQUARES AND INTERPOLATION IN ROOTS OF UNITY 

J. L. Walsh and A. Sharma

We mention the Erdös-Turán theorem [2] that if $F(\theta)$ is a real continuous function with period $2 \pi$, and if $t_{n}(\theta)$ is the unique trigonometric polynomial of order $n$ that coincides with $F(\theta)$ in $2 n+1$ points equally spaced over an interval of length $2 \pi$, then $t_{n}(\theta)$ converges to $F(\theta)$ on that interval in the mean of second order. It is the purpose of the present note to prove the analogue in the complex domain, and to discuss some related remarks.

Theorem 1. Let the function $f(z)$ be analytic in $D:|z|<1$, continuous in $D+C(C:|z|=1)$, and let $p_{n}(z)$ be the polynomial of degree $n$ coinciding with $f(z)$ in the $(n+1)$ st roots of unity. Then the sequence $p_{n}(z)$ converges to $f(z)$ on $C$ in the mean of second order. Consequently we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{n}(z)=f(z) \quad \text { uniformly in }|z| \leqq r(<1) . \tag{1}
\end{equation*}
$$

If we set

$$
\begin{equation*}
I_{n}=\int_{\sigma}\left|f(z)-p_{n}(z)\right|^{2}|d z| \tag{2}
\end{equation*}
$$

we have

$$
\begin{aligned}
p_{n}(z) & \equiv \sum_{k=1}^{n+1} f\left(\omega^{k}\right) A_{k}(z), \\
A_{k}(z) & \equiv \frac{\omega^{k}\left(z^{n+1}-1\right)}{(n+1)\left(z-\omega^{k}\right)}, \quad \omega=e^{2 \pi i /(n+1)}
\end{aligned}
$$

and shall show

$$
\lim _{n \rightarrow \infty} I_{n}=0 .
$$

We introduce the notation

$$
f(z)-t_{n}(z) \equiv \Delta(z), \quad E_{n}=\max [|\Delta z|, z \text { on } C],
$$

where $t_{n}(z)$ is the polynomial of degree $n$ of best Tchebycheff approximation to $f(z)$ on $C$, and denote by $P_{n}(z)$ the polynomial of degree $n$ that coincides with $\Delta(z)$ in the $(n+1)$ st roots of unity. Then we have $P_{n}(z) \equiv p_{n}(z)-t_{n}(z)$, whence

[^42]\[

$$
\begin{aligned}
I_{n} & =\int_{0}\left|\Delta(z)-P_{n}(z)\right|^{2}|d z| \\
& \leqq 2 \int_{\sigma}|\Delta z|^{2}|d z|+2 \int_{0}\left|P_{n}(z)\right|^{2}|d z|=I_{n}+I_{n}^{\prime \prime}
\end{aligned}
$$
\]

There follow the relations $I_{n}^{\prime} \leqq 4 \pi E_{n}^{2}$,

$$
\begin{aligned}
I_{n}^{\prime \prime} & =2 \int_{\sigma}\left|\sum_{k=1}^{n+1} \Delta\left(\omega^{k}\right) A_{k}(z)\right|^{2}|d z| \\
& \leqq 2 \sum_{k=1}^{n+1} \sum_{j=1}^{n+1}\left|\Delta\left(\omega^{k}\right) \bar{J}\left(\omega^{j}\right)\right|\left|\int_{\sigma} A_{k}(z) \bar{A}_{j}(z)\right| d z| | \\
& \leqq 2 E_{n}^{2} \sum_{k=1}^{n+1} \sum_{j=1}^{n+1}\left|\int_{o} A_{k}(z) \bar{A}_{j}(z)\right| d z \mid .
\end{aligned}
$$

However, we have

$$
\begin{aligned}
A_{k}(z) & \equiv \frac{\omega^{k}}{n+1}\left(z^{n}+\omega^{k} z^{n-1}+\cdots+\omega^{n k}\right) \\
\int_{\sigma} A_{k}(z) \bar{A}_{j}(z)|d z| & =\frac{2 \pi \omega^{k-j}}{(n+1)^{2}}\left(1+\omega^{k-j}+\omega^{2(k-j)}+\cdots+\omega^{n(k-j)}\right) \\
& =2 \pi \delta_{j k} /(n+1)
\end{aligned}
$$

where $\delta_{j_{k}}$ is the Kronecker $\delta$. It is well known [4, Theorem 5, p. 36] that $E_{n} \rightarrow 0$ as $n \rightarrow \infty$, so (3) holds.

Equation (1) follows from (3) by the Cauchy integral formula

$$
\begin{equation*}
\left[f(z)-p_{n}(z)\right]^{2}=\frac{1}{2 \pi i} \int_{0} \frac{\left[f(t)-p_{n}(t)\right]^{2} d t}{t-z}, \quad|z|<1 \tag{4}
\end{equation*}
$$

With the hypothesis of Theorem 1, the conclusion (1) is due to Fejér (1918). Theorem 1 is related to various other results concerning convergence of polynomials interpolating in roots of unity; for instance (Runge) if $f(z)$ in Theorem 1 is analytic in $|z| \leqq 1$, equation (1) holds uniformly in $|z| \leqq 1$. Further references to the subject are given by Curtiss [1].

There exist numerous other results, somewhat similar to Theorem 1 , where now a sequence of polynomials $P_{n}(z, 1 / z)$ of respective degrees $n$ in $z$ and $1 / z$ converges on $C$ in the second-order mean to a given function $f(z)$ defined merely on $C$. The function $f(z)$ can be expressed on $C$ as $f(z) \equiv f_{1}(z)+f_{2}(z)$, where $f_{1}(z)$ is of the Hardy-Littlewood class $H_{2}$ and $f_{2}(z)$ of the analogous class $G_{2}$ for the region $|z|>1$ (we suppose $f_{2}(\infty)=0$; compare e.g. [4, §6. 11]). Any function of class $H_{2}$ is orthogonal on $C$ to any function of class $G_{2}$, so if we set $P_{n}(z, 1 / z) \equiv$ $p_{n}(z)+q_{n}(1 / z)$, where $p_{n}(z)$ and $q_{n}(1 / z)$ are polynomials of respective degrees $n$ in their arguments, $q_{n}(0)=0$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{n}(z) \equiv \frac{1}{2 \pi i} \int_{\sigma} \frac{f(t) d t}{t-z} \equiv f_{1}(z) \equiv \frac{1}{2 \pi i} \int_{\sigma} \frac{f_{1}(t) d t}{t-z}, z \text { interior to } C, \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} q_{n}(1 / z) \equiv \frac{1}{2 \pi i} \int_{\sigma} \frac{f(t) d t}{t-z} \equiv f_{2}(z) \equiv \frac{1}{2 \pi i} \int_{\sigma} \frac{f_{2}(t) d t}{t-z}, \tag{6}
\end{equation*}
$$

$z$ exterior to $C$,
with uniformity of approach for $z$ on an arbitrary compact set in the respective regions. This remark concerning (5) and (6) applies for instance in the case of the Erdös-Turán theorem, where we set $F(\theta) \equiv$ $f\left(e^{i \theta}\right)$ and $t_{n}(\theta) \equiv p_{n}\left(e^{i \theta}, e^{-i \theta}\right)$ on $C$.

A second remark concerning (5) and (6) is as follows. By the orthogonality relations we have for the second-order norms on $C$

$$
\left\|f-P_{n}\right\|^{2}=\left\|f_{1}-p_{n}\right\|^{2}+\left\|f_{2}-q_{n}\right\|^{2} .
$$

Consequently the rapidity of convergence in the mean on $C$ of $p_{n}$ to $f_{1}$ and of $q_{n}$ to $f_{2}$ is not less than that of $P_{n}$ to $f$. If the positive numbers $\varepsilon_{1}, \varepsilon_{2}, \cdots$ are given and approach zero, there is a corresponding class $K$ of functions $f(z)$ belonging to $L_{2}$ on $C$ such that for each $f(z)$ there exist polynomials $P_{n}(z, 1 / z)$ with

$$
\begin{equation*}
\left\|f(z)-P_{n}(z, 1 / z)\right\|=O\left(\varepsilon_{n}\right) ; \tag{7}
\end{equation*}
$$

here the $P_{n}(z, 1 / z)$ may be taken as the partial sums of the Fourier or Laurent development of $f(z)$ on $C$. It follows that every function $f(z)$ in $K$ can be written $f(z) \equiv f_{1}(z)+f_{2}(z)$, with $f_{1}$ and $f_{2}$ in $H_{2}$ and $G_{2}$ respectively, where the partial sums $p_{n}(z)$ of the Taylor development of $f_{1}(z)$ satisfy

$$
\begin{equation*}
\left\|f_{1}(z)-p_{n}(z)\right\|=O\left(\varepsilon_{n}\right) \tag{8}
\end{equation*}
$$

and the partial sums $q_{n}(1 / z)$ of the Laurent development of $f_{2}(z)$ satisfy

$$
\begin{equation*}
\left\|f_{2}(z)-q_{n}(1 / z)\right\|=O\left(\varepsilon_{n}\right) . \tag{9}
\end{equation*}
$$

Thus $f_{1}$ and $f_{2}$ belong to $K$ on $C$.
As a particular case of this application, we mention the class of functions $L(2, k, \alpha), o<\alpha<1$, namely the class of functions whose $k$ th derivatives on $C$ satisfy there a square-integrated Lipschitz condition of order $\alpha$; this class was first studied by Hardy and Littlewood, theorems proved in detail by Quade [3]. An alternative definition of the class is (7) with $\varepsilon_{n}=1 / n^{k+\infty}$. It follows that every function $f(z)$ of class $L(2, k, \alpha), o<\alpha<1$, can be expressed on $C$ as $f_{1}(z)+f_{2}(z)$, where the latter two functions, of respective classes $H_{2}$ and $G_{2}$ satisfy (8) and (9) with the same values of $\varepsilon_{n}$; thus $f_{1}(z)$ and $f_{2}(z)$ likewise belong to $L(2, k, \alpha)$ on $C$. The case $\alpha=1$ can be similarly treated, where the integrated Lipschitz conditions are replaced by the condition

$$
\begin{equation*}
\int_{0}^{2 \pi}|F(\theta+h)+F(\theta-h)-2 F(\theta)|^{2} d \theta=O\left(h^{2}\right) \tag{10}
\end{equation*}
$$

and $F(\theta) \equiv f^{(k)}(z)$ is continuous on $C$; this class was introduced by Zygmund, and is characterized by (7) with $\varepsilon_{n}=1 / n^{k+1}$. We have as before $f(z) \equiv f_{1}(z)+f_{2}(z)$ if $f(z)$ is given, and the corresponding classes of $f_{1}(z)$ and $f_{2}(z)$ are characterized by (8) and (9) with the same values of $\varepsilon_{n}$, and by (10). These classes of analytic functions are studied in [5].

Added in proof. A second proof of Theorem 1, due to G. H. Curtiss, will appear shortly.
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## A JORDAN-HÖLDER THEOREM

## Charles E. Watts

1. The purpose of this note is to present a certain general theorem, of the Jordan-Holder type, for finite groups. This theorem, although a simple and natural extension of the classical theorem, has we believe passed unnoticed before. The technique of proof is foreign to the usual methods of finite group theory, but seems well-suited to the situation.
2. A nonempty class $\mathscr{D}$ of finite groups will be called a genetic class provided:
(1) If $G_{1}$ belongs to $\mathscr{D}$ and if $G_{2}$ is isomorphic to $G_{1}$, then $G_{2}$ belongs to $\mathscr{O}$.
(2) If $G$ belongs to $\mathscr{O}$, then every normal subgroup and every quotient group of $G$ also belongs to $\mathscr{D}$.

The following examples of genetic classes will be used as illustrations in the sequel:

The class $\mathscr{G}$ of all finite groups.
The class $\mathscr{E}$ of all one-element groups.
The class $\mathscr{A}$ of all finite abelian groups.
The class $\mathcal{O}$ of all groups of odd order.
The class $\mathscr{G}_{n}$ of all groups of order $\leqq n$.
Given any genetic class $\mathscr{D}$, we shall construct a "Grothendieck group" in the following way. Let $\Sigma$ be the (countable) set of all isomorphism classes of finite groups, and let $F^{\dot{\prime}}$ be the free abelian group generated by $\Sigma$. If $G$ is any finite group, its isomorphism class will be denoted by $[G]$, so that elements of $F$ are finite sums

$$
\Sigma \lambda_{i}\left[G_{i}\right], \quad \lambda_{i} \in Z,
$$

where $Z$ denotes the ring of integers. We let $N(\mathscr{D})$ be the subgroup of $F$ generated by all elements of the form

$$
[G]-[H]-[G / H]
$$

such that $H$ is a normal subgroup of $G$ and $G / H$ belongs to the genetic class $\mathscr{D}$. Finally we set $K(\mathscr{D})=F / N(\mathscr{D})$ and let $k$ : $F \rightarrow K(\mathscr{D})$ be the natural epimorphism. Our object is to determine the structure of the abelian group $K(\mathscr{D})$.
3. Let $\mathscr{D}$ be a genetic class and let $G$ be an arbitrary finite

[^43]group. We say $G$ is $\mathscr{D}$-simple provided that $G$ has more than one element and that no proper quotient group of $G$ belongs to $\mathscr{D}$, i.e., if $H$ is normal in $G$ and if $G / H$ belongs to $\mathscr{D}$, then $H=G$ or $H=1$. In particular, if $G$ itself belongs to $\mathscr{D}$ and is $\mathscr{D}$-simple, then it is. simple because of the second axiom for genetic classes. The following illustrations are based on the examples given in § 2 above.
$G$ is $\mathscr{G}$-simple if and only if it is simple in the classical sense.
Every finite group is $\mathscr{E}$-simple.
$G$ is $\mathscr{A}$-simple if and only if either $G$ is cyclic of prime order, or else $\neq 1$ and equal to its commutator subgroup.
$G$ is $\sigma$-simple if and only if $G$ is simple and has odd order, or else has even order and no proper normal subgroups of odd index.
$G$ is $\mathscr{G}_{n}$-simple if and only if $G$ is simple and has order $\leqq n$ or else has order $>n$ and no proper normal subgroups of index $\leqq n$.

Having given the definition of $\mathscr{D}$-simplicity, we can now state the theorem referred to in $\S 1$ :

Theorem. Given any genetic class $\mathscr{D}, K(\mathscr{D})$ is the free abelian. group freely generated by the elements $k[S]$, where $S$ is $\mathscr{D}$-simple.
4. In this section we begin to prove the theorem above and show its relation to the Jordan-Holder theorem.

Let $\mathscr{D}$ be a genetic class, $G$ any finite group. If $G$ is not $\mathscr{D}$ simple and if $G \neq 1$, we can find a normal subgroup $G_{1}^{\prime}$ of $G$ such that $1 \neq G_{1}^{\prime} \neq G$ and $G / G_{1}^{\prime}$ belongs to $\mathscr{D}$. Let $G_{1}$ be a maximal proper normal subgroup containing $G_{1}^{\prime}$. Then $G / G_{1}$, being a quotient. of $G / G_{1}^{\prime}$, is in $\mathscr{D}$ and is simple (and a fortiori $\mathscr{D}$-simple). Now if $G_{1}$ is not $\mathscr{D}$-simple and is $\neq 1$, we repeat the process to find a normal subgroup $G_{2}$ of $G_{1}$ such that $G_{1} / G_{2}$ is in $\mathscr{D}$ and is simple. Eventually we shall get a sequence
(1) $G=G_{0}, G_{1}, G_{2}, \cdots, G_{n}$,
where $G_{i+1}$ is normal in $G_{i}$, where $G_{i} / G_{i+1}$ is in $\mathscr{D}$ and is simple( $i=0,1, \cdots, n-1$ ), and where either $G_{n}$ is $\mathscr{D}$-simple and not in $\mathscr{D}$ or else $G_{n}=1$. Since $G_{i} / G_{i+1}$ belongs to $\mathscr{D}$, we have

$$
\begin{aligned}
& k[G]=k\left[G_{0}\right]=k\left[G_{0} / G_{1}\right]+k\left[G_{1}\right]=\cdots \\
= & k\left[G_{0} / G_{1}\right]+k\left[G_{1} / G_{2}\right]+\cdots+k\left[G_{n-1} / G_{n}\right]+k\left[G_{n}\right] .
\end{aligned}
$$

Clearly if $G_{n}=1$, then $k\left[G_{n}\right]=0$. Thus we have shown that the elements $k[S], S \mathscr{D}$-simple, generate the group $K(\mathscr{D})$.

We remark at this point that once we have shown the linear independence (over $Z$ ) of these generators, it will follow that the $\mathscr{D}$-simple groups $G_{i} / G_{i+1}, G_{n}$ are uniquely determined (up to isomorphism) by $G$, and are independent of the sequence 1) used to compute
them. Thus in the case $\mathscr{D}=\mathscr{G}$, we get precisely the classical Jordan-Holder theorem. In the general case, the groups $G_{i} / G_{i+1}$ are of course among the composition factors of $G$, but the group $G_{n}$ (if it is not 1) is something new. It is a subnormal subgroup of $G$ which depends, up to isomorphism, only on $G$ and on $\mathscr{D}$.

Continuing our digression from the proof, let us say that two finite groups $G$ and $G^{\prime}$ are $\mathscr{D}$-equivalent if they represent the same element of $K(\mathscr{D})$. Thus $G$ and $G^{\prime}$ are $\mathscr{G}$-equivalent if and only if they have the same composition factors, while to be $\mathscr{E}$-equivalent it is clear that they must be isomorphic. In general, the smaller the genetic class $\mathscr{D}$, the sharper is the notion of $\mathscr{D}$-equivalence.
5. We return to the proof of the theorem; it remains to show that the generators $k[S], S \mathscr{D}$-simple, are linearly independent over $Z$. We shall show that for each $\mathscr{D}$-simple group $S$ there exists an integer-valued function $f$ defined on $\Sigma$ (and depending on $S$ ) such that:
(1) $f[S]=1$;
(2) $f[T]=0$ if $T$ is any $\mathscr{D}$-simple group not isomorphic to $S$;
(3) If $H$ is a normal subgroup of $G$ and if $G / H$ is in $\mathscr{D}$, then $f[G]=f[H]+f[G / H]$.
Because of (3) such a function induces a homomorphism $K(\mathscr{D}) \rightarrow Z$, vanishing on $k[T]$ if $T$ is as in (2), but equal to 1 on $k[S]$. The linear independence of the generators is an immediate consequence of the existence of such homomorphisms.

We construct $f$ inductively. Let $\Sigma_{r}$ be the set of isomorphism classes of groups of order $\leqq r$. Define $f=0$ on $\Sigma_{1}$. Now suppose that $f$ has been defined on $\Sigma_{r}$ in such a way that (1), (2), (3) hold whenever $S, T, G$ have orders $\leqq r$. Next suppose that $G$ has order $r+1$. If $G$ is $\mathscr{D}$-simple, then the value of $f[G]$ is forced by (1) or by (2). If $G$ is not $\mathscr{D}$-simple, then it has a normal subgroup $H$ with $G / H$ in $\mathscr{D}$ and with $H$ and $G / H$ in $\Sigma_{r}$. Consequently, the value of $f[G]$ must be given by (3), and it remains to show that $f[H]+f[G / H]$ is independent of the choice of $H$ as long as $H$ has order $\leqq r$ and $G / H$ is in $\mathscr{D}$.

Thus let $K$ be another such subgroup. Then $G / H K$ is in $\mathscr{D}$, since it is a quotient of $G / H$, and $H / H \cap K$ is in $\mathscr{D}$, since it is isomorphic to $H K / H$, which is normal in $G / H$. Hence using the Noether isomorphisms we get

$$
\begin{aligned}
& f[H]+f[G / H]=f[H]+f[G / H K]+f[H K / H] \\
= & f[H]+f[G / H K]+f[K / H \cap K] \\
= & f[H / H \cap K]+f[H \cap K]+f[G / H K]+f[K / H \cap K] .
\end{aligned}
$$

This last expression being symmetric in $H$ and $K$, it follows that $f[H]+f[G / H]=f[K]+f[G / K]$. Thus we have shown how to extend $f$ unambiguously to $\Sigma_{r+1}$ in such a way that (1), (2), (3) still hold on this enlarged domain. Therefore $f$ can be defined on all of $\Sigma$ so as to have the desired properties, and this completes the proof. University of Rochester

## ON SOME FINITE GROUPS AND THEIR COHOMOLOGY

Kung-Wei Yang

The purposes of this paper are: (I) to characterize the finite groups whose 2 -Sylow subgroups are not isomorphic to a generalized quaternion group and which have periodic cohomology of period 4, (II) to show that all possible cohomologies of such a group $G$ can be realized by direct sums of $G$-modules which belong to a specific finite family of $G$-modules.

The author wishes to express his deep gratitude to Professor $G$. Whaples and Dr. K. Grant for many helpful suggestions and continual encouragement.

The reader is referred to [1, Ch. XII] for basic notions, definitions and notations concerning cohomology of finite groups. The only departure from [1, Ch. XII] is the following: we shall say that a finite group $G$ has periodic cohomology of period $k$ if $k$ is the least positive integer such that $\hat{H}^{k}(G, Z)$ contains a maximal generator [1, pp. 260-261]. And to avoid typographical difficulties we will denote by $Z(l)$ the cyclic group of order $l$.

Proposition I. Let $G$ be a finite group whose 2-Sylow subgroups are not isomorphic to a generalized quaternion group. Then $G$ has periodic cohomology of period 4 if and only if $G$ has a presentation

$$
G=\left\{\sigma, \tau: \sigma^{s}=1, \tau^{t}=1, \tau \sigma \tau^{-1}=\sigma^{-1}\right\}, \text { with the conditions }
$$

(i) $s$ is an odd integer $>1$,
(ii) $t$ is a positive even integer prime to $s$.

Proof. Let $G$ be a finite group whose 2-Sylow subgroups are not isomorphic to a generalized quaternion group and which has periodic cohomology of period 4. It is well-known [1, Theorem 11.6, p. 262] that if a finite group has periodic cohomology (of finite period) every Sylow subgroup of the group is either cyclic or is a generalized quaternion group. Since we assume that the 2 -Sylow subgroups of $G$ are not isomorphic to a generalized quaternion group, every Sylow subgroup of $G$ is cyclic. It is also well-known [6, Theorem 11, p. 175] that a finite group $G$ containing only cyclic Sylow subgroups is metacyclic and has a presentation

$$
G=\left\{\sigma, \tau: \sigma^{s}=1, \tau^{t}=1, \tau \sigma \tau^{-1}=\sigma^{\tau}\right\}, \text { with the conditions }
$$

[^44](1) $0<s$, (st = the order of the group $G$ ),
(2) $((r-1) t, s)=1$
(3) $r^{t} \equiv 1(\bmod s)$, and conversely.

We observe that if $s=1$ or $t=1$ or $r=1$ the finite group $G$ is cyclic and $G$ has periodic cohomology of period 2 (or 0 ). These cases are therefore excluded. On the other hand, once these exceptional cases are excluded $G$ is no more a cyclic group and it will have periodic cohomology of period $\geqq 4$.

Notice that (1), (2) and (3) imply (i)
Let $H$ be the subgroup of $G$ generated by the element $\sigma . H$ is clearly a cyclic normal subgroup of order $s$. And $G / H$ is cyclic of order $t$. By condition (2), $s$ and $t$ are relatively prime to each other. We can therefore apply the decomposition theorem of Hochschild-Serre [2, Theorem 1, p. 127] and obtain

$$
\begin{equation*}
\hat{H}^{k}(G, K) \cong \hat{H}^{k}\left(G / H, K^{H}\right) \oplus\left(\hat{H}^{k}(H, K)\right)^{q / H}, \tag{4}
\end{equation*}
$$

for all $k>0$ and for all $G$-module $K$. (For $k>0, \hat{H}^{k}(G, K)=H^{k}(G, K)$ ). In particular, we have

$$
\hat{H}^{k}(G, Z) \cong \hat{H}^{k}(G / H, Z) \oplus\left(\hat{H}^{k}(H, Z)\right)^{\epsilon / Z}
$$

for $k>0$. The $G / H$-operators on $\hat{H}^{k}(H, K)$ are explicitly described in [2, p. 117]. In particular, $G / H$-operators on $\hat{H}^{k}(H, Z)$ are induced by the automorphisms of $H$ which are themselves induced, on $H$, by inner automorphisms of $G$. In the present situation, all such automorphisms of $H$ are generated by the automorphism $f(\rho)=\rho^{r}\left(=\tau \rho \tau^{-1}\right)$, where $\rho \in H$. The automorphism $f: H \rightarrow H$ induces an automorphism $f^{*}$ of $\widehat{H}^{k}(H, Z)$ [4, Lemma 3, p. 343] such that if $g_{2 k} \in \hat{H}^{2 k}(H, Z)$, then $f^{*}\left(g_{2 k}\right)=r^{k} g_{2 k}$. Therefore $\hat{H}^{4}(G, Z)$ has a maximal generator, i.e. $G$ has periodic cohomology of period $\leqq 4$ if and only if $f^{*}(g)=g$ for all $g \in \hat{H}^{4}(H, Z)$. This is equivalent to
(5) $r^{2} \equiv 1(\bmod s)$.
(We recall that $r=1$ we excluded). An elementary number theoretic calculation shows that the only solution for $r$ in (2) and (5) is $r \equiv$ $-1(\bmod s)$. Therefore the number $t$ in (3) is an even positive integer (if it is negative, we can present $G$ by letting $\tau^{\prime}=\tau^{-1}$ ). This shows that the finite group $G$ has a presentation as mentioned above.

The converse of the proposition is obvious.
We know that if $l$ is the order of the group $G$ then for any $G$ module $K$ all the cohomology groups $\hat{H}^{k}(G, K)(-\infty<k<\infty)$ are of exponent $l$-that is, for all $g \in \hat{H}^{k}(G, K), l g=0$. Let

$$
s=p_{1}^{u_{1}} \cdots p_{h}^{u_{h}}, P_{1}=\left\{p_{1}, \cdots, p_{h}\right\} \quad \text { and } \quad t=q_{1}^{v_{1}} \cdots q_{e}^{v_{e}}, P_{2}=\left\{q_{1}, \cdots, q_{e}\right\}
$$

be decompositions of $s$ and $t$ into products of prime powers (where
$q_{1}=2$ and $v_{1} \geqq 1$ ). It is obvious from (4) that a group with periodic cohomology of period 4 has $P_{2}$-period [1, Exercise 11, p. 265] equal to 2. Conversely, we have

Proposition II. Let $G$ be a group having a presentation

$$
G=\left\{\sigma, \tau: \sigma^{s}=1, \tau^{t}=1, \tau \sigma \tau^{-1}=\sigma^{-1}\right\} \text { with the conditions }
$$

(i) $s$ is an odd integer $>1$.
(ii) $t$ is a positive even integer prime to $s$.

Let $P_{1}, P_{2}$ be as defined above. Then there exists a finite family of $G$-modules $\mathscr{F}$ such that given any sequence of abelian groups $A_{k}(-\infty<k<\infty)$ satisfying
(a) each $A_{k}$ is of exponent st,
(b) the sequence is periodic of period 4,
(c) the $P_{2}$-period of the sequence is equal to 2 , then there exists a G-module $M$ which is a direct sum of $G$-modules of $\mathscr{F}$ such that $\hat{H}^{k}(G, M)=A_{k}(-\infty<k<\infty)$.

First we observe the following
Lemma. Let $G$ be a finite group and let $K$ be a $G$-module. Let $S$ be a set of primes in the ring of integers $Z$ and let $Q(S)$ be the quotient ring [5, p.46] of $Z$ with respect to the multiplicative system generated by $S$. (As usual when $Q(S)$ is considered as a G-module it is to be understood that G operates trivially on (the additive group of) $Q(S)$ ). Then

$$
\hat{H}^{k}(G, K \otimes Q(S)) \cong \hat{H}^{k}(G, K) \otimes Q(S)(-\infty<k<\infty),
$$

where $\boldsymbol{\otimes}=\boldsymbol{\theta}_{z}$
The proof is immediate.
Proof of Proposition II. Let $s, t, P_{1}, P_{2}$ be as before. Let

$$
\begin{aligned}
& s(i, \mu)=s / p_{i}^{\mu}\left(i=1, \cdots, h, 0 \leqq \mu \leqq u_{i}\right) \\
& t(i, \nu)=t / q_{i}^{\nu}\left(i=1, \cdots, e, 0 \leqq \nu \leqq v_{i}\right)
\end{aligned}
$$

Let $K^{1}(i, \mu)=\sum_{j=1}^{s(i \mu)} Z x_{j}^{(i, \mu)}$ (direct sum on the symbols $x_{j}^{(i \mu)}$ )

$$
\left.K^{2}(i, \nu)=\sum_{j=1}^{t(i, \nu)} Z y_{j}^{(i, \nu)} \text { (direct sum on the symbols } y_{j}^{(i, \nu)}\right) .
$$

Define $G$-operators on $K^{1}(i, \mu)$ and $K^{2}(i, \nu)$ by

$$
\begin{aligned}
& \sigma x_{j}^{(i, \mu)}=x_{j+1}^{(i, \mu)} \\
& \tau x_{j}^{(i, \mu)}=x_{-j}^{(i, \mu)},
\end{aligned} \quad(\text { subscripts are modulo } s(i, \mu))
$$

$$
\begin{aligned}
& \sigma y_{j}^{(i, \nu)}=y_{j}^{(i, \nu)} \\
& \tau y_{j}^{(i, \nu)}=y_{j}^{(i, \nu)} .
\end{aligned} \quad(\text { subscripts are modulo } t(i, \nu)) .
$$

Let

$$
\begin{aligned}
& M^{1}(i, \mu)=K^{1}(i, \mu) \otimes Q\left(\left(P_{1}-\left\{p_{i}\right\}\right) \cup P_{2}\right), \\
& M^{2}(i, \nu)=K^{2}(i, \nu) \otimes Q\left(P_{1} \cup\left(P_{2}-\left\{q_{i}\right\}\right)\right) .
\end{aligned}
$$

By (4), the above lemma and the fact that $\left(\hat{H}^{4 k+2}\left(H, K^{1}(i, \mu)\right)^{\sigma_{l}}=(0)\right.$, one shows

$$
\left.\begin{array}{rlrl}
\hat{H}^{4 k}\left(G, M^{1}(i, \mu)\right) & =Z\left(p_{i}^{\mu}\right) & & \hat{H}^{4 k}\left(G, M^{2}(i, \nu)\right) \\
\hat{H}^{4 k+1}\left(G, M^{1}(i, \mu)\right) & =(0) & \hat{H}^{4 k+1}\left(G, q^{2}(i, \nu)\right) & =(0) \\
\hat{H}_{i k+2}^{4 k+}\left(G, M^{1}(i, \mu)\right) & =(0) & & \hat{H}^{4 k+2}\left(G, M^{2}(i, \nu)\right) \\
\hat{H}^{4 k+3}\left(G, M^{1}(i, \mu)\right) & =(0) & & \hat{H}^{4 k+3}\left(G, M_{i}^{2}(i, \nu)\right)
\end{array}\right)=(0)
$$

The calculation is purely mechanical.
Now, let $0 \rightarrow I \rightarrow Z[G] \stackrel{\varepsilon}{\rightarrow} Z \rightarrow 0$, where $\varepsilon\left(\sum_{\sigma \in G} l_{\sigma} \sigma\right)=\sum_{\sigma \in G} l_{\sigma}, I=$ $\operatorname{Ker}(\varepsilon)$, and let $\mathscr{F}$ consist of

$$
\begin{aligned}
& I^{k} \otimes M^{1}(i, \mu)\left(k=0,1,2,3, i=1, \cdots, h, 0 \leqq \mu \leqq u_{i}\right) \\
& I^{k} \otimes M^{2}(i, \nu)\left(k=0,1, i=1, \cdots, e, 0 \leqq \nu \leqq v_{i}\right),
\end{aligned}
$$

where $I^{k}=I \otimes \cdots \otimes I(k$ times $), I^{\circ}=Z$.
Suppose we are given a sequence of abelian groups $A_{k}(-\infty<k<\infty)$ satisfying conditions (a), (b), (c). Since by (a) each $A_{k}$ is of exponent st, it follows from [3, Theorem 6, p. 17] that $A_{k}$ is a direct sum of cyclic groups. Let $n A$ denote the direct sum of $n$ copies of $A$, where $A$ is either an abelian group or a $G$-module and $n$ is a cardinal number. Then we can write

$$
A_{k}=\sum_{i=1}^{h} \sum_{0 \leq \mu \leq u_{i}} m(k, i, \mu) Z\left(p_{i}^{\mu}\right) \oplus \sum_{i=1}^{e} \sum_{0 \leq \nu \leq \nu_{i}} n(k, i, \nu) Z\left(q_{i}^{\nu}\right),
$$

where $m(k, i, \mu)=m(k+4, i, \mu)\left(i=1, \cdots, h, 0 \leqq \mu \leqq u_{i}\right), n(k, i, \nu)=$ $n(k+2, i, \nu)\left(i=1, \cdots, e, 0 \leqq \nu \leqq v_{i}\right)$ and $m(k, i, \mu), n(k, i, \nu)$ are cardinal numbers. Take

$$
\begin{aligned}
M= & \sum_{k=0}^{3} \sum_{i=1}^{n} \sum_{0 \leq \mu \leq u_{i}} m(k, i, \mu) I^{k} \otimes M^{i}(i, \mu) \\
& \oplus \sum_{k=0}^{1} \sum_{i=1}^{\infty} \sum_{0 \leq \nu \leq v_{i}} n(k, i, \nu) I^{k} \otimes M^{2}(i, \nu) .
\end{aligned}
$$

Observe that $\hat{H}^{k-l}(G, K) \cong \hat{H}^{k}\left(G, I^{l} \otimes K\right)$. Clearly $\quad \hat{H}^{k}(G, M)=A_{k}$ $(-\infty<k<\infty)$.

Remark. In a similar but much simpler fashion one can show that all possible cohomology of a cyclic group $G$ can also be realized by direct sums of $G$-modules of a certain finite family of $G$-modules $\mathscr{F}^{\prime}$.

## Addendum to the paper

## "On Some Finite Groups And Their Cohomology"

(Received October 11, 1963)
Let group $G$ have a presentation

$$
\begin{equation*}
G=\left\{\sigma, \tau: \sigma^{s}=1, \tau^{t}=1, \tau \sigma \tau^{-1}=\sigma^{r}\right\}, \tag{*}
\end{equation*}
$$

with the conditions
(i) $0<s$
(ii) $((r-1) t, s)=1$
(iii) $r^{t} \equiv 1(\bmod s)$
(iv) there exists a positive integer $n$ such that $n$ is the order to which $r$ belongs to moduli $p_{i}(i=1, \cdots, h)$ (i.e. $n$ is the smallest positive integer such that $\left.r^{n} \equiv 1\left(\bmod p_{i}\right)\right)$, where $s=p_{1}^{u_{1}} \cdots p_{h}^{u_{h}}$. Let $s, t, P_{1}, P_{2}$, be as defined before (here $q_{1}$ is not necessarily $=2$ ). It is clear from condition (iv) that $G$ has $P_{1}$-period equal to $2 n$ and $P_{2}$-period equal to 2 .

Proposition III. Let $G$ be a group having a presentation (*) with the conditions (i), (ii), (iii), (iv). Then there exists a finite family of $G$-modules $\mathscr{F}$ such that given any sequence of abelian groups $A_{k}(-\infty<k<\infty)$ satisfying the following conditions:
(a) each $A_{k}$ is of exponent st
(b) the $P_{1}$-period (in the obvious sense) of the sequence is $2 n$
(c) the $P_{2}$-period of the sequence is 2 ,
there exists a G-module $M$, which is a direct sum of $G$-modules of $\mathscr{F}$ such that $\hat{H}^{k}(G, M)=A_{k}(-\infty<k<\infty)$.

Proof. Let $s(i, \mu), t(i, \nu), K^{1}(i, \mu), K^{2}(i, \nu)$, be as defined in Proposition II, Define $G$-operators on $K^{1}(i, \mu)$ and $K^{2}(i, \nu)$ by

$$
\left.\begin{array}{l}
\sigma x_{j}^{(i, \mu)}=x_{j+1}^{(i, \mu)} \\
\tau x_{j}^{(i, \mu)}=x_{r \cdot j}^{(i, \mu)}, \\
\sigma y_{j}^{(i, \nu)}=y_{j}^{(i, \nu)} \\
\tau y_{j}^{(i, \nu)}=y_{j+1}^{(i, \nu)}
\end{array} \quad \text { (subscripts are modulo } s(i, \mu)\right)
$$

By condition (iv) we have

$$
\hat{H}^{2 n k+i}\left(H, K^{1}(i, \mu)\right)^{G l H}=(0)(i=1,2, \cdots, 2 n-1) .
$$

The rest of the proof is parallel to that of Proposition II. $\mathscr{F}$ consists of $G$-modules

$$
\begin{aligned}
& I^{k} \otimes M^{1}(i, \mu)\left(k=0,1, \cdots, 2 n-1 ; i=1, \cdots, h ; \mu=0,1, \cdots, u_{i}\right) \\
& I^{k} \otimes M^{2}(i, \nu)\left(k=0,1 ; i=1,2, \cdots, e ; \nu=0,1, \cdots, v_{i}\right) .
\end{aligned}
$$
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## ON THE RING-LOGIC CHARACTER OF CERTAIN RINGS

Adil Yaqub

Introduction. Boolean rings $(B, \times,+$ ) and Boolean logics ( $=$ Boolean algebras) ( $B, \cap,{ }^{*}$ ) though historically and conceptionally different, are equationally interdefinable in a familiar way [6]. With this equational interdefinability as motivation, Foster introduced and studied the theory of ring-logics. In this theory, a ring (or an algebra) $R$ is studied modulo $K$, where $K$ is an arbitrary transformation group in $R$. The Boolean theory results from the special choice, for $K$, of the "Boolean group," generated by $x^{*}=1-x$ (order 2, $x^{* *}=x$ ). More generally, let ( $R, \times,+$ ) be a commutative ring with identity 1 , and let $K=\left\{\rho_{1}, \rho_{2}, \cdots\right\}$ be a transformation group in $R$. The $K$-logic (or $K$-logical algebra) of the ring ( $R, \times,+$ ) is the (operationally closed) system ( $R, \times, \rho_{1}, \rho_{2}, \cdots$ ) whose class $R$ is identical with the class of ring elements, and whose operations are the ring product " $x$ " of the ring together with the unary operations $\rho_{1}, \rho_{2}, \cdots$ of $K$. The ring $(R, \times,+)$ is called a ring-logic, $\bmod K$ if (1) the " + " of the ring is equationally definable in terms of its $K$-logic ( $R, \times ; \rho_{1}, \rho_{2}, \cdots$ ), and (2) the " + " of the ring is fixed by its $K$-logic. Of particular interest in the theory of ring-logics is the normal group $D$ which was shown in [1] to be particularly adaptable to $p^{k}$-rings. Our present object is to extend further the class of ring-logics, modulo the normal group $D$ itself. A by-product of this extension is the following result, namely, any finite commutative ring with zero radical is a ring-logic, $\bmod D$ (see Corollary 8). Furthermore, in Corollary 10, we prove that, more generally, any (not necessarily finite) ring with unit which satisfies $x^{n}=x(n$ fixed, $\geqq 2)$ is a ring-logic $(\bmod D)$. Finally, we compare the normal group with the so-called natural group in regard to the ring-logic character of a certain important class of rings (see section 3 ).

1. The finite field case. Let $\left(F_{p^{k}}, \times,+\right)$ be a Galois (finite) field with exactly $p^{k}$ elements ( $p$ prime). Then, as is well known, $F_{p k}$ contains a multiplicative generator, $\xi$;

$$
F_{p^{k}}=\left\{0, \xi, \xi^{2}, \cdots, \xi^{p^{p-1}}(=1)\right\} .
$$

We now have the following (compare with [1]).
Theorem 1. Let $F_{p k}$ be a Galois field, and let $\xi$ be a generator of $F_{p^{k}}$. Then the mapping $x \rightarrow x^{\frown}$ defined by

$$
\begin{equation*}
x^{\frown}=\xi x+\left(1+\xi x+\xi^{2} x^{2}+\cdots+\xi^{p k-2} x^{p^{k-2}}\right) \tag{1.1}
\end{equation*}
$$

is a permutation of $F_{p k}$, with inverse given by

$$
\begin{equation*}
x^{\smile}=\xi^{p^{k-2}}\left(1+x+x^{2}+\cdots+x^{p^{k-2}}\right)+\xi^{p k-2} x . \tag{1.2}
\end{equation*}
$$

Furthermore, the permutation $\sim$ is of period $p^{k}$,

$$
\begin{equation*}
x^{\rho^{k}}=\left(\cdots\left(x^{\circ}\right) \frown \cdots\right)^{\frown}\left(p^{k} \text {-iterations }\right)=x . \tag{1.3}
\end{equation*}
$$

Proof. Since $a^{p^{k-1}}=1, a \in F_{p k}, a \neq 0$, therefore, by (1.1), $x^{\frown}=$ $\xi x+\left\{\left[\left(1-(\xi x)^{p^{k-1}}\right] /(1-\xi x)\right\}=\xi x\right.$, if $x \neq 0$ and $\xi x \neq 1$. Furthermore, by (1.1), $0^{\complement}=1$ and $(1 / \xi)^{\frown}=p^{k} \cdot 1=0$. Hence, $0^{\complement}=1,1^{\complement}=\xi$, $\xi^{\frown}=\xi^{2},\left(\xi^{2}\right)^{\frown}=\xi^{3}, \cdots,\left(\xi^{p k-2}\right)^{\frown}=0$. This proves (1.3). To prove (1.2), observe that the right-side of (1.2) is equal to

$$
\frac{1}{\xi} x+\frac{1}{\xi}\left\{\frac{1-x^{p k_{-1}}}{1-x}\right\}=\frac{1}{\xi} x, \quad \text { if } x \neq 1 \text { and } x \neq 0
$$

Moreover, if $x \neq 0$ and $x \neq 1 / \xi$, then $x^{\frown}=\xi x$ and hence $x^{\smile}=(1 / \xi) x$. Since (1.2) clearly holds for $x=0, x=1 / \xi$, and $x=1$, therefore (1.2) is true for all elements of $F_{p^{k}}$, and the theorem is proved.

Corollary 2. Under the permutation $\frown, F_{p^{k}}$ suffers the cyclic permutation

$$
\begin{equation*}
\left(0,1, \xi, \xi^{2}, \xi^{3}, \cdots, \xi^{p k-2}\right) . \tag{1.4}
\end{equation*}
$$

Following [1], we call $x$ the normal negation of $x$, and call the cyclic group $D$ whose generator is $x^{\frown}$ the normal group. By Theorem 1 , it is now clear that

$$
D=D(\xi)=\left\{\text { identity }, \frown, \frown^{2}, \frown^{3}, \cdots, \frown^{p^{k-1}}\right\}
$$

As in [1], we define

$$
\begin{equation*}
a \times \frown b=\left(a^{\frown} \times b \frown\right)^{\smile} . \tag{1.5}
\end{equation*}
$$

It is readily verified that

$$
\begin{equation*}
a \times \frown 0=a=0 \times \frown a . \tag{1.6}
\end{equation*}
$$

Corollary 3. The elements of $F_{p^{k}}$ are equationally definable in terms of the D-logic.

Proof. By Corollary 2, it is easily seen that

$$
\begin{align*}
& 0=x x^{\frown} \frown^{-} \cdots x^{p^{k}-1} \\
& 1=0^{\frown} \\
& \xi=1 \frown \\
& \xi^{2}=\xi  \tag{1.7}\\
& \cdots \\
& \xi^{p k-2}=\left(\xi^{p k-3}\right)^{\curvearrowleft},
\end{align*}
$$

and the corollary follows.
We recall from [3] the characteristic function $\delta_{\mu}(x)$, defined as follows: for a given $\mu \in F_{p^{k}}$,

$$
\delta_{\mu}(x)= \begin{cases}1 & \text { if } x=\mu  \tag{1.8}\\ 0 & \text { if } x \neq \mu .\end{cases}
$$

In view of Corollory 2 , it is easily seen that, for any given $\mu \in F_{p k}$, there exists an integer $r$ such that $\mu^{-} r=0$. Then, clearly,

$$
\begin{equation*}
\delta_{\mu}(x)=\delta_{0}\left(x^{-r}\right) \quad \text { where } \quad \mu^{-} \frown_{r}=0 . \tag{1.9}
\end{equation*}
$$

Now, let $\sum_{a_{i} \in \mathcal{F}}^{\times} \alpha_{i}$ denote $\alpha_{1} \times_{工} \alpha_{2} \times_{\text {_ }} \alpha_{3} \cdots$, where $\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots$ are the elements of $F$. Then, by (1.6) and (1.8), we have the identity [3]

$$
\begin{equation*}
f(x, y, \cdots)=\sum_{\alpha, \beta, \cdots \in F_{p k}} \sum_{x_{k}}(\alpha, \beta, \cdots)\left(\delta_{\alpha}(x) \delta_{\beta}(y) \cdots\right) . \tag{1.10}
\end{equation*}
$$

In (1.10), $\alpha, \beta, \cdots$ range over all the elements of $F_{p^{k}}$ while $x, y, \cdots$ are indeterminates over $F_{p^{k}}$. We shall use (1.9) and (1.10) presently.

Lemma 4. The characteristic functions $\delta_{\mu}(x), \mu \in F_{p^{k}}$, are equationally definable in terms of the $D$-logic.

Proof. Since $x^{p k-1}=1, \quad x \neq 0, \quad x \in F_{p^{k}}, \quad$ therefore, $\quad \delta_{0}(x)=$ $\left(\left(x^{p k-1}\right) \smile\right)^{p k-1}$. Hence $\delta_{0}(x)$ is equationally definable in terms of the $D$-logic. Therefore, by (1.9), $\delta_{\mu}(x)$ is also equationally definable in terms of the $D$-logic, and the lemma is proved.

We are now in a position to prove the following.
Theorem 5. The Galois field $\left(F_{p^{k}}, \times,+\right)$ is a ring-logic $(\bmod D)$.
Proof. By (1.10), we have,

$$
x+y=\sum_{\alpha \in F_{p^{k}}}^{\sum_{\Gamma}}(\alpha+\beta)\left(\delta_{\alpha}(x) \delta_{\beta}(y)\right) .
$$

Now, by Corollary 3, $\alpha+\beta$ is equationally definable in terms of the
$D$-logic. Moreover, by Lemma 4, each of the characteristic functions $\delta_{\alpha}(x)$ and $\delta_{\beta}(y)$ is equationally definable in terms of the $D$-logic. Hence the "+" of $F_{p^{k}}$ is equationally definable in terms of the $D$-logic ( $F_{p^{k}}, \times, \frown, \smile$ ). Next, we show that $\left(F_{k}, \times,+\right.$ ) is fixed by its $D$ logic. Suppose then that there exists another ring ( $F_{p^{k}}, \times,+$ ), with the same class of elements $F_{p^{k}}$ and the same " $\times$ " as ( $F_{p^{k}}, \times,+$ ) and which has the same logic as $\left(F_{p^{k}}, \times,+\right)$. To prove that $+^{\prime}=+$. Since both ( $F_{p^{k}}, \times,+$ ) and ( $F_{p^{k}}, \times,+^{\prime}$ ) have the same class of elements and the same " $\times$ ", it readily follows that ( $F_{p^{k}}, \times+$ ') is also a Galois field with exactly $p^{k}$ elements. Since, up to isomorphism, there is only one Galois field with exactly $p^{k}$ elements, therfore, $+^{\prime}=+$, and the theorem is proved.
2. The General Case. In order to extend Theorem 5 to any finite commutative ring with zero radical, the following concept of independence, introduced by Foster [2], is needed.

Definition. Let $\bar{A}=\left\{A_{1}, A_{2}, \cdots, A_{n}\right\}$ be a finite set of algebras of the same species $S_{p}$. We say that the algebras $A_{1}, A_{2}, \cdots, A_{n}$ are independent if, corresponding to each set $\left\{\varphi_{i}\right\}$ of expressions of species $S_{p}(i=1, \cdots, n)$ there exists at least one expression $\psi$ such that $\psi=\varphi_{i}\left(\bmod A_{i}\right)(i=1, \cdots, n)$. By an expression we mean some composition of one or more indeterminate-symbols $\xi, \cdots$ in terms of the primitive operations of $A_{1}, A_{2}, \cdots, A_{n} ; \psi=\varphi(\bmod A)$ means that this is an identity of the algebra $A$.

We now examine the independence of the $D$-logics $\left(F_{p_{i}^{k i}}, \times, \frown, \smile\right)$. Indeed, we have the following (compare with [2]).

Theorem 6. Let $p_{1}, \cdots, p_{t}$ be distinct primes. Then the D-logics $\left(F_{p_{i}^{k_{i}}}, \times, \frown, \smile\right)$ are independent.

Proof. Let $n_{i}=p_{i}^{k_{i}}, \quad F_{i}=F_{p_{i}} k_{i}=\left\{0,1, \lambda, \lambda^{2}, \cdots, \lambda^{n_{i}-2}\right\}, \quad n=$ $\max _{1 \leq i \leq t}\left\{n_{i}\right\}, N=\prod_{j=1}^{t} n_{j}, n_{i} N_{i}=N, E=\xi \xi \frown \xi \frown_{2} \cdots \xi \frown^{n-1}$.

It is easily seen, since the $n_{i}$ 's are distinct prime powers, that

$$
I_{i}(\xi)=\left(E^{\left.\frown_{N_{i}}\right)^{n_{i}-1}}=\left\{\begin{array}{l}
1\left(\bmod F_{i}\right) \\
0\left(\bmod F_{j}\right)
\end{array} \quad(j \neq i) .\right.\right.
$$

Now, to prove the indepedence of the logics $\left(F_{i}, \times, \frown, \smile\right)$ ( $i=1, \cdots, t$ ) let $\varphi_{1}, \cdots, \varphi_{t}$ be any set of $t$ expressions of species $\times, \frown, \smile$, i.e., primitive compositions of indeterminate-symbols in terms of the operations $\times, \frown, \smile$. Define an expression $K\left(\varphi_{1}, \cdots, \varphi_{t}\right)$ as follows (compare with [2]):

$$
K\left(\varphi_{1}, \cdots, \varphi_{t}\right)=\left(\left.\varphi_{1} \cdot\right|_{1}(\xi)\right) \times \times_{工}\left(\left.\varphi_{2} \cdot\right|_{2}(\xi)\right) \times_{\frown} \cdots \times_{\frown}\left(\left.\varphi_{t} \cdot\right|_{t}(\xi)\right) .
$$

Then it is easily seen that $K\left(\varphi_{1}, \cdots, \varphi_{t}\right)=\varphi_{i}\left(\bmod F_{i}\right)(i=1, \cdots, t)$, since $a \times \frown 0=0 \times \frown a=a$, and the theorem is proved.

We shall now extend the concept of ring-logic to the direct sum of certain ring-logics. We denote the direct sum of $A_{1}$ and $A_{2}$ by $A_{1} \oplus A_{2}$. The direct power $A^{m}$ will denote $A \oplus A \oplus \cdots \oplus A$ ( $m$ summands).

Theorem 7. Let $A$ be any subdirect sum with identity of (not necessarily finite) subdirect powers of the Galois fields $F_{p_{i}^{k_{i}}}(i=1, \cdots$, $t)$. Then $A$ is a ring-logic $(\bmod D)$.

Proof. Let $q_{1}, \cdots, q_{r}$ be the distinct primes in $\left\{p_{1}, \cdots, p_{t}\right\}$. Since the Galois Fields $F_{p^{k_{i}}}$ and $F_{p^{k j}}$ are both subfields of $F_{p^{k_{i} k_{j}}}$, it is easily seen that $A$ is a subring of a direct sum $\operatorname{m}_{m_{1}}$ direct powers of $F_{q_{i}^{h_{i}}}$, ( $i=1, \cdots, r$ ); i.e., $A$ is a subring of $F_{q_{1} h_{1}}^{m_{1}} \oplus \cdots \oplus F_{q_{r}}^{m r}$ for some positive integers $h_{1}, \cdots, h_{r}$. Now, by Theorem 5, each $F_{q_{i}{ }_{i}^{r}}$ is a ring-logic $(\bmod D)$, and hence there exists a $D$-logical expression $\varphi_{i}$ such that, for every $x_{i}, y_{i} \in F_{q_{i}^{h_{i}}}(i=1, \cdots, r)$,

$$
x_{i}+y_{i}=\varphi_{i}\left(x_{i}, y_{i} ; \times, \frown, \smile\right)
$$

Since, by Theorem 6, the $D$-logics $\left(F_{q_{i}{ }_{i}}, \times, \frown,{ }^{`}\right)(i=1, \cdots, r)$ are independent, there exists a $D$-logical expression $K$ such that

$$
K=\left\{\begin{array}{l}
\varphi_{1}\left(\bmod F_{q_{1}^{h_{1}}}\right) \\
\cdots \\
\varphi_{r}\left(\bmod F_{q_{r} h_{r}}\right) .
\end{array}\right.
$$

Therefore, for every $x_{i}, y_{i} \in F_{q_{i}^{k_{i}}}(i=1, \cdots, r)$,

$$
x_{i}+y_{i}=\varphi_{i}=K\left(x_{i}, y_{i} ; \times, \frown, \smile\right) .
$$

Hence, the $D$-logical expression $K$ represents the " + " of each $F_{q_{i}^{h_{i}}}$. Since the operations are component-wise in the direct sum $F_{g_{1}}^{m_{1}} \oplus \cdots \oplus F_{q_{r}}^{m_{r}}$, therefore, for all $x, y$ in this direct sum, we have,

$$
x+y=K(x, y ; \times, \frown, \smile) .
$$

Hence, a fortiori, the "+" of the subring A is equationally definable in terms of the $D$-logic.

Next, we show that $A$ is fixed by its $D$-logic. Suppose there exists a " + "" such that $\left(A, \times,{ }^{\prime}\right)$ is a ring, with the same class of elements $A$ and the same " $\times$ " as the ring ( $A, \times,+$ ), and which has the same logic $(A, \times, \frown, \smile)$ as the ring $(A, \times,+)$. To prove that $+^{\prime}=+$. Now, since $A$ is a subdirect sum of subdirect powers of $F_{p_{i}^{k_{i}}}$, therefore, a new "+"" in $A$ defines and is defined by a new
 is a ring $(i=1, \cdots, t)$. Furthermore, the assumption that $\left(A, \times,+^{\prime}\right)$ has the same logic as $(A, \times,+)$ is equivalent to the assumption that each ( $F_{p_{i}^{k_{i}}}, \times,+_{i}^{\prime}$ ) has the same logic as ( $F_{p_{i}}^{k_{i}}, \times,+$ ) $(i=1, \cdots, t)$. Since, by Theorem 5, $\left(F_{p_{i}^{k}}, \times,+\right)$ is a ring-logic, and hence with its " + " fixed, it follows that $+_{i}^{\prime}=+(i=1, \cdots, t)$. Hence $+^{\prime}=+$, and the theorem is proved.

Now, it is well known (see [4]) that any finite commutative ring with zero radical and with more than one element is isomorphic to the complete direct sum of a finite number of finite fields. Hence, Theorem 7 has the following

Corollary 8. Any finite commutative ring with zero radical is a ring-logic $(\bmod D)$.

It is also well known (see $[1 ; 5]$ ) that every $p$-ring ( $p$ prime) is isomorphic to a subdirect power of $F_{p}$, and every $p^{k}$-ring ( $p$ prime) is isomorphic to a subdirect power of $F_{p^{k}}$. Hence, by letting $t=1$ in Theorem 7, we obtain the following (compare with $[1 ; 7]$ )

Corollary 9. Any p-ring with identity, as well as any $p^{k}$-ring with identity, is a ring-logic $(\bmod D)$.

Now, let $n$ be a fixed integer, $n \geqq 2$. It is well known that a ring $R$ which satisfies $x^{n}=x$ for all $x$ in $R$ is isomorphic to a subdirect sum of (not necessarily finite) subdirect powers of a finite set of Galois fields. Hence Theorem 7 has the following

Corollary 10. Let $R$ be a ring with unit such that $x^{n}=x$ for all $x$ in $R$, where $n$ is a fixed integer, $n \geqq 2$. Then $R$ is a ringlogic $(\bmod D)$.
3. The natural group and the normal group. Let $(R, \times,+)$ be a commutative ring with unit 1 . We recall (see [1]) that the natural group $N$ is the group generated by $x^{\wedge}=x+1$ (with inverse $x^{\vee}=$ $x-1)$. In [7], it was shown that $\left(F_{p^{k}}, \times,+\right)$ is a ring-logic $(\bmod N)$, and hence the " + " of $F_{p^{k}}$ is equationally definable in terms of the $N$-logic ( $F_{p^{k}}, \times,^{\wedge}$ ). Moreover, by Theorem 5, ( $F_{p^{k}}, \times,+$ ) is a ringlogic $(\bmod D)$, and hence the " + " of $F_{p^{k}}$ is equationally definable in terms of the $D$-logic ( $F_{p^{k}}, \times, \frown$ ). Of the two rival logics, $\left(F_{p^{k}}, \times, \frown\right)$ requires only a knowledge of the multiplication table in $F_{p^{k}}$ since, by Corollary 2, the effect of $\frown$ on $F_{p^{k}}$ is the cyclic permutation $\left(0,1, \xi, \xi^{2}, \cdots, \xi^{p k-2}\right)$. In this sense, the $D$-logical formula for the "+" of $F_{p^{k}}$ is a strictly multiplicative formula, and addition is thus
equationally definable in terms of multiplication whenever the generator $\xi$ is chosen (compare with [1]). The situation is quite different in the case of the $N$-logical formula for the "+" of $F_{p k}$, since the generator $x^{\wedge}=x+1$ of the natural group $N$ already involves a limited use of the addition table.
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## A NOTE ON PSEUDO-CREATIVE SETS AND CYLINDERS

Paul R. Young

1. Notation and Definitions. We will use $N$ to denote the set of all nonnegative integers. Unless specifically mentioned otherwise, all sets are considered subsets of $N$. If $A$ is a set, $A^{\prime}=N-A$. Since we consider only sets of nonnegative integers, we will not use Cartesian products of sets but will instead work with images of Cartesian products under some effective mapping. More specifically, if $A$ and $B$ are sets, let $A \otimes B=\{(a, b) \mid a \in A$ and $b \in B\}$. Let $\tau$ be any one-to-one effective mapping of $N \otimes N$ onto $N$. Then we define $A \times B$ to be $\tau(A \otimes B)$, and we abbreviate $\tau((a, b))$ to $\langle a, b\rangle$. (This is the notation introduced by Rogers in [4].) Given integers $a$ and $b$ we can always effectively find the integer $\langle a, b\rangle$, and given the integer $\langle a, b\rangle$ we can always effectively find $a$ and $b$.

In [2], Myhill has called a set a cylinder if it is recursively isomorphic to $B \times N$ for some r.e. set $B$; however we will follow Rogers in calling a set, $A$, a cylinder if it is recursively isomorphic to $B \times N$ for any set $B$. Such a set $A$ is called a cylinder of $B$.

For definitions of recursive, simple, and creative sets, see [3]. A noncreative, recursively enumerable (r.e.), set $A$ has been called pseudocreative if for every r.e. set $B \subset A^{\prime}$ there is an infinite r.e. set $C \subset A^{\prime}$ such that $B \cap C=\varnothing$. A nonrecursive r.e. set $A$ has been called pseudo-simple if there is an infinite r.e. set $B \subset A^{\prime}$ such that $A \cup B$ is simple. We will denote the class of all recursive sets by $\mathscr{C}_{0}$, the class of all simple sets by $\mathscr{C}_{1}$, the class of all pseudo-simple sets by $\mathscr{C}_{2}$, the class of all pseudo-creative sets by $\mathscr{C}_{3}$, and the class of all creative sets by $\mathscr{C}_{4}$. These classes are pairwise disjoint and every r.e. set falls into one of the classes ([2]).

Let $A$ and $B$ be sets. We write $A \leqq{ }_{1} B$ if there is a one-to-one recursive function such that $x \in A$ if and only if $f(x) \in B, A \leqq_{m} B$ if there is some recursive function $g$ such that $x \in A$ if and only if $g(x) \in B$, and $A \leqq_{b t t} B$ if $A$ is reducible to $B$ via bounded truth-tables. If there is no recursive function $g$ such that $x \in A$ if and only if $g(x) \in B$, we write $A \not \varliminf_{m} B$. If both $A \leqq_{m} B$ and $B \leqq_{m} A$, we write $A \equiv_{m} B$.
2. Introduction and preliminaries. In [2] it is shown that the class of pseudo-creative sets is nonempty by proving that the cylinder of any nonrecursive, noncreative, r.e. set is pseudo-creative. In this

[^45]note we shall show that there is a pseudo-creative set which is not a cylinder, and we shall develop some related facts concerning the relation between pseudo-creative sets and cylinders.

Lemma 1 (Myhill). Every creative set is a cylinder. Every recursive set which is infinite and has an infinite complement is a cylinder. The empty set and $N$ are cylinders. If $A$ is pseudo-creative, pseudo-simple, or simple, then any cylinder of $A$ is pseudo-creative. No simple set or pseudo-simple set is a cylinder. If $A$ is r.e., then $A \leqq{ }_{1} A \times N$ and $A \times N \leqq_{m} A$.

Proof. The proofs are straightforward and may be found in [2]. The requirement in the last assertion that $A$ be r.e. may be omitted.

Lemma 2. Let $A$ be a cylinder. Then there exists a one-to-one recursive function $f$ such that $x \in A$ implies that $\left\{x, f(x), f^{2}(x), f^{3}(x), \cdots\right\}$ is an infinite r.e. subset of $A$, and $x \in A^{\prime}$ implies that $\left\{x, f(x), f^{2}(x)\right.$, $\left.f^{3}(x), \cdots\right\}$ is an infinite r.e. subset of $A^{\prime}$.

Proof. We may assume $A=B \times N$ for some set $B$. Define $f(\langle x, n\rangle)=\langle x, n+1\rangle$.

Lemma 3 (Post-Shoenfield). If $B$ is a r.e. set and if $A \leqq_{b t t} B$ where $A$ is creative, then $B$ is either creative or pseudo-creative.

Proof. In [3] it is shown that $B$ cannot be recursive or simple. In [5] it is shown that $B$ cannot be pseudo-simple.

Lemma 4. Let $A \in \mathscr{C}_{i}, B \in \mathscr{C}_{j}$, and $A \leqq{ }_{1} B$. Then $i \leqq j$.
Proof. The proof follows easily from the definitions and will be omitted.

Lemma 5 (Fischer). There is a simple set $S$ such that $S \times S \not \mathbb{E}_{m} S$. Proof. See [1].
3. Results. An infinite set which contains no infinite r.e. subset is called immune ([3]).

Lemma 6. If $A$ is a nonimmune infinite set, then $A \times N \leqq{ }_{1} A \times A$.
Proof. Let $B$ be an infinite r.e. subset of $A$ and let $g$ be a one-to-one recursive function whose range is $B$. Define $h(\langle a, b\rangle)=\langle a, g(b)\rangle$.

Then $h$ is a one-to-one recursive function and $x \in A \times N$ if and only if $h(x) \in A \times A$.

Corollary 1. Suppose $S$ is simple or pseudo-simple. Then $S \times S$ is pseudo-creative.

Proof. By Lemma 6, $S \times N \leqq_{1} S \times S$. By Lemma $1 S \times N$ is pseudo-creative and therefore by Lemma $4 S \times S$ is either pseudo-creative or creative. Since $S \times S \leqq_{b t t} S$, by Lemma $3 S \times S$ cannot be creative.

Theorem 1. Let $A$ be an infinite nonimmune set. Then $A \times A \leqq{ }_{m} A$ implies that $A \times A$ is a cylinder.

Proof. Suppose $A \times A \leqq_{m} A$ via the recursive function $g$. Define $h(\langle a, b\rangle)=\langle g(\langle a, b\rangle),\langle a, b\rangle\rangle$. Then $A \times A \leqq_{1} A \times N$ via $h$. By Lemma 6, $A \times N \leqq{ }_{1} A \times A$. Thus $A \times A$ is recursively isomorphic to $A \times N$.

Theorem 2. Let $A$ be any infinite r.e. set which is not pseudocreative. Then $A \times A \leqq_{m} A$ if and only if $A \times A$ is a cylinder.

Proof. In view of the preceding theorem, we need only prove that if $A \times A$ is a cylinder then $A \times A \leqq_{m} A$.

If $A$ is creative or recursive so is $A \times A$, and in this case $A \times A \equiv{ }_{m} A$ and $A \times A$ is a cylinder. Therefore we may assume that $A$ is simple or pseudo-simple. Let $B \subset A^{\prime}$ be a r.e. set such that $A \cup B$ is simple. (If $A$ is simple, $B$ is finite.) Let $B_{0}=A \times N \cup N \times B$, and let $B_{1}=N \times A \cup B \times N . \quad B_{0} \cup B_{1}$ is simple, for otherwise there is an infinite r.e. set $C \subset B_{0}^{\prime} \cap B_{1}^{\prime}$, and this implies that either $\{x \mid(\exists y)[\langle x, y\rangle \in C]\}$ is an infinite r.e. subset of $A^{\prime} \cap B^{\prime}$ or $\{y \mid(\exists x)[\langle x, y\rangle \in C]\}$ is an infinite r.e. subset of $A^{\prime} \cap B^{\prime}$.

Assume $A \times A$ is a cylinder and let $f$ be the recursive function described in Lemma 2. (So $x \in A \times A$ implies that $\left\{x, f(x), f^{2}(x), \cdots\right\}$ is an infinite r.e. subset of $A \times A$ and $x \in(A \times A)^{\prime}$ implies that $\left\{x, f(x), f^{2}(x), \cdots\right\}$ is an infinite subset of $(A \times A)^{\prime}$.)

To obtain a many-one reduction of $A \times A$ to $A$ : Given $x$, enumerate $\left\{x, f(x), f^{2}(x), f^{3}(x), \cdots\right\}, B_{0}$, and $B_{1}$. Since $B_{0} \cup B_{1}$ is simple, we must eventually find an integer $\langle c, d\rangle$ either in $\left\{x, f(x), f^{2}(x), \cdots\right\} \cap B_{0}$ or in $\left\{x, f(x), f^{2}(x), \cdots\right\} \cap B_{1}$. In the former case define $g(x)=d$; in the latter case define $g(x)=c$. Then $x \in A \times A$ if and only if $g(x) \in A$.

We next modify Theorem 2 to characterize a class of pseudo-creative noncylinders.

Corollary 2. Let $A$ be a r.e. set which is not pseudo-creative. Then $A \times A$ is a pseudo-creative noncylinder if and only if $A \times A \not ¥_{m} A$.

Proof. If $A$ is recursive, $A \times A$ is also recursive and $A \times A$ is many-one equivalent to $A$. If $A$ is creative, since $A \leqq{ }_{1} A \times N \leqq_{1} A \times A$, $A \times A$ is also creative and hence many-one equivalent to $A$. The corollary now follows from Theorem 2 and Corollary 1.

Corollary 3. There exists a pseudo-creative set which is not a cylinder and which is bounded-truth-table reducible to a simple set.

Proof. By Lemma 5 there is a simple set $S$ such that $S \times S \not \mathbb{E}_{m} S$. Since $S \times S \leqq_{b t t} S, S \times S$ is the desired set.

Our next theorem shows that Theorem 2 cannot be strengthened to include the pseudo-creative sets.

Theorem 3. There is a pseudo-creative set $A$ such that $A \times A$ is a cylinder but $A \times A \not \mathbb{I}_{m} A$.

Proof. Let $S$ be a simple set such that $S \times S \not \mathbb{Z}_{m} S$. Then

$$
S \equiv_{m} S \times N \leqq_{1} S \times S \leqq_{1}(S \times S) \times N \leqq_{1}(S \times N) \times(S \times N)
$$

Let $A=S \times N$. Then $A \times A$ is clearly a cylinder, but $A \times A \leqq_{m} A$ implies that $S \times S \leqq_{m} S$, a contradiction. Thus $A \times A \not \varliminf_{m} A$, and by either Lemma 1 or Theorem 2, $A$ is pseudo-creative.

Since any set is many-one equivalent to its cylinder and all creative sets are many-one equivalent, the cylinder of any pseudo-creative set is still pseudo-creative. Thus, since any set is one-to-one reducible to its cylinder, we might hope to subclassify the pseudo-creative sets into cylinders and noncylinders and obtain for the subclassification a result analogous to Lemma 4. In view of the following theorem, such an analogue fails.

Theorem 4. There exist pseudo-creative sets $A$ and $B$ such that $A$ is a cylinder and $A \leqq_{1} B$, but $B$ is not a cylinder.

Proof. Let $A=S \times N$ and $B=S \times S$ where $S$ is a simple set such that $S \times S \not \neq m S$. By Theorem $2, S \times S$ is not a cylinder, and by Lemma $6, A \leqq_{1} B$. By Lemma $1 A$ is pseudo-creative, and by Corollary 1, $B$ is pseudo-creative.

Remarks. 1. In another paper we shall show that there is a pseudo-creative set which is not a cylinder and which, in contrast to those pseudo-creative noncylinders constructed by using Theorem 2, is not bounded-truth-table reducible either to a simple set or to a pseudo-simple set.
2. The author does not know if there is a simple, pseudo-simple,
or pseudo-creative set $A$ such that $A \times A \leqq_{m} A$. The question of whether such a set exists is equivalent to the following question: Is it true that if $A$ is a r.e. set, then $A \times A \nVdash_{m} A$ if and only if $A$ is either recursive or creative?
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