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Some conditions are given which guarantee the existence of best Tchebycheff approximations to a given function \( f \) by generalized rational functions of the form

\[
r(x) = \frac{a_1 g_1(x) + \cdots + a_n g_n(x)}{b_1 h_1(x) + \cdots + b_m h_m(x)}
\]

The principal theorem states that such a best Tchebycheff approximation exists whenever \( f, g_1, \cdots, g_n, h_1, \cdots, h_m \) are bounded continuous functions, defined on an arbitrary topological space \( X \), and the set \( \{h_1, \cdots, h_m\} \) has the dense nonzer0 property on \( X \): if \( b_1, \cdots, b_n \) are real numbers not all zero, then the function \( b_1 h_1 + \cdots + b_m h_m \) is different from zero on a set dense in \( X \). An equivalent statement is that the set \( \{h_1, \cdots, h_m\} \) is linearly independent on every open subset of \( X \).

Further theorems assure the existence of best weighted Tchebycheff approximations and best constrained Tchebycheff approximations by generalized rational functions and by approximating functions of other similar forms.

Terminology. Let \( X \) be an arbitrary topological space, and let \( C[X] \) be the linear space of functions \( f \) continuous on the space \( X \), normed with the Tchebycheff norm

\[
\| f \|_T = \sup_{x \in X} |f(x)|.
\]

In this paper, we investigate the conditions necessary to guarantee the existence of a best approximation to functions \( f \in C[X] \) by rational combinations of functions \( g_1, \cdots, g_n, h_1, \cdots, h_m \in C[X] \). Such functions have the form

\[
r_\gamma = \frac{a_1 g_1 + \cdots + a_n g_n}{b_1 h_1 + \cdots + b_m h_m},
\]

where \( \gamma = (a_1, \cdots, a_n, b_1, \cdots, b_m) \) is a vector in the closed set \( \Gamma_{n+m} \) of all real \((n + m)\)-tuples satisfying
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\[ |b_1| + \cdots + |b_n| = 1. \]

One such condition is that \( r_\gamma \) be well defined at points \( x_0 \) such that
\[ b_1 h_1(x_0) + \cdots + b_n h_n(x_0) = 0; \]
thus, we shall restrict our attention to sets of functions \( \{h_1, \cdots, h_n\} \) for which we can guarantee a unique definition of \( r_\gamma(x_0) \).

A set of functions \( \{h_1, \cdots, h_n\} \) is said to have the dense nonzero-property on \( X \) if, for any \( \gamma \in \Gamma_{n+m} \), the function
\[ b_1 h_1 + \cdots + b_n h_n \]
is different from zero on a set \( Y_\gamma \) dense in \( X \). (An equivalent statement is that the set \( \{h_1, \cdots, h_n\} \) is linearly independent on all open subsets of \( X \).) If this is the case, the function \( r_\gamma \) is well defined on the set \( Y_\gamma \); to define \( r_\gamma \) uniquely at points \( x_0 \in X - Y_\gamma \), we set
\[ r_\gamma(x_0) = \limsup_{x \to x_0} r_\gamma(x). \]

We could define \( r_\gamma(x_0) \) by a liminf operation just as well; all that is necessary is to define the function \( r_\gamma \) uniquely, and in such a way that if the limit
\[ \lim_{x \to x_0} r_\gamma(x) \]
exists, it is equal to \( r_\gamma(x_0) \). Thus, if \( \{h_1, \cdots, h_n\} \) has the dense nonzero property on \( X \), the generalized rational function \( r_\gamma \) is uniquely defined on \( X \) for all \( \gamma \in \Gamma_{n+m} \).

For each set \( \{g_1, \cdots, g_n, h_1, \cdots, h_m\} \) such that \( \{h_j\} \) has the dense nonzero property on \( X \), let \( R \) denote the set of generalized rational functions
\[ R = \{r_\gamma; \gamma \in \Gamma_{n+m}\}. \]

Then for each \( f \in C[X] \) there exists a real number \( \operatorname{dist}(R, f) \) representing the distance from \( f \) to the set \( R \):
\[ \operatorname{dist}(R, f) = \inf_{r_\gamma \in R} ||f - r_\gamma||. \]

If there exists a function \( r_{\gamma *} \in R \) such that
\[ ||f - r_{\gamma *||} = \operatorname{dist}(R, f), \]
then \( r_{\gamma *} \) is called a best rational approximation to \( f \), and \( \operatorname{dist}(R, f) \), is the error of the best rational approximation.

After a brief survey in 2 and 3 of previous existence results and nonexistence phenomena, we demonstrate in § 4 that under the
conditions prescribed above, there exists for every \( f \in C[X] \) a best rational approximation \( r_{\gamma^*} \). Some extensions and specializations of this existence theorem, including its relation to the nonexistence phenomena of § 3, will be given in § 5. In § 6, we present some existence theorems for two other approximating families similar in nature to the family of rational approximations.

2. Previous results. The special case \( m = 1, h_{i}(x) = 1 \) corresponds to approximation by generalized polynomials \( a_{i}g_{i} + \cdots + a_{n}g_{n} \); it has been the subject of much fruitful study due to the feature of linearity in the coefficients \( a_{i} \). An existence theorem was obtained in this case for Tchebycheff approximation of continuous functions \( f \) by algebraic polynomials

\[
g_{i}(x) = x^{i-1}
\]

by Borel in 1905 [2]; his proof was extended by Achieser [1] to arbitrary elements \( g_{i} \) in a normed linear space \( S \).

Results are more sparse for the general rational problem \((m > 1)\) in which the coefficients do not enter linearly. Walsh obtained in 1931 [6] an existence theorem for ratios of polynomials of the same degree defined on a perfect set \( X \) in the complex plane.

**Theorem (Walsh).** For any \( f \in C[X], X \) a perfect set in the complex plane, there exists a best Tchebycheff approximation \( r_{\gamma^*} \) to \( f \) among all rational functions of the form

\[
r_{\gamma}(x) = \frac{a_{0} + a_{1}x + \cdots + a_{n}x^{n}}{b_{0} + b_{1}x + \cdots + b_{n}x^{n}}
\]

for \( \gamma \in \Gamma_{2n+2}^{\gamma^*} \).

Walsh also proved in [6] a similar existence theorem for \( L^{p} \) norms. Achieser gives in [1] an incomplete proof of theorem above for ratios of polynomials of arbitrary degrees on an interval \([a, b]\) of the real line. Cheney and Loeb [3] have recently obtained a similar theorem for rational trigonometric approximation.

Furthermore, the Achieser and Cheney-Loeb theorems show that with no loss of generality the denominator of the best approximation may be assumed to be strictly positive on the interval of definition.

3. Nonexistence phenomena. Some of the possible pitfalls in the existence problem are illustrated by the following two examples of nonexistence phenomena. In the first example, we consider the problem of approximating \( f(x) = x \) in the Tchebycheff sense by a rational function
of the form

\[ r_r(x) = \frac{a_i x^2}{b_1 + b_2 x} \]

on the interval \([0, 1]\), with the additional condition that the denominator be strictly positive on \([0, 1]\). Here, however, by setting \(a_i = b_2 = 1\) and letting \(b_1 \downarrow 0\), we see that \(\text{dist}(R, f) = 0\), although no allowable \(r_r \in R\) achieves this minimum distance.

The second example shows that difficulties may arise when the dense nonzero property is violated. Consider the problem of approximating \(f(x) = (x - 1)(x - 2)/2\) in the Tchebycheff sense by a rational function of the form

\[ r_r(x) = \frac{a_i}{b_1 + b_2 x} \]

with the three points 0, 1, 2 comprising \(X\). Since \(f(0) = 1\), \(f(1) = f(2) = 0\), we see that the deviation of the approximation \(\varepsilon/(x + \varepsilon)\) from \(f\) on \(X\) is no greater than \(\varepsilon/(1 + \varepsilon)\), which can be made arbitrarily small by making \(\varepsilon\) small. Thus \(\text{dist}(R, f) = 0\), although again no choice of \(r_r \in R\) achieves this minimum.

4. An existence theorem. We shall find it convenient to state part of the theorem as a separate lemma.

**Lemma 1.** If \(f, h, \ldots, h_m\) are bounded functions on \(X\), an arbitrary topological space, such that the set \(\{h_i\}\) has the dense nonzero property on \(X\), and if the set of functions \(\{g_1, \ldots, g_n\}\) is linearly independent on \(X\), then any sequence \(\{r_r\}\) of vectors in \(\Gamma_{n+m}\) such that

\[ \lim_{k \to \infty} ||r_r - f|| = \inf_{\gamma \in \Gamma_{n+m}} ||r_r - f|| = \text{dist}(R, f), \]

has a cluster point \(r_0 \in \Gamma_{n+m}\).

**Proof.** (i). Define the functions \(A = \sum a_i g_i, B = \sum b_j h_j\), with \(\sum |b_j| = 1\); define \(A_k\) and \(B_k\) similarly. The boundedness of the \(h_j\) implies for any \(B\) that

\[ ||B|| \leq N = \max ||h_j||; \]

the linear independence of the set \(\{g_i\}\) implies the existence of a positive number \(\delta\) such that

\[ \sum |a_i| = 1 \text{ implies } ||A|| \geq \delta. \]
It is clear that for sufficiently large $K$, $k \geq K$ implies
\[ \text{dist}(R,f) + 1 \geq ||r_{y_k}|| \geq \frac{||A_k||}{M} \]

Hence, for $k \geq K$
\[ ||A_k|| \leq N[\text{dist}(R,f) + 1] , \]
and by the definition of the number $\delta$, for $k \geq K$,
\[ \sum_{i=1}^{n} |a_{i_k}| \leq M = \frac{N}{\delta}[\text{dist}(R,f) + 1]. \]

Thus, for $k \geq K$, $\{\gamma_k\}$ is restricted to the compact set
\[ \{\gamma: \sum |a_i| \leq M, \sum b_j = 1\} . \]

By the Bolzano-Weierstrass theorem, then, the sequence $\{\gamma_k\}$ has a cluster point $\gamma_0 \in \Gamma_{n+m}$.

**Theorem 1.** If $f, g_i, \cdots, g_n, h_1, \cdots, h_m$ are bounded functions in $C[X]$, $X$ an arbitrary topological space, and if the set $\{h_j\}$ has the dense nonzero property on $X$, then there exists a best rational Tchebycheff approximation $r_{y_n}$ to $f$ on $X$.

**Proof.** (i) Select a maximal linearly independent subset $\{g_i, \cdots, g_r\}$ among the functions $g_i$, and let $d = \text{dist}(R,f)$. Then, any sequence $\{\gamma_k\}$ of vectors $\gamma_k \in \Gamma_{p+m}$ such that
\[ ||r_{y_k} - f|| \leq d + 1/k \]
has by Lemma 1 a cluster point $\gamma_0 = (a_{1o}, \cdots, a_{po}, b_{1o}, \cdots, b_{mo}) \in \Gamma_{p+m}$.
We shall show that
\[ ||r_{y_0} - f||_f = d . \]
Clearly, since $\gamma_0 \in \Gamma_{p+m}$, we need only show
\[ ||r_{y_0} - f||_f \leq d . \]

Since the set of functions $\{h_j\}$ has the dense nonzero property on $X$, the set $Y_{y_0}$ of points $x$ at which the denominator $B_0(x)$ is different from zero, is dense in $X$. At points $x \in Y_{y_0}$, we have for each $k$
\[ |r_{y_0}(x) - f(x)| \leq |r_{y_0}(x) - r_{y_k}(x)| + |r_{y_k}(x) - f(x)| \]
\[ \leq |r_{y_0}(x) - r_{y_k}(x)| + d + 1/k . \]

As the functions $h_j$ are bounded on $X$,
uniformly on $X$. Since $B_0(x) \neq 0$ for $x \in Y_{\gamma_0}$, this implies

$$
\frac{A_k(x)}{B_k(x)} \xrightarrow{k \to \infty} \frac{A_0(x)}{B_0(x)}
$$

for $x \in Y_{\gamma_0}$. Hence, for $x \in Y_{\gamma_0}$,

$$
\lim_{k \to \infty} |r_{\gamma_0}(x) - r_{\gamma_k}(x)| = 0,
$$

and thus

$$
| r_{\gamma_0}(x) - f(x) | \leq d.
$$

It remains only to obtain this inequality for points $x_0 \in X - Y_{\gamma_0}$.

(ii). By the definition of the rational functions $r_{\gamma}$, we have for $x_0 \in X - Y_{\gamma_0}$ that

$$
r_{\gamma_0}(x_0) = \lim \sup_{x \in r_{\gamma_0}, x \to x_0} r_{\gamma}(x).
$$

Thus, there exists a sequence $\{x_\nu\}$ of points in $Y_{\gamma_0}$ such that

$$
| r_{\gamma_0}(x_\nu) - r_{\gamma_0}(x_0) | \leq 1/\nu,
$$

$$
| f(x_\nu) - f(x_0) | \leq 1/\nu
$$

(since also $f \in C[X]$). Hence,

$$
| r_{\gamma_0}(x_\nu) - f(x_0) | \leq | r_{\gamma_0}(x_\nu) - r_{\gamma_0}(x_0) | + | r_{\gamma_0}(x_0) - f(x_\nu) | + | f(x_\nu) - f(x_0) | \leq 1/\nu + d + 1/\nu.
$$

Since the left hand side of this inequality is independent of $\nu$, it follows for $x_0 \in X - Y_{\gamma_0}$ that

$$
| r_{\gamma_0}(x_0) - f(x_0) | \leq d.
$$

Therefore $|| r_{\gamma_0} - f ||_\infty \leq d$, implying, since $\gamma_0 \in \Gamma_{p+m}$, that $|| r_{\gamma_0} - f ||_\infty = d$, showing that indeed there exists a best approximation $r_{\gamma_0} = r_{\gamma_0}$ to $f$.

5. Extensions and specializations. Theorem 1 can be extended to the problem of weighted Tchebycheff approximation, in which the distance between $f$ and $r_{\gamma}$ is measured by the functional

$$
|| s(r_{\gamma} = f) ||_\infty
$$

for some prescribed weighting function $s \in C[X]$. This problem is equivalent to that of approximating the function $sf$ by rational combinations of the functions $sg$, and $h_i$; existence of a best approximation is thus guaranteed whenever the products $sf$ and $sg$, are bounded.
functions and the functions \( h_j \) satisfy the hypotheses of Theorem 1.

Also, the proof of Theorem 1 is valid if the coefficients \( \gamma \) are restricted to a closed set \( C_{n+m} \subset \Gamma_{n+m} \) containing at least one feasible vector \( \gamma^0 \) such that

\[
\| s(r_{\gamma^0} - f) \|_\tau < \infty.
\]

A slight but straightforward modification of step (ii) of Lemma 1 is needed if no vectors of the form \((0, \cdots, 0, b_1, \cdots, b_m)\) are in \( C_{n+m} \).

Thus, the following theorem holds.

**Theorem 2.** If \( f, s, g_1, \cdots, g_n, h_1, \cdots, h_m \in C[X] \) are such that the functions \( sf, sg_1, \cdots, sg_n \) are bounded on \( X \), an arbitrary topological space, and the set \( \{ h_j \} \) has the dense nonzero property on \( X \), then for any closed set \( C_{n+m} \subset \Gamma_{n+m} \) of coefficient vectors including a feasible vector \( \gamma \), there exists a best weighted rational Tchebycheff approximation \( r_{\gamma^*} \) to \( f \), such that

\[
\| s(r_{\gamma^*} - f) \|_\tau = \inf_{\gamma \in \Gamma_{n+m}} \| s(r_{\gamma} - f) \|_\tau.
\]

If the closed set of coefficients \( C_{n+m} \) of form

\[
C_{n+m}(\varepsilon) = \{ \gamma \in \Gamma_{n+m} : | \sum b_j h_j(x) | \geq \varepsilon > 0, x \in X \}
\]

is nonempty, we can obtain existence theorems with much weaker hypotheses on the functions involved, since in this case the set \( Y_{\gamma^0} \) comprises all of \( X \), and step (ii) of Theorem 1, the only step requiring the continuity of \( f, s, g_i \), and \( h_j \), is not required in the proof. Hence, the following theorem holds in an arbitrary normed linear space.

**Theorem 3.** If the functions \( f, s, g_1, \cdots, g_n, h_1, \cdots, h_m \) are such that \( sf, sg_1, \cdots, sg_n \) are bounded on \( X \), an arbitrary set of points \( x \), and if the set \( C_{n+m}(\varepsilon) \subset \Gamma_{n+m} \) is nonempty, then there exists a best weighted rational approximation \( r_{\gamma^*} \) to \( f \) such that

\[
\| s(r_{\gamma^*} - f) \|_\tau = \inf_{\gamma \in \Gamma_{n+m}(\varepsilon)} \| s(r_{\gamma} - f) \|_\tau.
\]

Let us now consider the nonexistence examples of § 3 in the light of the above existence theorems. The first example can be handled by Theorem 1 by allowing the denominator \( b_1 + b_2 x \) to have its zero at a point \( x_0 \in [0, 1] \), and defining \( a x_0^2/(b_1 + b_2 x_0) \) by a limsup operation, which reduces in this case to a limit operation. Thus, the function \( x^2/x \) is an acceptable rational function in Theorem 1, and is indeed the best approximation \( r_{\gamma^*} \).

The second example cannot be handled by Theorem 1 since the dense nonzero property is violated. A weaker result can be given for
both examples by Theorem 3, however, by considering only those rational functions such that \( b_i + b_2x \geq \varepsilon \); i.e., \( \gamma \in C_0(\varepsilon) \). With this modification, a best approximation \( r_{\gamma*} \) exists in the first example and is at least as good as \( x^2/(\varepsilon + x) \); hence the error
\[
\text{dist}(R, f) \leq \varepsilon/(\varepsilon + 1)
\]
can be made as small as desired by taking \( \varepsilon \) small enough. In the second example, \( r_{\gamma*} \) again exists and is at least as good as \( \varepsilon/(\varepsilon + x) \); thus again
\[
\text{dist}(R, f) \leq \varepsilon/(\varepsilon + 1).
\]
In practical problems, placing such a "floor" under the denominator function and slightly above zero is often a reasonable thing to do, as the inequality constraint \( B(x) \geq \varepsilon \) is no harder to deal with than \( B(x) > 0 \).

In most continuous rational Tchebycheff approximation problems, the existence of a best approximation is guaranteed by Theorems 1 and 2, as sets of functions with the dense nonzero property are fairly common. They include all linearly independent sets of functions analytic on a perfect set \( X \), and all sets of piecewise analytic functions on \( X \) which are linearly independent on each component of analyticity.

An independent result similar to Theorem 1 has been obtained recently by Newman and Shapiro [4]. Their existence theorem is stated for functions defined on a compact Hausdorff space \( X \), and thus does not cover such problems as the approximation of functions continuous and bounded on the positive real axis by functions of the form
\[
r_{\lambda}(x) = \sum a_ie^{-\lambda_i x}
\]
for \( \lambda_i, \mu_j \geq 0 \), a problem handled by Theorem 1. Rice in [5] has also obtained independently a somewhat similar existence theorem for the interval \([0,1]\), under the assumption that the denominator possess only a finite set of zeros.

6. Existence theorems for other approximating families. The fact that best approximations exist among rational functions with coefficients in a closed set allows us, with the aid of the following lemma, to state some theorems assuring the existence of best approximations in other approximating families.

**Lemma 2.** The set of all vectors \((c_{1i}, \cdots, c_{ilm}, c_{2i}, \cdots, c_{nm})\) such that \( c_{ij} = a_i b_j \) for real numbers \( a_i, b_j \), is closed.

The proof of this lemma is straightforward, and is omitted here.
The following theorem follows directly from Lemma 2 and Theorem 3, with \( m = 1 \), \( n = pq \), and \( g = u_i v_j \), since the set of numerator coefficients \( c_v = a_i b_j \) is closed.

**Theorem 4.** If the functions \( f, s, u_i, \ldots, u_p, v_i, \ldots, v_q \) are such that the products \( sf, sv_i, \ldots, su_i v_q \) are bounded on \( X \), an arbitrary set of points \( x \), then there exists a best approximation

\[
P^* = (a_i^* u_i + \cdots + a_p^* u_p)(b_j^* v_j + \cdots + b_q^* v_q)
\]

to the function \( f \), such that

\[
\left\| s(P^* - f) \right\| = \inf \left\| s\left[ \sum a_i u_i \right]\left( \sum b_j v_j - f \right) \right\|. 
\]

In a similar fashion, a theorem can be established on the existence of best approximations by finite products of generalized polynomials of the form

\[
P = \left( \sum a_i g_i \right) \cdots \left( \sum a_m g_m \right).
\]

In particular, if the component polynomials are of the form \( ax + b \), we have the following corollary.

**Corollary 4a.** Any function \( f \) bounded on a compact domain \( X \) on the real line has, among all polynomials \( P_n \) of degree \( n \) having only real roots, a best approximation \( P_n^* \).

The next theorem follows from Lemma 2 and Theorem 2; a similar theorem can be based on Lemma 2 and Theorem 3.

**Theorem 5.** If the functions

\[
f, s, u_i, \ldots, u_p, v_i, \ldots, v_q, h_i, \ldots, h_m \in C[X]
\]

are such that the products of \( sf, sv_i h_i, \ldots, su_i h_m, sv_i, \ldots, sv_q \) are bounded on \( X \), an arbitrary topological space, and the set \( \{ h_i \} \) has the dense nonzero property on \( X \), then there exists a best weighted Tchebycheff approximation

\[
P^* = a_i^* u_i + \cdots + a_p^* u_p + \frac{d_i^* v_i + \cdots + d_q^* v_q}{b_i h_i + \cdots + b_m h_m}
\]

to the function \( f \), such that

\[
\left\| s(P^* - f) \right\|_r = \inf \left\| s\left( \sum a_i u_i + \frac{\sum d_i v_i}{\sum b_j h_j} - f \right) \right\|_r.
\]
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