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In 1957 the author gave a construction of a class, of cen-
tral simple exceptional Jordan algebras $, over any field ¥
of characteristic not two, called cyclic Jordan algebras. The
principal ingredients of this construction were the following:

(I) A cyclic cubic field & with generating automorphism
S over F.

(II) A Cayley algebra §, with & as center, so that € has
dimension eight over &, and dimension 24 over {.

(II1) A nonsingular linear transformation 7' over § of
¢, which induces S in &, and commutes with the conjugate
operation of €,

(IV) An element g in €, and a nonzero element y of &,
such that g = g7 and gg = [r(yS)(yS?]™'. Thus ¢ is nonsingular.
Also the polynomial algebra & = %[g] is either a quadratic field
over ¥ or is the direct sum, ® = ¢,F @ e,F, of two copies ¢;F of .

(V) The properties [gay)T] = [gxT)(yT) and xz7T° =
g~ 'zg, for every x and y of €.

In the present paper we shall give a general solution of
the equations of (V), and shall determine 7 in terms of two
parameters in & = R[g] satisfying some conditions of an arithme-
tic type. We shall also provide a special set of values of all
of the parameters of our construction, and shall so provide a
proof of the existence of cyclic Jordan division algebras with
attached Cayley algebra € a division algebra,

The existence of a transformation T with the two properties
of (V) for some element g = ¢ T, in the Cayley algebra € which
satisfies (IV), was demonstrated by the author in the 1957 papert
only in the case where & is not a field, and consequently © is
a split algebra, In that case it was proved that cyclic Jordan
division algebras do exist, for certain kinds® of fields §. Thus
the case where & is a field, and € may possibly be a division
algebra, remained.

If k& is any element of an exceptional Jordan division algebra 9,
and % is not in §§, the subalgebra $F[k] is a cubic field over . The
algebra © is then a cyclic Jordan division algebra if and only if an

Received April 7, 1964, This paper was sponsored in part by the National Science
Foundation under NSF Grant GP208 and by the Esso Educational Foundation.

1 See our A construction of exceptional Jordan division algebras, Annals of Math,
67 (1958), 1-28.

2 The actual result is that § cannot be a finite field, an algebraic number field,
or indeed any field such that, if ® is an associative division algebra of degree three
over its center & then every nonzero element of & is the norm of an element of .
Moreover, if %o is such that there exists such a division algebra D over o, and
is an indeterminate over %, then there exists a cyclic exceptional Jordan division
algebra over & = Fo(y).
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element k& of © exists such that F[k] is a cyclic cubic field. Indeed
the field ® of our construction is then isomorphic to the field F[k]. It
is not known whether such an element %k always exists, but we shall
be able to construct $ even when a cyclic F[k] may not exist. Indeed,
let & be any element of  not in ¥, Flk] be noneyclic, and & be a
scalar extension of § isomorphic to F[k]. Then there is a quadratic
extension field Flw] of F, such that M = & x Flw] = K(w) is a splitting
Jield of the cubic minimum function of & over §. Then 9N is a normal
field of degree six over ¥, and the automorphism group of M over F
is generated by automorphisms S and J such that S®= J*= I, and
JS = 8%J. The field & is the fized field of MM wunder J, and w can be
selected so that wJ = —w, @* is in F. The field F[w] is the fixed field
of M under S, and S generates the automorphism group of the cyclic
field M of degree three over Flw].

The ingredients of our cyclic construction may then be taken as a
portion of the ingredients of a construction of what may now be called
bicyclic Jordan division algebras. We shall also call It a bicyclic field.

We replace & by the field 3t as the center of €, and T will induce
S in M. Then we will have the following additional properties:

( VI ) There is a nonsingular linear transformation P over i of €
which induces J in the center I of €, and commutes with the conjugate
operation of €. Then g = gP, and so §|g] is a quadratic algebra over $.

(VII) The property gl(zy)P] = [g(yP)|(xP) holds for every x and y
of €.

(VIII) The transformations P and T are related by TP = PT7,
and P* = I is the identity transformation.

We shall give a complete determination of P. Indeed our determi-
nation of 7 depends on a normalization of a basis of €., As usual €
has a basis of elements generated by basal elements wu, v, w where
[lul =8lgl =6, w>=p+0 in ¥, v is selected so that uv + vu =0
and v’ =¢ # 0 in M, w is selected so that uw + wu = vw + wv =0
and w* =4 %0 in MM (where W = K in the cyclic case). In the
normalization it is shown that v can be selected so that +T = av + w
for ¢ in M[u] = &* (where £* becomes & = RJu] in the ecyclic case).
Since P?* = I we show that v can actually be selected so that vP = v.
With this choice the equations determining T also determine P completely
and no new parameters are introduced. With this determination of T
and P our results provide a construction® of all exceptional Jordan

8 Qur construction certainly does provide a form for all exceptional Jordan division
algebras and so provides a means of studying the properties of such algebras. It
does not settle the question as to whether there are any bicyclic algebras which are
not also cyclic, nor does it give a general solution of the arithmetic restrictions on
the defining parameters. The latter problem is not really an algebraic problem and
can hardly be expected to be solved without exact specification of the field 3.
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division algebras.

2. The algebra  and a subalgebra €, A ecyclic exceptional
Jordan algebra © can be described in terms of the ingredients given
in (D-(V). Let & range over all elements of the cyclic field &, and «
range over all elements of the Cayley algebra €. Then $ consists of
all three-rowed square matrices

3 @ g(vo)T*
(1) A:A(é,x):( i &S T
\eTig (BT  £8°

This set is closed with respect to the operation A-B defined in terms
of the ordinary matrix product AB by 24:B = AB + BA. Then it may
be seen that © is a Jordan algebra. Let

(2) ©=3lgl, L=R[gI=8x6,

so that € is a commutative associative algebra of dimension six over .
When @ is a field so is &, and & is a cyclic field over @ with a generating
automorphism 7' induced by g7 = g, £T = £S for every element of the
cyclic cubic field & over .

The set B, of all matrices A(, n) with £ in & and » in 8, is a
subalgebra of . It is a spectal Jordan algebra of dimension 3 + 6 = 9
over . Let

(3) D=A@,0), E=AQ1,

where ¢ is any element generating £ = () over §F. We first derive
the following result.

THEOREM 1. The subalgebra of © generated by D and E is B.
The cyclic associative algebra B* = (8, S, g7Y) over &, has center O,
and B* has an involution J such that J fixes every element of & and
gJ = G. Then B* is the associative envelope of B, and B is isomorphic
to the set of all elements A = AJ of B*.

For the mapping & — A(§, 0) is an isomorphism of & onto the set
&, of all matrices A(§ 0). Then &, is a cyclic field of degree three
over ¥ isomorphic to &, and it has a generating isomorphism S, over
% defined by [A(E, 0)]S, = A(ES, 0). Let B, be the special Jordan
subalgebra of © generated by D and E so that %, contains & = F[D].
Then B, contains
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0 7 g(rSHMSY
(4) 2AE,00-E=| 7 0 78 = A(0, 1)
g St (S 0
where 7 = £ + £S. If & 5 &S then 1 0. For otherwise S* = £5* + & =

0 and so  — 1S* = £S — &S* = (£ — £S)S = 0 contrary to our hypothesis.
But then the enveloping associative algebra 87 of B, contains the matrix

0 ro g(rS
(5) [A(®S?, 0)]*[A(0, )] = ( v 0 pS >= c,
gesSy) ¥S 0

where p = np(nS®)~ # 1. Thus B contains

0 1 0
(6) Y=[A(1—#,0)]”1(E—C)=(0 0 1>,

gt 0 0
where Y? = g~'I. It follows that B contains g/ and so contains &
and £, = K[g]. Thus B} contains the cyclic associative algebra B, =

L+ &Y + &Y% = (8, T,,g7Y), where the generating automorphism T,
of &, over Flg] is defined by

a 0 0 aT 0 a
(7) YA(a, 0) = Y(O aT 0 ) = A(a, )T, Y = ( 0 aTl? O)Y )
0 0 aT* 0 0 a

for every a in ¥,. Let us also define a mapping J by

0 0 g 0 0
aT 0 )J_(o al o )
0 ol 0 0 ar

a
[A(a, 0] = (o

0
0 0 ~Siy
Y
0

(Y)J = 0 0

S 0

and we see that

0 0 g\/v 0 0
(9) (Y)J:(l 0 0)(0 ¥S 0):Y-1A(7,0).

0 1 0/\0 0 ~§°

It is easily verified that J is an involution of B} and we note that
(YT = gv(vS)(vSHI = ()] = (Y?)J. It is also easy to verify that &
is the center of the algebra B}. Note that, when & is a field B} is
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contral simple over ®. However, in the g-split case, where & is not
a field, B} is a direct sum of two cyclic central simple algebras over .

The general element X of Bf can be expressed uniquely in the
form X = A(a, 0) + A(b, 0)Y + (Y)JA(e, 0) for a,d, ¢in 8. Then X =
XJif and only if a =@ and b =¢. Thus e =a =& is in &,

b 0 0\,/0 1 0 0 b0
10) AG,00Y=(0 o7 oo o 1}=[ o 0 T,
0 0 b7/ \g 0 0 bT¢* 0 0

and we see that

0 0 gvS»\ /b
vy 0 0 0 bT
0 S 0 0 0 b7
0 0 g(vSHbT?

=7y 0 0

0 ()T 0

Hence A(b, 0)Y + YJA(b, 0) = A(0,b). We have shown that the set of
all elements X = XJ of Bf is B. But B* 2 BF 2 B 2B, and so

B 2 B*, It follows that B* = B = BY is our cyclic algebra. This
proves the theorem.

0 0
(YJ)A(E, 0) =

(11)

THEOREM 2. If & is a field and O is a division algebra the
algebra B* 1s a division algebra.

It is well known* that the enveloping associative algebra B* of a
Jordan algebra B of dimension 9 over a field ¥ is either (B*)"), where
B* is an associative division algebra, or is the set of J-symmetric
elements of an associative division algebra B* of degree three over a
qguadratic field ®. Here J is an involution over ¥ of <Z* which does
not leave the center & of B* elementwise fixed. When O is a Jordan
division algebra so is B and, when & is a field, the envelope B* is
known to be a division algebra. However, when & is not a field, the
algebra B has a representation by the set of all matrices

A 0
o)

for matrices A in an associative division algebra ® with an involution
J moving some element of its quadratic center over .
We know that if B* = (&€, S, g™ is a division algebra so is its

4 See Section 3 of the reference in 2.
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square Bf = (&, S, 97°) = (¥, S, k), where h = [v(vS)(vS)g'|* = (99)9~* =
Jg~'. Hence § # g. Also B} (8, S, —h) since —h is the product of 2
by the norm (—1)® of —1. Thus —gg*=+#1 and we can state this
result as follows.

LemMmA 1. Let © be a Jordan division algebra, and & = Flu] be
a field, so that & is the center of the cyclic associative algebra D =
(8, S, h), where h = gg=*. Then D is a division algebra and g =
ANtufor wd=p#01in Fand N~ 0 in .

Note, in closing, that © is isomorphic to the square of the cyclic
algebra B*, and hence (&, S, g-¢g~*) is isomorphic to B*.

3. Some properties of €. The structure theory for Cayley
algebras € implies that, if ¥ = &[] is a quadratic subalgebra over £
of € generated by an element % such that u* = p + 0 in &, then the
space 8 = €,, of all elements z of € such that zu + uz = 0, contains
elements v and w such that

(13) =0, w = 9, vw + wv =0

for elements @ # 0,4 0 in £ Then B =8 + wl + (vw) =
v + &w + Lvw), and € = & + 3. Indeed za = @z for every a of &
and z of 8 where, if a = « + Bu for a« and S in &, then @ = a — Su.
For all such selections of v and w the space © = £ + Lv is a quaternion
subalgebra of € with an involution x =@ + bv— % = a@ — bv. Then
multiplication in € is given by

(14) (90 + yw)(ml + ylw) = a2, + YWYy + (y1x + y‘fl)w ’

for all z,z, ¥, ¥, in ©. We shall use this relation frequently in our
computations.

We are assuming that > = p = 0isin §. Let I” = (1 p) so that
&, = I'fu] = el -+ ¢ for pairwise orthogonal idempotents e, and e,
whose sum is the unity element of €. Let 2 = 1/ p), so that &, =
e.2 + e, 2, where we know that e, = ¢, €, = ¢, and thus ez = z¢,, ez =
ze, for every zin 8,. Then 8, = By + 8o, Wwhere B, = .8, = 806, and
B = €,8: = 8.6,. We also know that, if x, is any nonzero element
of 3., this space has a basis @, ¥, = 24T, 2,0 = 2, T? over 2. Similarly,
if x, is any element not zero in 3, the elements x,, ¥, = ®uT, 2y =
2, T? = y,T form a basis of 3, over £. Moreover, if we select any x,,
we can take

Loy = YR » Yo = Tl = 24Ty ,

(15) 2
fa = me = TwYwo -
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Then we have the properties given by

L1lor = Yo = Rl = 0€,

(16)

Ti0 = Yoo = R = 0€
(17) LYo = Tiku = YiRor = Yula = 2o = 21¥u = 0,
(18) oY = LaRio = Yoo = YaPo = 20l = 2o = 0,
(19) T = —0Z%y, YR = — 0%y, ZpnXgr = —O0Yy »
(20) ai, =0, €0;; = Q€5 = Qyj e;t;; = ae; = 0

for ¢ 7, v and 7 equal to 0 or 1 and a;; in 3,;, We now have the
following result.®

THEOREM 3. Let © be the cyclic exceptional Jordan algebra over
5 consisting of the matrices of (1) where (I)-(V) hold, and g be the
element of Property IV so that g =X+ u for x 0 in F, w>=p =0
in F and uT = w. Suppose that 2= 801 p), so that L, = Qu] =
e.2 + ¢,2 for orthogonal idempotents e, and e, and that 3 1s the set
of all elements z tn € such that zu + uz = 0, from which B, = 8By + B,
where B, = 6,8, = 8o and By = €2, = Bee,. Then, of z ts any
element of 3 which has nonzero components z,, and z,, the space 8
has a basis z, 2T, xT?, zu, Ruw)T, (zu)T* over RK.

For z = z,, + 2z, &, contains ¢, and the space over £ spanned by
the six elements given contains z,, (27)e, = (2¢,)T = 2,,T and (27%)e, =
(ze)T* = 2,,T*. Similarly our space contains 2z, 2,7, 2,7°. But then
3. 1s spanned over 2 by the six given elements and so they span 3.
Since the dimensions of 8 over & and B, over £ are six these elements
form a basis for each set.

In the case where ® is a field we can strengthen our result as
follows:

THEOREM 4. Let & be a field and z be any nonzero element of 3.
Then z, 2T, 2T?, zu, (zu)T, (w)T* form a basis of 3 over 8.

For it suffices to show that if z 0 is in 8 then z is not in 3,
or in B, where we are assuming that e, and e, are not in ®. By
symmetry it suffices to show that no element z,, of 3, is in 3. Let
2, be in 8 so that x,T = ¥y, and «,,7% = 2, are in 3. But y,%,, = 2
is in € and in 8, and so must be in 8. Hence x,x, = oe, must be
in € and in £, and so must be in 8. It follows that ge, = ge, is in &

5 The discussion up to this point is that of Section 13 of the reference in 2,
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and so oe, + g¢, = ¢ is in £ and must be in &, ¢, is in £ contrary to
our hypothesis that € is a field and e, is a singular idempotent of ,.
This completes our proof.

4. A normalized basis of €, Let x = 2, + 24, where x, =
(2, TXx,,T* and x,, is any nonzero element of 8,. Then we have

(21) X2 = Xy + Ly, = 0€ # 0 (o in 8,).
Also 2T = 9, + 9o, and (xT)* = ¢S. But

w(@T) + @T)x = (T + To) Yo + Yo) + Hao + Yo) (@1 + %o1)
= wmym + yLOxIO + x()ly()l + ymxox = 0 .

‘We have thus proved the existence of an element z in 3, such that
(22) Z2#=pe+0, 2T =az +w,,

for a, in &, and w, in 3, with the property that zw, + w,z = 0, and
w:=qr, # 0. When £ =& we actually have ¢, = 0 and take v =z,
w = vT = w,, and have

wl = 2y + Ry = Ty + Yalou = (xlﬂ + xm)(ym + ym)vw .

We now turn to the case where ® is a field.

We are assuming that $ is a division algebra, and that & = F[g]
is a quadratic field. Let gq,, -++,q, be a basis of 3 over &, so that
m = 18. The general element of 3 is z2=n¢q,+ -+ + 9,9, for
independent indeterminates 7; over & (and hence over &;). Then

(23) 2= @0, + ) M)

is a polynomial in %, «--, 7, with coefficients in §. This polynomial
is not identically zero since, in fact, there exist values 7; of the 7; in
&, such that z=12,2"=0+ 0, where « is given by (21). We now
observe that there must be a basis of the Cayley algebra €, over 4 =
@y, ¢+, 1), consisting of 1, wu, z, uz, w,, ww,, 2w,, (uR)w, and B, =
zd + (uR)d 4+ wod + (uwe)d + (zw)4 + [(uz)w,}4. Then the elements
h of w4+ (uw)d + (Rwy)d + [(uz)w,]4 all have the property that
hz + zh = hu + uh = h(uz) + (u2)h = 0. Hence

(24) 2T =az+w,,

where a, is in A[u], w, is in 3,, w,2z + 2w, = 0. The coefficients of a, are
in 4, and so are the quotients of two fixed polynomials of K[, «+-, 7,]
by a polynomial @7, <+, 7,). The coordinates of w, are also in 4
and so are the quotients of polynomials in &%,, - -+, 7,] by a polynomial

@2(7)1y Tty 7]m)' Then wg - /‘/f(vu Tty 77m)[g)2(7]19 Yy 77m)]_2- We knOW tha‘t
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there exist values of 7, - -+, %, in &, such that the corresponding element
%, # 0 has the property 2,7 = w, for wyz, + z,w, = 0, and wi = +, = 0.
But then ¢@,p.¥ is a polynomial in &(,, - - -, ,,) not identically zero, and

we can find values 7, of the 7; in & such that, if v =7, + -+ + 9,00,
then

V=p=+*0, w=q4 =0, w4+ wv =0,

(25) . .
T =av + w (@ in &; @, in &) .
We state this result as follows:

LEMMA 2. If properties (I)-(V) hold the Cayley algebra € is
generated by monsingular square roots wu, v, w such that (25) holds
and the product formula (14) is valid for every x,%,y,y, of O =
&+ u + 8 + (uv)&.

This normalization will permit us to determine the transformation 7.

5. A determination of 7. We are assuming that z7 = xT for

every x of €, and that® [(xy)T']g = (T ) (yT)g] for every x and y of €.
This latter relation is equivalent to [(¥Z)T'lg = (FT)[(ZT)g] and thus
our pair of relations is equivalent to the pair

(26) «T=zT, gley)T]=I[gT)IyT) (x,y in C).

Since ¢ is nonsingular, and g7 = ¢ it follows that, if d is any element
of & = &[¢] = &[], then

@0 dx)T = dT)2T) , (@d)T = («T)@dT) ,

Jor every x im € and d im L. Thus we may write the second relation
of (26) as

(28) gl@y)T] = [gle]T = [(g2)T]wT) ,
and also as
(29) [en)T]g = @D)wT)g]l = Dy T] = [(xy)7]T .

Our algebra € is a Cayley algebra over the cubic extension field
g of §, and Q = & + Lv is a quaternion subalgebra of € over & The
set 8 of all elements z in € such that zu + uz = 0 is the space

(30) 3 =2 + 2w + Lvw) = v8& + wl + (vw)€ = €,

of dimension 6 over . Then our multiplication table (14) implies that

8 In 2 our product relation of (V) was given on page 15 in what we see here is
the equivalent form [(zy)Tf] = (xT)[yT)f), where f = (yS2)g.
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(h)Yw = h(vw) ,

(1)
vw + wv = vivw) + (vw)v = wlvw) + (vw)v =0,

for every element % in & We now have the following trivial result.

LEMMA 3. Let T be defined so that aT = «S for every « of R,
uT = u, T isin B for every x of 3. Then «T = ZT for every x of €.

This result is an immediate consequence of the fact that z =
—a,2T = —aT = ZT for every & in 3.

We have already assumed that (25) holds and we also know from
Theorem 4 that

(32) T = (@Ta)yy + (@T)w + wT

and that 3 = & + QT) + &T?. It follows that

(33) wT = bv + cw + d(vw) ,

where b, c,d are in & and d = 0. We shall now derive the following

principal result.

THEOREM 5. Let vT and wT be defined by (25) and (33) for «a,
b,c,d in & and d + 0. Then (28) holds only tf

(34) (vw)T = g~g[—(dv¥)v + (dap)w — b(@S)y(vw)] ,
where the relations
(85) ¥ =@S—adp, Y(¥S) = (bbpS —ddyp, ¢= —abpy'.

Conversely, let T be defined by uT — u, aT = aS for every « of &,
(25), (33), (34) and by

hy + b + hyw + hy(ow)T

(36) — hT + MT@T) + (T)wT) + WT)(ew)T]

so that xT = ZT for every x of €. Then the multiplicative relation
(28) holds im €.

For proof we compute [g(vT)|(wT) = (gav + gw)[bv + cw + (dv)w]
by the use of (14) to obtain
@1 [gwT)wT) = glabp + &) — (dg+)v + (dgap)w + [glacbyv]w .

If (26) holds we have [g(vT)|(wT) = ¢g[(vw)T], and so the right member
of (37) must be an element of 3. Thus abp + &y = 0 = ¢y + @by and
our formula in (35) for ¢ has been verified. Equation (37) is the result
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of a computation which remains valid if we replace g throughout by
unity and the result is

(38) WT)YwT) = —dyv + dapw + (@c — b)(vw) .

We now observe that the square of any element of 3 is computed
by the use of the formula
(39) hlv + hzw + hg(?}w)2 = hlﬁl¢ + hzﬁz’l//‘ = haﬁa@”l/f .
Hence (vT)* = adp + + = v*'T = T = »S. Also
(wT) = bbp + ¢ty = ddpy = bbp + a@bbp*y—" — ddpg
= bby @y + a@p) — ddpy = bbppSy — ddpy
= (bbpS — ddy)py=" = w'T = S .

This completes our proof of (35). We also compute ac — b=
—a@bprpt — b = —byYpad + +), and we use (35) to obtain

(40) b — ac = by(pS) .
This yields the formula
(41) [gT)I(wT) = G[—(dv¥)v + (dap)w — b(@S)y(vw)] .

If (26) holds we have g[(vw)T] = [¢g(vT)](wT), and we use (41) to
obtain (34).

Conversely, let T be defined as in the statement of our theorem.
Then (41) holds and (34) implies that g[(vw)T] = [g(»T)|(wT). We
compute (wT)(vT) and see that the relation

(42) @T)wT) = —(wT)vT)

is a consequence of the properties we have assumed. It follows immedi-
ately that every element of € is uniquely expressible in the form x =
hy + 2 (T) + ho(wT) + h|(wTYwT)] for hy, by, ks, by in €. Moreover
[RT)|(wT) = A[(vT)wT)] for every h in 2. Also the space 3 =
LvT) + (wT) + {Y@T)YwT)] and (36) defined T uniquely. If 2 =
b 4+ haw + hy(vw) is in 3 then (39) yields «?, and

el = (hT)wT) + (BTYwT) + (hT)[(vw)T]

implies that («T) = [(h) T T) + [(hfi) TYw*T) + [(hohiy) T (wvw) T.
We also observe that
(43) qlvw)T] = [g(vT){(wT) = q(vT)wT)],

from which

(vw)T = (@PIETHwT)],

44
“h [(@w)TT = [T WD)} = —@TY Ty .
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Thus [(vw) T = —(S)(¥S) = [(vw)*]T. We have shown that (xT)* =
«*T for every x in 3.

It should be clear that the linearity of the second relation in (26)
in « and % implies that, to prove (26), we need only derive it for basal
elements of €. Let xy + yx = 0 for elements x and ¥ of 3 so that
gl(ey)T] = [g(xT)|(yT). Then if 2 is in € we have

gl(hxyy1T = gl@y)]T = gl T(xy)] = (R T)g(ey) T] = T [(geT)(yT)]
= [kTg(D)IyT) = [(h2)T1wT) .

Similarly, if k& is in &, the relation g[(xy)T] = [g(zT)](yT) implies that
9lz(e)]T = [9(xT)])(ky)T. The relation g[(ha)(kx)]T = [g(ha)T1[(kx)T]
follows from the fact that g¢[(ha)(kx)]T = glhka*}T = g(hkTx*T) and
[9(h2) T(ka) T = [(gh T)xT)(kT)(xT)] = gh Tk T(x T)* = g(hk) T%*T. Thus
it suffices to prove (26) for  and y elements selected as a distinet pair
of the elements v, w and vw. We have already derived this result for
2 =7 and y = w. The relation glv(vw)]T = [g(»T)](vw)T follows since
glv(vw)}T = glpw)T = (gpS)wT while

gD [(vw)T] = [9(wT)lgg~> wT)wT) = gvT)(97 ) vT)-(wT)]
= [gg7'(wT)g(D)(wT) = [gwT YW wT) = gpS(wT)

as desired. The remaining verifications are of a similar nature and will
not be given here.

Let us note that we have really shown that the definition of T,
and of vT* via the definition of wT, have determined T uniquely. Thus
we really only need to find the effect of the fact that «T° = g~'gx to
complete our conditions on the defining parameters a, b, d. We shall
see here that the property v7T® = g~'wvg will imply that 2T7° = g-'zg
for every x of G.

6. The property 2T° = g~'xg. We have already seen that

(45) vT? = (@Ta + b)v + (aT + e)w + d(vw) .
Then
vI? = g7'vg = g7'gv
(46) = (@T?*T + bT)av + w) + (@T?) + (c¢T)[bv + cw + d(vw)]

+ dTgg~[—d(yv — Apw) = by~ 'pS(vw)] .
Equate coefficients of v, w and vw respectively to obtain the conditions
(47) (@TaT + bT)a + (@T? + ¢T)b = gg[1 + d(dT)v],
(48) aTaT + bT + (@T? + ¢T)e + dagg=dT)p =0,

and
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(49) aT? + ¢T = ddT)bggv'pS .

Thus (aT* + ¢T)ec = —abbddTgg v *pSep, and (48) becomes aT?aT +
bT = yadTgg~'pd-(bbpS — dd?), while (35) yields

(50) aT?aT + bT = v~ Sagg~d-(dT) .
Then (47) becomes
a@y=Sgg~d-dT + d-‘dTbbgg—"y 'S
= gg~'dd Ty aayS + bbpS) = gg (1 + ddTy) ,

and this is equivalent to dT(a@yS + bbpS — ddy*) = dv. Replace
bbpS—ddy* by @ 4S to get

dTadyS — yySp~ = (@T)ySp~aap + ¥) = (dT)ySpSp~" = dy .
We have proved the important property that
(51) s=dyp=2sT.

Equation (51) is an invariance property imposing a condition on d.
We shall now show that (50) determines b in terms of a and . In fact

bT = ag-d-dTy Sy — @T*)(aT)

= g0 Y pl(v ) 1SaySy — (@T*WaT) = gg—'p(@S)"a(aT)(aT?) .
Hence
(52) b= g9 'pS'paT? — a(aT),
and we obviously have
(53) b= g7 'pS'paT® — a@’l) .
We form

@b = [Gg~'pS'aT* — pa(aT)|[97 " '¢SaT* — pa(@T)]
= (@S (a@)T* + aa(ad) Tp* — ppSgg @@l )@T?) + g7 'a(@T)(aT?)] .
Thus
P'pSbb = pSpS(p — ¥S*) + P(PS — Y)PS* — ¥S)
— epSpSlgg-'a@Tl)@l?) + g5 'a(aT)(aT?)]

= 2ppS@S* — (PSPpS*yS* + PSPy + PpSayS)
+ oS — [ppSeS*ggaaTaT? + g7 'a(aT)(aT)?] .

But

DY (#8) = P(@SHE — [dpv)dpy) = P'pShh — 55 .
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Hence s3 = @*(@S)bb — @S and we obtain

88 = 20pS@’ — (ppSyS + PSPS*yS* + PS*pyr)

54 _
®9 — P(@S)@S*)[97'a(@T)aT?) + Gg~a(aT)aT?)] .

Let us write
(65) t= % , v(h) = h(hT)RT? , puhy="h + hT + RT?

for every element h in £ so that v(h) is the norm and p(h) the trace
in & over . Now + = @S — adp, and yo(pS?) = p(pS? — adp*(pS?).
Then we obtain the formula

(56) —85 = V(@) + tW(pa)T? + ty[p@T)t'] — tulppa(pSiatr)] .

But the norm form of the eyclic algebra © = (8, T, t) over & is the
function

A(x) = A(ho + hy - k')
= v(hy) + t(hy) + Uv(hs) — tpe hy(h T )(R,T)]
Hence (56) implies that

(87)

(58) s§ = d@),  —v =9lpa)T"ly + e@T)"y" .

Conversely, let d be an element such that s = dpy = sT, and let
s§ = 4A(x) where (568) defines x. Then we have seen that (50) defines
b so that (52) holds. Also (50) is the result of using (49) in (48) and,
if (48) and (49) hold, then (47) is equivalent to s = sT. It follows that
the condition vT® = g~'wg is equivalent to the definition (52) of b, to
s = dpy = (dey)T, and to s§ = 4(x) providing that we can show that
(49) holds. Replace dTd 'Sy = (dpy) T(dp&)~'p(¢S)~* by the value
@(S)~' in (49) and we have the relation

(59) (¥S)@T* + ¢T) = %(qﬂ?) :

Use (35) to see that
(60) (¥S)(eT) = —@THOT)PS) ,

and so (59) becomes

(61) ¥SaT* — @T)OT)(pS) = %(q»l?) :

By (52) and (53) this relation is equivalent to

¥S(@T?) — @T)PS)gg 'p(PS)~'a — (aT)(aT?]
= g9 'plgg'pS’¢~aT* — a@T)] = pS’aT* — gg—'pa(aT) .
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This is then equivalent to ¥SaT? + [(a@)TpSlaT? = pS*aT?, that is,
to [¥S + (e@)TpS — oS*|aT? = [v + adp — @S]TaT? = 0. This is true
by (35).

The definition of T given by (36) implies that 7% = g~*2¢ if and
only if vT° = g~vg, wT® = g~'wg, and (vw)T?® = g~Y(vw)g. But +T =
av + w implies that vT? = aTvT + wT, vT? = aTT* + wT? = g~ 'gv,
wI? = (¢7'90)T = (@T*THT = g7'g(av + w) — a(g™'gv) = g~'gw as de-
sired. Then

g'(ow)T* = glgw)]TT* = g'lg(wT)YwT)|T*
= glg°T?) - wT*|T = [g*(vT)wT*

and

(vw)T* = g~ 9)[(9 vg)g~'wg)] = g~*@)(9~'gv)(g~gw)]
= g7%@) (g FvIw] = g74g)Yg " (vw) = g~'g(vw)

as desired. We have proved the following result.

THEOREM 6. Let the conditions of Theorem 5 hold, and let b =
G0 'pS'paT? — a(aT), dyrp = (dyp)T = s for an element s in & such
that ss 1s the norm A(x) in the cyclic algebra (8, T, g7~ with x =
—p —(pa)T*ly — [p@T))y’. Then Property V holds in €.

7. The norm condition. Let us begin with some properties of
associative division algebras. Let © be an associative division algebra
whose center is a quadratic field Flg] = ©. We form a quadratic ex-
tension /” = Flg*], where g* = A + 1 p, so that the mapping a — a*
of & onto I determined by g — ¢* is an isomorphism leaving ¥ element-
wige fixed. We then take the direct product © x I" which is an algebra
over I'. The algebra ©, = & x [ is the direct sum &, = e,/ P el
where the mapping x — we; is an isomorphism over ¥ of © onto De,,
and ¢, and ¢, are orthogonal idempotents such that e, + e, =1 is the
unity element of ® and of &. If % is any element of ® its image he,
is in ¢8, = el’. The algebra ©® has a norm form 4(x) on D to &,
and ®, has a corresponding norm form A(xe,) on De, to Ge,, and indeed
A(xe,) = A(x)e,, Then hin & is the norm /i = 4(x) of an element x of
®, if and only if he, = 4(xe,).

We now consider our exceptional Jordan division algebra © with
attached Cayley algebra € containing the subfield © = [g]. We form
H x I', and have split © and €. We have already selected a basis of
€ with v, oT, vT? uv, w(vT), w(vT?) a basis of 3 over & Then e,
e,(vT), e(vT?) are left linearly independent in the quadratic extension
Le, = Lre;, and so are eb, e(vT), e(vT?. We take x,, = €0, ¥y, = ¥, T =
e,(vT), 2,y = 2, T* = €,(vT*) and have oo
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Ty, = Yo = [6(vT)][e,(vT?)] = (e,av + e,w)(e;d)v + (e,0)w + (e,d)(vw)
= [e(ac — byv]w + (e;av)[(edv)w] + (e,w)[(edv)w]
= [e(ac — D)v]w + (e adp)w — e(pdw) .

Since ¢, = €, and e, = ¢,¢, = 0 we see that

L%, = (ev)[e(@c — b)v-w] + (elv)[(eoa&@)w] - (61?.7)[(60(%/1‘)27]
= —edyp = —e,5 = ge, ,

where ¢ is the parameter of (16). It is known’ that © is a division
algebra if and only if ®, = (R, T, g-g Ve, is a division algebra, and
o # A(x,) for any z, in D,. Also  is a division algebra if and only if
$r is a division algebra. Hence we may state the condition that  be
a division algebra in all cases as follows.

THEOREM 7. Let the conditions of Theorems 5 and 6 be satisfied,
so that the exceptional Jordan algebra is defined over F as the set
of matrices in (1) where ® = (¥, T, gg~) s a cyclic associative algebra,
and D is either o division algebra or a direct sum of two division
algebras. Then $ is a division algebra if and only tf s = dpy is
not the norm of any element of D.

We shall pass on now to a construction of a class of noncyclic
exceptional Jordan division algebras.

8. Bicyclic algebras. Let $ be an exceptional Jordan division
algebra over its center &, and k¥ be an element of  not in . The
Jordan subalgebra of © generated by & is a field & = F[k]. We have
already considered the case where &, is cyclic over F. Assume then
that & is not a cyclic field. Then there is a normal splitting field N =
Fl9, w] of degree six over F of £ The automorphism group of I over
% is isomorphic to the symmetric group on three letters, and is generated
by two automorphisms S and J, where S* = J* =TI and JS = S*J. The
fixed field of M under S is a quadratic field 2 = §[w], where

(62) =7, oS =w, wJ = —w ¢ in ).

The fixed field of M under J is a cubic field & = F[0], and & isomorpic
over ¥ to R, under the mapping induced by k¥ — 0. Then I = 2[F]
is ecyclic over 2, and its galois group over (£ is generated by the
automorphism S.

We now form the algebra $, and consider it as an algebra over 2.
It is cyclically generated and all of our properties of such algebras hold.
It has an automorphism J induced by the automorphism J of £, and

2 See Theorem 9 of 2.
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J is defined so that it leaves O elementwise fixed. Then g = H X M
is reduced, and g, has automorphisms S and J such that © is the set
of all elements of gy, fixe by S and J.

The algebra © has three pairwise orthogonal idempotents e, ¢,, ¢,
such that

©63) eS=e¢e, eS=e¢, eS=e¢, eJ=¢, eJ=¢, e¢J=e,.
Then
(64) k= e, + (0S)e, + (68e;, ,

and its easy to verify that the element k of $ has the required property
that k = kS = kJ.

It is known® that 9, is a division algebra if and only if $ is a
division algebra. We recall that 9, is the algebra of all matrices A =
A&, x) of (1), and that & ranges over all elements of I, x over all
elements of a Cayley algebra € over WM. Then A = &e, + (ES)s, +
(ESYe, + a1, + (@T)yy + (@TU)y, for linear transformations 7T, U, V over
2 of €, where T, U, V all induce S in M. Also 2,,S = (®T )y, ¥:S =

(YU ), 268 = (2V)y, so that 2,8° = », = «TUV),. Thus
(65) TUV =1, V=46U, aU = f(xT), T

T,
and we also know that

g=9T, =089, 06=15,
(66) _ . ;
(@0 = 1SSy, fT= o,
Y(¥S)

We have, of course, already derived the properties of T.

The transformation J determines linear transformations W, P, W,
on € over §, all inducing J in 9, and so mapping e, onto e, e, onto
¢, and ¢, onto itself. Then

67) Tpd = (@W),, ysz = (YP)y , 2 = (zWO)m .
Since J? is the identity we clearly have the properties
(68) W,= W1, P2=1T,

We next compute 2,,JS = (@W),,S = @WV),, = (2,80 = @TU ), =
(xTUW-Y),, and we have shown that

(69) TUW- = WV.

We also have ¥, JS = (YP),S = WPU)yy = 4SS = YUV ) o = (WUVW)y,
from which

8 See Theorem 2 of 2,



394 A. A, ALBERT

(70) PU=UVW=T"*W,

a result equivalent to the main result connecting W and P, that is,
the relations

(1) W = TPU.

Finally, 2,3JS = @W™),,S = @WT), = 2,,8°] = VT )y = (2VTP),,
and we have shown that

(72) W=T = VTP.

In view of (65) formula (69) is equivalent to V7'W- = (WV)*= WV,
and (65) also implies that V-*W—'T = TP, V-*"W—* = TPT-*. Thus (69)
follows from (65), (72), and the fact that P? = I. By (71) we see that
(72) is equivalent to (TPU)'T = U*P= VTP,P = UVTP. This is
automatically satisfied since TUV = UVT = 1.

LemMA 4. The relations x,;JS = x;;5* hold if and only if W =
TPU.

We next use the multiplicative formulas
(73) 2x12'y23 - (wy)ﬁ ’ 2x12’y13 = 7(5—5_?/)23 ’ 29013'?/23 = a(xg)lz .
We have already used the fact that

0 e f
(74) 1"=A(0,6)=612—]—623—I—f13=<’76 0 3),
¥of de 0

where » is in 9, and so » = S a result equivalent to eT = ¢, eU = f.
Then r» = rd = (eW), + (eP)y + (FfW), and so

(75) eW=71, eP=¢.

Apply J to the first relation of (73) to obtain Z(x_&-y%)J = (2Y)d =
[(y) W, = 2(202 ), Yoz ) = 2(x W )3+ (Y P)s, = 6[(x W )(yP)]1s, and we have

(76) (@) W= = 3z W)(yP) .

Apply J to the second relation of (73) to ¢ obtain 2(, ¥w)d = [Y(E@Y)xs]d =
(7J)[(9??/)P]23 = 2(9’7 W)ls'(yW—_l)m = 7[(y W—l)(xW)]23 and we have

(17 O DI@EYP] = W )W) .

Finally, the application of J to the third relation of (73) yields
2(”13‘y93)J = 8(9577)12'] = (5J)[(90f]) W]ls - z(xW_l)m(yP)zs - [(xW—l)(yP)]m
and we have derived the final condition
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(78) (@W=)wP) = dJ[(xh W] .

We substitute « =y = ¢ in (76), (77) and (78) to see that
(79) eW— = of, vJ = Yoff, oJf = of .
Hence
(80) v =78, 0=24d.

We next replace « or y in our relations by ¢ to obtain
(81) yW- = of(yP) , W= o(xW)

from (76),

(82) YJ@P) =10 )@W),  (rWJ)yP) = vyW)f
from (77), and

83) eW=0@W), [fP)=yW

from (78).

The relation * W = 6(xW) is equivalent to
(84) W= o"I.

The first relation of (81) is then equivalent to

(85) yW = flyP)

But the second relation of (83) is equivalent to yW = f(yP). Hence
we have

(36) yP=gP, yW=fFP).

Multiply the first relation of (82) by f to obtain (vS*)(vd)"F(ZP) = fAa W),
a relation satisfied by (86). The second relation of (82) is equivalent
to YF(yW) = vS*(yP) = vof(yW), and so all of our relations are
satisfied if (84), (85), and (86) all hold.

By (18) we have (W=} yP) = [0f(xP)|(yP) = of(yZ)P. Replace %
by v and ¥ by 2 to obtain

(87) fl@y)P] = [fyP)l(P) .
We also know that

(88) FW = d7%

by (79), and (85) yields

(89) 7% = f(fP) .

Multiply by J to obtain f= 0fffP, fP = 6-fF)~'f = 6-0(vS)-'f =
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v(vS*»~*f. Then g = (vS*~'f implies that ¢ = v"!fP, and gP = (vJ)"if =
(7S**f. We have derived our second invariance property, that is, the
relation

(90) gP=g.

Hence ¢ is fixed by both P and 7.

Relation (76) is equivalent to df(wy)P = [ f(TP)|(¥P) a relation which
is clearly a form of (87). Relation (77) is equivalent to vJ(Zy)P =
Yo[(yP) f_][f(y—p)]. This is equivalent to (vS*)(xy)P = 7o[(yP)f][f(xP)].
Since ff = vS*(vv)™! our relation is equivalent to

flf@y)P] = f-[fyP@P)] = [(yP)f I f(=P)] .

This result will follow when we derive the following result.

LEMMA 5. The relation f[(fy)x] = (yf)(fx) holds in € for every
z and y of €.

For the relation is trivially satisfied if z,f and ¥ are in an
associative subalgebra of €. Since it is linear in x and y it will clearly
hold if it holds for xu + ux = yu + wy = 2y + yx = 0. Thus it suffices
to verify the relation for y = av, * = bw, where a and b are in M[g].
But then (14) implies that

FlAav-bw)] = Fl(fa)v-bw] = fl(bfa)v-w] = [ F(bfa)](vw)
and
[(@)FILAbw)] = [(@f)I(fo)w] = [(fd)af)-vIw = (Fbaf)(vw)

and we have proved the relation.

We have now shown that the relations imposed by the conditions
(63) on the idempotents of Dg,, and the fact that O is the set of all
elements of 9y, fixed by S and J, will imply that there exists a linear
transformation P on € over § inducing J in 9% and such that

(91) FP = P, gP=g, sPP=x, YP=r+J=~8
for every x of €. We also have shown that
(92) 9l(xy)P] = [g(yP)|(zP)

for every « and y of €, By (85) we have yW = f(P), and by (71)
and (65) we have yW = yTPU = f(yTPT). But then TPT = P, that is,

(93) »TP = xPT-,

for every # of €, We have also seen that $ consists of all matrices
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A, x) = A(E,0) + g(z) = [A(E, ©)]J where ¢(%) = @y, + (T )y + (TU)y
sothat £ = &J isin R and q(x) = [¢(®)] = @ TUW )y, + (®TP).y + (W),
This oceurs if and only if the first of the relations

94) «T =«TP, aW = aTPU = xTU , 2TUW- =g,

holds for every x of €. The remaining two relations are consequences
of aW = aTPU.

Conversely, let « range over all elements of € such that 27T = «TP
and let  be the set of all corresponding matrices A(&, x) for &= &J
in 8. Then A(g, 0)-A(p, 0) = A(&n, 0) where &y is in & if & and 7 are
in & Also 2A(, 0)-q(x) = ¢(y), where y = (¢ + ES)x. Then yT =
(&S + ESH2T and yTP = (ESJ + ES°J)xTP = (ES* + ES)J(xT) = yT, and
so a(, 0)-q(x) is in . But then © is a Jordan algebra over ¥ of Oy
if and only if [g(x)} is in © for every zT = xTP, since 2¢(x)-q(y) =
fa(z + 9 — [g(@)] — [¢()]. It is easy to show that [¢(2)] = A(B, 0) +
q(y), where B = v(xZ%) + [v(®Z)]S* = v(x®) + [v(zZ)]J = BJ since our
assumption that 7 = TP = «PT* implies that

(95) eP = aT*, (2Z)P = @P)xP) = @T*xT?) = (x2)T* .
Now 2x,-(xTU),;, = (yT), by (73), Wher'e

(96) yT = vz(xTU) .

Also

2%, @TU) ) = 22, ]« (T U )] = 2@TUW) 5+ (€ W)y,
= (yT)23J = (yTP)za

by (67) and (68) and we use (73) to obtain
97 yTP = vaTUW-YaW) = yT

by (94), and our proof of closure is complete. Since € has dimension
8 over M, and thus has dimension 48 over %, the dimension of the
subspace fixed by P is 24. Hénce the space of all elements = of €
such that 2T = «TP is 24 and this confirms the faet that © has
dimension 27. We state our result as follows.

THEOREM 8. Let the relations of (91), (92) and (93) hold for every
x in the Cayley algebra € over the field M = RKlw], and O be the set
of all matrices A&, x) for & in & and T = xTP in €, so that O is
a subspace over F of the algebra g, of all threerowed J-Hermitian
matrices with elements in €. Then D 1s a Jordan subalgebra of Dgy
and Dg = 9 X M.

We now pass on the determination of all transformations P with
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the properties we have found as a consequence of the fact that O is
the set of all elements in © x M fixed by S and J.

9. Determination of P. The relation (92) implies that
(98) (ax)P = (xP)(aP) , (za)P = (aP)(xP) ,
for every « of € and « in
(99) £ = Mlg] = Wu] .

But (98) implies that, if €, is the set of all elements 2 of & such that
xu + ux = 0, then w(xP) + (xP)u = 0. Hence

(100) CP=G,.

We seek to determine P so that (91), (92), (93) all hold. Let us
first derive a certain normalized basis of €. We have already seen that
P induces J in M, and so leaves £ elementwise fixed, and also leaves
u fixed. Also M = K[w], where w* = in §; and wJ = —w. Thus
the effect of P on £* = Wifu] = K[u, 0] is completely known. But every
element «# of €, has the form x = &, + %.,w, where 22, = & + «P and
2%, = (x — 2P)w™' = (x — 2P){"'», and we see that x, = x,P and x, — x,P.
It follows immediately that €, has a basis of elements u,, ---, %, over
M where u; = u;P for 1 =1, ---,6. We also saw in (24) that the
general element © = fu, + --- + &us; of €, has the property that

(101) 2T =a,x + w, , wyx +ow, =0.

Here the & are independent indeterminates over WM, a, is in L*(&, ---, &)
and

2= @(x) = g)(‘:alr Tty gﬁ) s
w“; = ’I/f(x) = "/‘"(51’ Tty gﬁ)

for @(x) and y(x) in WM&, -+, &). There is thus a polynomial z(&, --+, &)
in MYE,, +--, &) which is the product of the numerator and denominator
polynomials of ¢(x) and +(x) and which is not identically zero by the
argument used to derive (25). But if we select values «; in § of the
&, such that n(a,, <+, &) # 0 as we can always do we obtain an element
¥ = U, + +++ + &u; such that

(102)

v =P, vI=av+ w,

103
(103) vw+ wv =0, V=g, w = A,

where a is in M[u], » and  are nonzero elements of M. Then the
multiplicative formula of (14) holds for products in our Cayley algebra €
over M where, as before, the quaternion algebra O = M + MWu + Mo +
M (uv).
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Relation (92) implies that
(104) (xP)* = 2’P,

for every # of © and, in particular, for all elements of ©, where in
fact #* is in the center MM of €. Hence our normalization implies that
P = (vP)* = ¢*, that is,

(105) =l .

Let us now utilize the relations derived in our determination of the
transformation 7. We can use (32) and (33) to write

(106) vT? = hv + kw + d(vw) ,

where (52) implies that

(107) h=1b+a@l) =2 DT
g P

and that

(108) k=aT +c.

From (50) we have

ET = aT* + ¢T = (dT)d(b5)g v (@S)
= (dpy) (dpy) Tp(yS) " (b)g™* = Gg~p(vS)~%b

since s = dpy = sT. Hence we have derived the consequence
(109) k= &T)T = L 25 517y
g ¥

We now apply P to vT to get vTP = vPT*=vT'=v1*T3=
gvTHg™* = (av + w)P = (@P)v + wP. Hence

(110) wP = —g—[hv + kw + d(vw)] — @P)v .

However, we may actually show that

(111) wP = %[kw + d(vw)] .

for vw is in €, and so is (vw)P. Then q[(vw)P] = g[(wP)v] is in €,
and so the term in v of wP must vanish. Thus ¢(g)"%% — aP =0 =
(pa)T¢p~t — aP and so we have

(112) (ap)P = (a@)T" .
By (104) we square the value of wP in (111) and obtain
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(113) vJ = (ke — ddp)y .

Moreover, g[(vw)P] = [(g*gk)w]v + [(g*g~'d)(vw)]v. However, if ¢ is in
WMe[u] we know that (tw)v = —(tv)w = —t(vw), and [t(vw)]v = [(Ev)w]v =
—({Ep)w. Thus g[(vw)P] = —ggk(vw) — F?¢g~'dpw and so we have
found that

(114) )P = — T (yyp) — Tdow
g g

Let us now derive a consequence of (112), We first see that
(115) o =pd, oS = pJS = pS*J pS* = pSJ .
Then (112) implies that
aP=aT P QTP =aPT = aT PS5
P @S

aT*P = aPT = a2
@S

Also (107) implies that @b = gg(ea)T* = (pa)aT), and so (@b)P =
g9'pa — (pa)PaTpS(pS*)~ = gg—'pa = (pa) T(pS*)ap) T, from which
we have

117 (pb)P = ()T .
We also use (109) to see that
Yk = gg(pd)T* = gg~(pbP)T = gg (b TP,

(116)

that is,
(118) (YE)P =k, kP = () k.
We now apply P to (111) and use P?* = I to see that
w = [gg - (kP)|(wP) — (69"07_13)[(%0)13] = (gg "k P)[(g7k)w
+ (g7~ d)(vw)] — (G dP)[(Fg~ ) (dp)w + (@g ) k(vw)] .
Then
(119) (kP)d = (Gg~ykdP .

Use (118) to obtain y(vJ)d = (GgYdP, g°dy = g¥dv)P. Since s = dpyr
and ¢ = P we have shown that

(120) (9°s)P = g’
We also see that (wP)P = w implies that
(121) 1= k(kP) — ddP(Gg~"p .
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But (kP)k = (vJ)y(kk) and dP = (gg—)*dv-(+J)~", so that our relations

imply that (121) is equivalent to (113). We have proved that our

defining formulas for wP and (vw)P imply that wP? = w holds if and

only if the condition (112) on a, (113) on +J, and (120) on s all hold.
Conversely, let the element 2 defined by

(122) X = ay + v + a,w + a,(vw) (a; in ¥*)
be the general element of €, and define the transformation P by
(123) P = a,P + (a@,P)v + (@.PYwP) + (a,P)[(vw)P] ,

where wP is given by (110), and (vw)P by (114). Assume also that
the conditions ¢ = @J, (112), (113), and (120), hold, so that wP? = w
and vP* = v. Also, from ¢ = @J, we have (vP)* = »*P, we have (wP)* =
w? from (113), and [(vw)P] = (vw)*P from (114) and (113). Since x is
in €, if and only if a, = 0 it follows from (123) that €, P = G,.

Since (92) is linear in « and y, it will hold if and only if it holds
for @ = qx,, ¥y = rY,, Where ¢ and # are in &*, and «, and y, are any
of the elements 1,v,w, or ww. If 2, =y, =2 then [(g2)(r2)]P =
[(gP)2*|P = [(g7)P](z’P), since 2’ is in ¥* when z is in €,. But
[(r2)P1[(q2)P] = (FP)zP)qP)zP) = (FP)(¢P)(zP) = [(¢7)P](z*P) for z =
v, w, or vw, and so (92) holds for x, = y,. It also holds for 2, =1 or
9, = 1 since it then becomes (98), which is a consequence of (123).

Let us then turn to the cases where x, = ¥, and x, and y, are selected
to be v, w or vw. We shall let ¢ and » be in ¥* in all cases, and begin
by computing gl(qu)(rw)]P = g[(rqu)w]P = glrq(vw)]P = [(grq)Pl(vw)P.
We also compute

[(g(rw)P)l(qv)P = {(97)Pgg—{kw + d(vw)](qPv) = (g"g—7Pkw)(qP)v
+ [(¢°g 7 Pd)(vw)][(@P)] = —[5°9~(r P)k(gP)}(vw)
— [7°07(rP)d(aP)plw = g(rq)P[(vw)P],
and have verified (92) for x, = v and y, = w.
We next compute gf(qv)-r(vw)]P = g|(qv)-(Fv)w]P = g(pgpwP) =
g(rq)Pp(wP). We also compute
[g7 P(vw)PI[(gP)v] = [(FPW][(FP)G°g " dp)w + (FPg g k) (vw)]
= (99~ dp7 PgPv)w + (GPv)[(r Pg’g—%v)w]
= (rPg’gkqPp)w + ¢g°g*dprPqPlvw) = [g(rq)PlwP
and have shown that (92) holds for x, = v, y, = vw.
Our third stage is the computation of
glaw-r(ow)}P = glqw-(Fo)w]P = gl —Tvgy|P = —gl(rq) PI(vJ)v .
Also
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—glr(vw)]P-(qw)P = —[g(FP)(vw)P][(FP)(wP)]
= [§°g7 @ P)dpw + (¢°F - rP-kv)w][(TP- g7 k)w
+ (¢P-gg 'dvyw] = G~ (FP)dp(gP)gg "l
— g (FP)k(¢P)gg~*depr
— (¢P)gg ' dg*g (r P)dgpuvy
+ (¢P)ggkg’g(r PYkvy
= —(qr)Pgldgp — kk]vyr = g(qr)P(yJ)v

by (113), and (92) holds for 2, = w and y, = vw.

If 2,=w and y,=v we have g[(qw)(rv)]P = —g[(rv)(qw)|P =
—g(rq)P[(vw)P]. Also (gFPv((gP)wP = —[(@P)wP)|[(g7P)v]. Write
9 = q.9,r = rg* so that gP = q,Pg, and 7P = (¥,P)g~*, while

loFPYll(@PYwP] = —[g(qw) Pll(r0)PYrw)P = —gl(ro)(g.w)1P
= —h(ra)P(vw)P = —g(rq)P[(vw)P] .

The case x, — vw,y, = v is taken care of similarly. Probably the
simplest procedure for the case x, = vw, y, = w is the type of compu-
ation used in the case x, = w, ¥y, = vw.

We now turn to the property TP = xPT-'. We first turn to a
rather immediate consequence of the basic property g(xy)T = g(xT)(yT).

LeMMA 6. If x and y are in € then [(gx)y]T = gl(x T )y T M].
If also & or y is in LF then (xy)T ' = (T WyT™).

For gl(zy)T] = [g(ep)]T = [g(xT)(yT) and so [g-(xT)NyTH|T =
(gx)y and our result follows.

Let us now observe that the relation 7P = 2 PT " holds for « in
L*, Since the relation is linear it suffices to derive it for # = ¢z where
q is in ¥* and z = v, w, vw. But (@2)TP = [(@T)zT)|P = (2TP)(qTP)
and (¢)PT' = |(zP)(qP)|T* = {PTYWqPT) = 2zPT-(¢TP), so then
it suffices to prove the result for x = v, w or vw. There thus remains
only the case z = vw. We form

99l(vw)TP] = glg(vw)TP] = g-[g(vw) TP = gl(9v) T(wT)]P
= [g(wT)TP](gv) TP] = |[(gw)TP][(gv)TP]
= [@w)PT][(gn)PT] .

Thus

g{(gP)(vw) TP} = [g(@w)P-(gv)P]T~" = {g-[(gv)(@w)|P} T
= {g-[(ggv)w]P}T = glgg(vw)]PT = g(gg)[(vw)PT ]

and our proof is complete.
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The only remaining property is «P? = x. This holds for x in 2%,
for z = v, and for x = w as we have already seen. Also (123) implies
that ©P? = « for all x if and only if the relation holds for x = v, w, vw.
There thus remains the case x = vw, and we compute gg[(vw)P?] =
glg(vw) PP = gl[(gw)Pv]P = (gv)[(gw)P’] = (gv)(gw) = (ggv)w = gg(vw),
and our proof is complete. We have proved the following fundamental
result.

THEOREM 9. Let a basis of & be selected so that vP = v. Then
P is completely determined by the relation vT = av + w as in (111),
(114), (112), (123), where (112), (113) and (120) hold. Conwversely, if
we define P by vP = v, (111), (114), (122), (123) where (112), (113) and
(120} hold then P satisfies Properties VI, VII and VIII.

This completes our determination of P. We close our discussion
with the proof of the existence theorem referred to in our Introduction.

10. Construction of a special class of algebras. We shall now
construct a class of eyclic exceptional Jordan division algebras in which
€ is a division algebra. We shall assume that v7T = w, that is, a =
b=1¢=20 and so

(124) T = w, wT = d(vw) .
As a consequence our relations become
(125) o =@S, vS = S = —pydd = —p(pS)dd .

Then, if s = dopvy, we have the value
(126) 8 = dd(py) = dd|p(@S)]' = —p(pS)pS® .

We need to satisfy the condition that s is not a norm in the cyclic
algebra € = (2, T, gg"), where ¢ is in Flu], v* = p in F, Flu] is a field,
® is a division algebra, and € is a division algebra.

Assume first that %, is a real algebraic number field, and that £,
is a cyclic cubic extension of $, such that there is a prime ideal 7 of
&, for which £, X $. is unramified over the =m-adic extension $,. of
Bo- We select a negative element p of §, such that # = =7, for conju-
gate prime ideals of Fy(u) with u* = p. There is an element 2 which
is in the ldeal 7, and is in neither 7} nor %,. Take g = h(h)™* and see
that the cyclic algebra (&, S, ¢) is a division algebra. So is (&, S, g7~
since gg—' = ¢g°. Observe that gg = 1 is the norm of v if v is any
element of norm 1 in &,. Hence Property IV holds.

Every cyclic cubic extension of a real field is totally real. Let 8
be a totally positive element of &, so that 5, AS and AS* are all positive,
and define
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S

27 =55

) P 3
Then ¢, @S, S* are all negative, and

(128) P(PS)(@S”) = —1.

The Cayley algebra €, = &, + &v + Kw + &(vw) has negative para-
meters %’ = p, v* = @ and w® = @S = +, and so has a totally positive
norm form over the real field & Hence €, is a division algebra.

We shall now select s. We assume that 7 is an indeterminate over
K[u], and take F = F(M), & = &1), L= &), €C=CE; X F, D=, X F.
Then 9 is an associative division algebra, and € is a Cayley division
algebra. Write

(129) s=1T%

n—u
Since s is not in Fy(u) we know that s+ 1+0,s—1+0. But
®—ws=7n+u,ns —1)=u(s + 1), and the indeterminate

= u(t21)

is in F(u, s). Hence s must alse be an indeterminate over &(u). But
then it is known® that s is not the norm of an element z in ®. Also
ss=1. But d = s(py)* where s5 = 1 and so dd = (py)* = [p(@S)]* =
[p(@S)][p(eS)@S)]pS*. By (128) we have pS* = S = —p(pS)dd
and (35) holds. This completes our construction of £ and O is a Jordan
division algebra, is cyclic, and is such that € is a division algebra.

UNIVERSITY OF CHICAGO

9 This is_ proved on page 27 of 2.
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