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In this paper we shall investigate algebras which gen-
eralize Lie algebras, Malcev algebras and binary-Lie algebras
(every two elements generate a Lie subalgebra). Such an
algebra A is called an extented Lie algebra (briefly el-algebra)
and is defined by

Yy = — Yx and Jz, y,2y) =0
for all z,y in A where J(x,y,2) =xy-2+ yz-2 + 22-y. We
prove the following.
THEOREM. Let A be a simple finite dimensional el-algebra
over an algebraically closed field of characteristic zero, then
A is a simple Lie algebra or the simple seven dimensional

Malcev algebra if and omnly if the trace form, (x,y) = trace
R.R,, is a nondegenerate invariant form.

The identities for right multiplications in the Lie [1] and Malcev
[2] algebras mentioned in the theorem yield that the form (x, y) is non-
degenerate and invariant i.e. (zy, 2) = (x, ¥2); so this paper is concerned
with the converse statement. All algeras considered in this paper are
finite dimensional.

2. Precartan subalgebras. In this section we shall consider sub-
algebras of an arbitrary anti-commutative algebra analogous to Cartan
subalgebras of a Lie algebra.

DEFINITION. A subalgebra N of an anti-commutative algebra A
is a precartan subalgebra if

1. N is a nilpotent Lie subalgebra of A;

2. the mapping N — E(A) : n — R, is a representation of N where
R, or R(x) denotes the mapping ¢ — ax and E(A) denotes the Lie
algebra of all linear transformations on A.

Thus N is a Lie subalgebra of A such that there exists an integer
k with (++« (nmy) --+n,) =0 for all »;, in N and [R,, R,] = R,, for
all n, m in N,

Now R(N) ={R,:n<c N} is a Lie algebra of linear transformations
which is also a nilpotent Lie algebra of linear transformations :
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0 = R[(nm,) - - -)ny)] = [R((nyny) - - *)n4—y), B(n,)]
= +eee = [-- [R(n), R(my)], -+ -, B(n,)] .

So if we assume the base field F' is algebraically closed we can, an-
alogous to Lie algebra theory, decompose A into a direct sum of weight
spaces relative to R(N):

A= AN, 0@ 3 AN, a)

where if M: R(N)— F: R, —\ZR,) = Mn) is a weight of R(N), then
the weight space corresponding to \ is

A(N,N) ={x in A: all » in N, z(R, — M(n)])! =
for some integer t > 0} = N A(R,, M(n))
nEN

where A(R,, Mn)) = {x € A: 2(R, — Mn)I)™ = 0 for some integer m >0}.
By Lie’s theorem the weights A are linear functionals on R(N) and can
actually be considered as linear functionals on N via Anr) = MR,) and
noting R, is a linear transformation. The following facts concerning
the above decomposition are known from Lie algebra theory [1].

THEOREM 2.1.

1. Precartan subalgebras exist.

2. The weight spaces A(N, ) are R(N)-invariant subspaces.

3. N is the only weight of R(N) in A(N, \).

4. If M is a precartan subalgebra of A containing N, then
Mc A(N, 0).

5. There exists an element n in N such that A(N, 0) = A(R,, 0).

6. There are finitely many wetghts.

DEFINITION. The normalizer Z(B) of a subalgebra B of an anti-
commutative algebra A is the set of all # in A such that *BC B.

ProrosiTiON 2.2. Let N be a precartan subalgebra of an anti-
commutative algebra A over an algebraically closed field, then N =
Z(N) if and only if N = A(N, 0).

Proof. First note Z(N) < A(N, 0). For if ze Z(N), then for all
ne N, xR, =xne N and since N is a nilpotent Lie subalgebra of A,
there exists an integer £ with 2R = 0 and so x € A(N, 0). Thus not-
ing that NC Z(N) we always have

Nc Z(N)c AN, 0) .

In particular if N s Z(N), then N # A(N, 0).
Next assume N = A(N, 0), then we shall show N # Z(N). A(N, 0)
and N are R(IV)-invariant subspaces and R(N) restricted to A(N, 0) is
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a nilpotent Lie algebra of linear transformations. Hence we obtain

a nilpotent Lie algebra of linear transformations R(N) acting in the
nonzero space A(N, 0)/N. Now by Engel’s theorem there exists an

T=x-+N=#=0 in A(N,0)/N such that *xR(N) =0, But this means
0 =ZR, =aR, for all n in N and so xNc N. But by definition of
Z(N),xe Z(N). However T #* 0 means x is not in N and so N = Z(N).

DEFINITION. A precartan subalgebra N of an anti-commutative
algebra A is a Cartan subalgebra of A if N = Z(N).

Cartan subalgebras are difficult to find, however if there exists an
element % in A such that N = A(R,, 0) is a precartan subalgebra of
A over an algebraically closed field, then N is a Cartan subalgebra.
For decompose A relative to B(N), then NC A(N, 0) = N ,ey AR,, 0) C
A(R,, 0) = N and the results follow from Proposition 2.2.

The following notation will be used: if A(x, -+, #,) is a function
of n indeterminates such that for any » subsets B, of A the elements
h(b,, +--,b,), for b,€ B;, are in A, then h(B, ---, B,) denotes the linear
subspace spanned by all the elements #4(b, ---,b,) for b,e B,. Also
we shall identity the element b and the set {b}.

3. Identities. We shall now restrict ourselves to el-algebras, that
is, we assume the algebra A satisfies

3.1) Yy = — Yx and J@,y,2y) =0

for all x,y in A. First we note for any anti-commutative algebra A
that a straightforward calculation yields

(8.2) wd(x, y, 2) — xJ(y, 2, w) + yJiz, w, z) — zJ(w, x, y)
= J(wz, y, 2) + J(yz, w, x)
+ J(wy, z, ) + J(zx, w,y)
+ J(wz, z, y) + J(xy, w, 2)

for all w,z,y,z in A.
Next a linearization of (3.1) yields

(3.3) Jy, y,2) + Jy,y,2) =0
for all z,y,2z in A and a further linearization of (3.3) yields

(3.4) J(we, y, 2) + J(yz, w, x) = J(wy, z, x) + J(zz, w, y)
= J(wz, z, y) + J(vy, w, 2)

for all w,®,y,2 in A. Combining (3.2) and (3.4) we have

(3-5) WJ(x; Y, Z) - xJ(y’ z, w) + yJ(z’ w, x) - ZJ(’W, &, y)
= 3[J(wz, y, 2) + J(yz, w, ®)]
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| for all w,x, ¥,z in A.

For the remainder of this paper we shall assume A is a simple,
finite dimensional el-algebra over an algebraically closed field of charac-
teristic zero; however it should be clear when these various conditions
can be relaxed. Let N be a precartan subalgebra of A and decompose

A= AN, 0) D > AN, M)

relative to R(IN). Next let m,ne N and w, ze€ A, then from (3.4) we
have

J(wn, m, z) + J(mz, w, n) = J(wm, z, n) + J(@zn, w, m)
= J(wz, n, m) + J(nm, w, 2)
= J(nm, w, z)
since m,ne N and J(4,n,m)=0. Now set w,=wR, and w,

=w,_,R,=wR!and set 2, =2R,,,2, = 2, R, + 2R(mR: " for k=2,3,---.
From the above set of equations we have

(3.6) JwR,, m, z) = J(w, mR,, 2) + J(w, n, 2R,) ,

that is,
J(w,, m, ) = J(w, mR,, 2) + J(w,n,z,) .

Now assume
J(wy, m, z2) = J(w, mRE, z) + J(w, n, 2) ,

then for & + 1 we have

J(Wyq, m, 2) = JWRE, m,2), where v = wR,

= J(v, m, 2) , where v, = vRE
= J(v, mRt, z) + J(v, n, 2,), using induction hypothesis
= JwR,, mRt, 2) + JwR,, n, z;)
= J(w, (mRHR,, z) + J(w, n, zR(mRE))
+ J(w, nR,, z,) -+ J(w, n, z,R,), using (3.6) twice
= J(w, mRE+, 2) + J(w, n, 2,10 .

Thus for every m,ne N and w,z€ A4,

3.7 JWRE, m, 2) = J(w, mRE, 2) + J(w, n, 2,)

where 2z, = 2R, and 2z, = 2,_ R, + 2RmRHk =2,3, «--.
Let ! be the dimension of A(N, 0), then choosing % large enough
e.g. k =1+ 2 and using NcC A(N, 0) we have mR} =0 and

(3'8) J(wk’ m, Z) = J(w’ , zk)

where k =1 + 2, w, = wR! and now 2z, = 2, ,R,.
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We shall use (3.8) with the following lemmas to prove
(3.9) A(N, 0)A(N,p)c A(N,p +o0) if p#0.

LemmA 3.10. Let p be any weight of N and ne€ N, then R, is
nonsingular on A(N, p) if and only +f p(n) == 0.

LemmA 3.11. Let p,0 be any mnonzero weights of N in A with
Qo # 0, then there exists we N such that p(u) # o(u) and R, is non-
stngular on A(N, o).

Proof. Since p # o, there exists he N with p(h) == o). If R,
is nonsingular on A(N, p), we are finished. Otherwise R, is singular
on A(N, o) and by Lemma 3.10, 0 = p(h) = (k). Now there exists
ke N so that R, is nonsingular on A(N, p), since p = 0 and so p(k) = 0.
If o(k) = p(k), then we are finished. Otherwise if o(k) = p(k), set
u=nh+ k and note o(u) = o(h) + a(k) = a(h) -+ p(k) = p(k) = p(k) +
o(h) = plh + k) = p(u) and also p(u) #= 0 so that R, is nonsingular on
A(N, p).

For the proof of (3.9) first consider the case ¢ = 0 and p # 0.
Let z¢ AN, 0), we A(N, p) and m,nec N, then we see by definition
that z,€ A(N,0) for all k. But for ¥ > [ + 2 (where ! = dimension
A(N,0)) we see z, = z;,_,R, and this implies z,...;, = 2,_.B.*® and so
for large enough M,z,=0 for all k= M. This and (3.8) imply
J(w,, m,z) =0 for all k= M. But since w, = wR!: where w e A(N, p)
with p # 0, there exists ne N with E, nonsingular on A(N, o) and
therefore A(N, p) = A(N, p)R:. Thus any x ¢ A(N, p) is of the form
2 = wRE for some w e A(N, p) and therefore J(x, m, 2z) = 0. But m and
z are arbitrary in N and A(N, 0) respectively which implies

(3.12) J(A(N, p), A(N,0), N) =0.

Next consider the case 0 #= g = p # 0 and let we A(N, p), z¢€ AN, g)
and m,n € N. Then from (3.8) we have for k large enough,

JwRE, m, 2) = J(w,, m, z)
= J(w, n, 2,), where z, = 2, R,
(3.13) = J(w, n, 2,_m)
= — J@z,_m, 1, W)
= J(wn, n, 2,_,), using (3.3) .

Therefore for x = 2,_,€ A(N, 0) we have from (3.13)
J(wy n, x(Rn - 0'(’)’1,)[)) = J(w(Rn - O'(?’b)I), n, x)
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and by induction
J(w! n, m(R-n - U(%)I)t) = J(w(Rn - O'(’I’I,)I)t, n, x) .

But since x € A(N, o), the left side of the above equation is zero for
large enough ¢ and so J(w(R, — on)I), n,x) =0 for all ne N. Now
choose n =wu of Lemma 3.11, then since o(u) # p(u), R, — o(w)I is
nonsigular on A(N, p) and therefore for any integer ¢ > 0, A(N, o) =
A(N, p)(R,, — o(u)I)’. Thus any ve A(N, p) is of the form v = w(R, —
o(u)I)* and therefore J(v, u, x) = 0 where x# and u are defined above.
Thus using the preceding notaion and (3.13) we have

0 = J(vu, u, x), since vuc A(N, o)
= J(vu, u, 2;_,)
= JW, u, 2;_u)
= J(wRt, m, z) .

But also from Lemma 3.11, K, is nonsigular on A(N, p) so that
A(N, p) = A(N, p)Rt. Thus by the choise of 2z, m, v we have

(3.14) J(A(N, p), AN, 0), N) =0 if 00 £ p=+0.

Using the usual Lie algebra arguments we combine (3.12) and (3.14) to
obtain

(3.9) A(N, p)A(N,0)C A(N,p+o0) if p+o0.
Next we prove
(3.15) J(A(N, p), A(N,0), AIN,7))=0if psco+=T#p.

For let ne N,xze A(N, p),yc A(N, o) and z€ A(N, 7), then assuming
first that o # 0 + ¢ we have, using (3.5) and (3.12) or (3.14),

nd(x, y, 2) = 3[J(nx, y, 2) + J(yz, n, v)]
= 3J(nx, y, 2) .

Therefore J(z, ¥, 2)(R, — 3p(n)I) =3J(x(R, — p(n)]), y, 2)
and we proceed by induction to conclude

J(x, y, 2)(R, — 3p(n)I)* = 0 for large enough ¢ .
Thus with 0 # o # 7 # p we conclude
J(A(N, p), A(N, o), A(N, 7)) c A(N,3p) if p#+0 + 7.
By the symmetry of the p, o and ¢ we also conclude

J(A(N, p), A(N, o), A(N, 7)) < A(N, 30) if 0 #p 4+ 7 and
J(A(N, p), A(N, 0), A(N, 7)) CAN,37) if tp+ 0.
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Now suppose p =0 + 7. If 0 = p + 7, then 7 = 0 and therefore
o = p, a contradiction; thus ¢ # p + 7. Similarly we have ¢ # p + ¢
and from these we may conclude

J(A(N, p), A(N, o), A(N, 7)) € A(N, 30) N A(N, 37) = 0 .

Next suppose p#0+ 7. If both co=p+ 7 and c=p 4 o we
obtain o =7, a contradiction; thus ¢+ p+ 7 or 7+ 0+ ¢ and using the
equations involving J(A(N, p), A(N, o), A(N, 7)) we see that this ex-
pression is also zero in case p # ¢ + 7. This completes the proof.

4, Some assumptions, The el-algebra identities do not appear
strong enough to determine A(N, «)’ in any reasonable manner, so we
assume N is a precartan subalgebra such that

(4.1) AN, ayc S, AN, f) if a#0.

That is, if x, ye A(NV, a) and 2y= > g%, then no z, is in A(N, 0) except
26 = 0. By considering Lie and Malcev algebras, this is a natural
assumption. Now let

B = 5 AN, HAWN, — £) & 3 AN, @)

where we use the usual convention that if — 8 is not a weight of N,
then A(N, — 8) =0. By (3.9), >z AN, BAN, — B) < A(N, 0) and
for any weight v = 0 of N we have

BA(N, v) © A(N, 0)A(N, v) + w% A(N, a)A(N, 7)

C A(N, 7) + AN, AN, 7) + AN, AN, — )
+a#0§;ﬂ A(N, a + )
C B, using (4.1) .
Next from (3.15) we have for any B == 0,
J(A(N, B), A(N, —B), A(N, 0)) = 0.
From this it follows that
[A(N, B)A(N, — B)JA(N, 0) C [A(N, B)A(N, 0)]A(N, — B)
+ [A(N, — B)A(N, 0)]A(N, B)
and so

BA(N, 0) < 3, [A(N, B)AN, — B)IA(N, 0) + 3, AN, a)A(N, 0) = B .

Thus B is an ideal of A and since A is simple B=0 or B = A. This
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proves

THEOREM 4.2. If A is a stmple el-algebra and N a precartan
subalgebra such that (4.1) holds, then

1. A= 5 AN, B)AWN, — B)® 3, AN, @) and
AN, 0) = 3 AN, AN, — £); or

2. the only weight of N is 0 and A = A(N, 0).

COROLLARY 4.3. If A is an el-algebra as in Theorem 4.2, then
A(N, 0) is a subalgebra. Furthermore if conclusion (1) of the theorem
holds, then A(N,0) is a Lie subalgebra.

Proof. If conclusion (2) holds, the result is trivial. So assume
conclusion (1) holds, then A(N,0) = 3., AN, B)AN, — B) and as
before

A(N, 0)A(N, 0) = B% [A(N, B)A(N, — B)JA(N, 0) © A(N, 0) .
Next for any B8 = 0 we shall show

and therefore A(N, 0) will be a Lie subalgebra. Let xe A(N, 8),y€
A(N, — B) and s, te A(N, 0), then using A(N, 0y A(N, 0) and (3.15)
we have
J(xy, s, t) = J(xy, s, t) + J(st, 2, ¥)
= J(xs, t, y) + J(ty, =, s), using (3.4)
= 0, using (3.15) .

COROLLARY 4.4. If A is an el-algebra as in Theorem 4.2 which
satisfies conclusion (1), then the mapping A(N, 0) — R(A(N, 0)): m —
R, 1s a representation of the Lie algebra A(N, 0).

m

Proof. From Corollary 4.3 it suffices to prove
J(A(N, B), A(N, 0), AN, 0)) = 0 for any B8+ 0.
Let we A(N, B) and y, z€ A(N, 0), then for any n€ N we have

J(wn, y, 2) = J(wn, y, 2) + J(yz, w, n), using (3.12)
= J(wy, z, n) + Jzn, w, y)
= J(zn, w, y), using (3.12)
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and by induction we have
JwR, y,2) = JeR;, w, y) .

But for large enough ¢,2R. =0 and so for any ne N and ¢ large
enough J(wR}, y,2) = 0. However there exists in ne N so that R,
and therefore R! is nonsingular on A(N, 8) and the usual argument
proves the corollary.

COROLLARY 4.5. If A is an el-algebra as in Theorem 4.2 which
satisfies conclusion (1) for some precartan subalgebra N, then A(N, 0)
is a Cartan subalgebra provided A(N,0) is a nilpotent Lie sub-
algebra.

Proof. Let M = A(N, 0), then from Corollary 4.4 and the hypoth-
esis we see that M is a precartan subalgebra and from § 2
NcM=nAR,O0).
nEN

Thus decompose A = A(M, 0) D >is. A(M, B) relative to R(M) and we
must show A(M,0)c M. Well,

NC AN, 0) = Mc A(M, 0) = n AR,, 0)
meM

and since N M we have N ,exAR,,0)C N,exA(R,, 0) = M. Thus
A(M, 0) = M.

As in Lie algebras we make the following

DEFINITION. An element w in an el-algebra A is regular if the
dimension of A(R,, 0) is minimal.

COROLLARY 4.6. If A ts an el-algebra as in Theorem 4.2 which
satisfies conclusion (1) for the precartan subalgebra N = Fu where
u 18 regular, then A(N,0) is a Cartan subalgebra.

Proof. From Corollary 4.5 it suffices to prove A(N,0) is a nil-
potent Lie subalgebra and the proof in [1, Th. 3.1] can easily be
modified to prove this fact.

Next we investigate the symmetric bilinear form (z,y) = trace
R,R, and impose a condition on it which is satisfied by Lie and
Malcev algebras and implies assumption (4.1). Some notation: for
xcA or S, TcA, (x,S) denotes {(x,S):seS} and (S, T) denotes
{(s,t):s€S and teT}. (x,y) is an wnvariant form if (xy,?)
= (x, y2) for all z,y,z€ A.

THEOREM 4.7. Let N be any precartan subalgebra of A and decom-
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pose A = A(N, 0) D S.«A(N, a), then
1. if (x,y) is an wnvariant form, then

(AN, @), AN, B)) =0 if a+B+0;
2. if (x,¥y) 1s a nondegenerate invariant form, then

A(N, a)ZCﬂ%A(N, B) ifa+0;

Surthermore there exists a precartan subalgebra N, such that N, =Fu
where u 18 regular and A # A(N,, 0).

Proof. (1) Suppose (¢, y) is an invariant form and let € A(N, a),
ye AN, 8) and ne N. Then by induction we have

@R, — a@)D), y) = (- D"@, y(R, + an)I)")

fork=1,2, ---. But for large enough k, (x(R, — a(n)I)*, y) = 0, since
x€ AN, a) and so (z, y(R, + a(n)])*) = 0. But since B # — «, there
exists € N with (B, + a(n)I)* nonsingular on A(N, B8) and therefore
A(N, B) = A(N, B)(R, + a(n)I)*. This proves (1).

(2) Suppose (x,y) is a nondegenerate invariant form, then there
exists n € A such that (n, n) = trace RZ # 0; otherwise by lineariza-
tion, (z,y) = 0 for all ,yc A. Thus R, is not nilpotent and we can
choose an element u € A such that 4 + A(R,, 0) and u regular. Thus
N, = Fu is a precartan subalgebra such that A + A(N,, 0). Next let
a+0and 2z, ye AN, a) and x, y € AN, a) and 2y = 2, + >,p4 2s Where
N is any precartan subalgebra. Now for v # 0 we have

(20, A(N, 7)) = 0, using part (1) .
For v = 0 we have
(2oy A(N, 0) = (xy — };,]z,;, A(N, 0))
(@, AN, 0)) — 3. (24, A(N, 0))
=0, using part (1).

Thus (2, 4) = 0 and since (x, y) is nondegenerate z, = 0.

For the remainder of this paper we shall assume (z, %) is a non-
degenerate invariant form on A. With this assumption we may con-
clude that A has a precartan subalgebra N, such that (4.1) actually
holds, A = A(N,, 0) and A(N,, 0) is a Cartan subalgebra. Thus we
may assume the existence of a Cartan subalgebra N = A(N,0) =+ 4
satisfying 4.1, and call A ‘‘the usual el-algebra.”” We shall work
with a fixed Cartan subalgebra described above and use the notation
A(a) or A, for A(N,a) and also N for A(N,0). The proof of the
following is similar to the proof for Lie algebras [1, Section 4.1].
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THEOREM 4.8. Let A be the usual el-algebra, then
1. (z,y) s nondegenerate on N and for x,y€ N, (x,y) = > N.p(x)0(y)
where the sum 1s over all weights p and N, = dimension A(p).
2. N*=0.
3. 00 18 a weight if and only if 0 = — p is a weight; furthermore
A(p) and A(— p) are dual relative to (x,y) so that dimension A(0)=
dimension A(— p).
4. Let N* be the dual space of N. If ge N*, then there exists a
unique element n,€ N such that g(n) = (n, n,) for all we N. Further-
more the mapping N* — N:g— n, is a bijection.
5. If | = dimension N over F, then there arel linearly independent
weights of N and these form a basis of N*. Furthermore if p,0¢€
N* and n,, n, are determined as in (4), then the symmetric bilinear
Jorm < p,0 > = (n,, n,) s nondegenerate on N*.
6. If o is a nonzero weight of N and z,€ A(0) ts such that

xR, = p(n)x, for all ne N
and vf x_, is any element in A(— p), then
T o = (Tp, L_p)Mp

where n, 1s determined in (4).

7. po{n,) #= 0 of p =+ 0.

We shall prove (7) since its proof is different from the proof of the
corresponding statement in [1]. First we need

LEMMA 4.9 Let A = NP 3.z A() be the usual el-algebra with
Cartan subalgebra N = >\ A(Q)A(— «). Let ¢ be any wetght of N
and 0 any nonzero weight of N and let he >\2, AGP)A(— 10). Then
é(h) = rp(h) where r 1s a rational number.

Proof. If ¢ = rp for some rational number, then we are finished.
Otherwise ¢ #rp for any rational number » and we consider

M= 3, A(¢ +kp) E=0,2+1, 42 «-.

Now since there are finitely many weights we may write b = >," h;
where h; € A(10)A(— ©p) and therefore h; = 3,2/ (¢0)x’(— 10) where x’(kp)
€ A(ko), k = == ¢. Now since h,e N, M is R(h;)-invariant and so R(h)
-invariant. But since ¢ #rp for any rational number r, we use (3.9)
to see that M is also E(x?(10))- and R(x‘(— ip))-invariant for ¢ =1, -+, m.

Next for z = >z, € M where z, € A(¢ + kp) we have, using (3.15),

J(z, 2/(10), 2°(— 1p)) = 2 J(2, 2/(ip), @' (— ip)) = 0 .

Therefore on M we have
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R(r)) = 335 R(@/(10)2"(— 10))
= 2LlR(@(2p)), R(x7(— 1p))]
so that on M

R(k) = 3. R(h;) = X R (i0)), B(@'(— 10))] .

Therefore trace, R(h) = 0. But since h€ N we can calculate the trace
of R(h) on M from its matrix to see that

tracey R(h) = X Nyiio(¢ + kp)(h)
= (ZNg1i)p(h) + ek Nyiro)o(h) ,

where N,.,, = dimension A(¢ + ko). The result now follows.
For the proof of 4.8.7 suppose p is a nonzero weight of N such
that p{n,) = 0. Then for any ne N we have

p(n) - (n, 'n’p) - Zw Nwa(np)a('n) y

summed over all weights «. Now we can find an element z_,¢ A(— p)
such that (x,,%_,) =1 and therefore from 4.8.6, %, = x_,x, and so
using Lemma 4.9 we have a(n,) = rp(n,) = 0 where r is a rational
number depending on « and p. Therefore p(n) =0 ie. p=0, a
contradiction.

Finally we use the nondegenerate invariant form (x, y¥) to obtain
more information on A(a).

THEOREM 4.10. Let A be the usual el-algebra, then

Ay C A(— a) + ARa) .

Proof. For & — 0 we know the result. Suppose a = 0; if A(a)* =
0, then we are finished. So assume A (w)*+# 0, then since (x,y) is
nondegenerate there exists a weight S8 such that

(A(ay, AB)) = 0.
Case 1. If B+ a, then
0 = (A(a), A(B)) = (A(a), A(@)A(B)) C (Aa), A(a + B)) .

Thus a + 8 must be a weight and so by Lemma 4.7.1, @ + (&« + B)=
0, that is, 8 = — 2a.

Case 2. B =a.

Thus we have (A(a)!, A(— 2a) + Al{a)) = 0. Now let z,yc A(a)
and oy = >,,2,. Suppose there exists a component 2, with v # — «
or 2«, then we have
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c (Alw), Ala — 7)), since ¥ #* — «
=0, since « + (@ —7)# 0.

Thus
0 = (xy, A(— )

= 2.(Roy A(— 1))
= (2y, A(— 7)), using Lemma 4.7.1.

Therefore by Theorem 4.8.3, z, = 0 and 50 2y = 2_, + Zu.

5. Weight space subalgebras. Let A= N Y,..A(0) be the
usual simple el-algebra discussed in §4. Since we know — 0 is a
weight if and only if p is a weight, we may eliminate superfluous
weight spaces and write

A= ZPA(— P)@N@ZpA(P)

where p is a nonzero weight. Now for a fixed nonzero weight o we
shall consider the weight space subalgebra

B(p) = 3, A(— 1p) @ 3, A(— k)Ako) & 3, Alko)
and show it actually equals

A(— p) D n.F D A(p)

where 7, determined in Theorem 4.8.4. In the next section we shall
show B(p) is the split 3-dimensional simple Lie algebra or the simple
7-dimensional Malcev algebra obtained from the split Cayley-Dickson
algebra.

ProposITION 5.1. Let B(0) be a weight space subalgebra, then
S A Te0) Alep) =, F.

Proof. Let B = 3, A(— kp)A(kp), then it suffices to show dimen-
sion B=1; for 0+ n,e B and we would have B = n,F. To show
this let B* denote the dual space of B and prove dimension B* = 1.
Since dimension B = dimension B* we have the results., Let x¢ A be
such that for any a € B(p), ax € B(p) and set

R,: B(p) — B(p): a — ax .

Let z, y € B(p) and set
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f(x, y) = trace B,R (= trace;,R.R,) .
f(x, y) is a bilinear form on B(0) and the fact that dimension B* =1

is a consequence of the following lemma.

LEMMA 5.2. 1. f(z,y) ts nondegenerate on B and
2. dimension B* =1,

Proof. Since there are finitely many weights we can _apply
Theorem 4.8 to show that for any #&, ke B, f(h, k) = trace R(h)R(k) =

H, 0 K, 0
trace H, K,
0 H_, 0 K_,
= (325" N;»pm)ok)
where
(jp(h)y 0 sty 0
H; = . and K; =
* Jo(h) * Jp(k)

Now suppose there exists b€ B such that for all ke B

0 = fb, k) = (X 25°N,,)p(b)p(k) .

Set k = b to conclude p(b) = 0. Now since be B = 3>; A(Fp)A(— jp)
we have form Lemma 4.9 that for any weight ¢ of N in A, #(b) =
rp(b) = 0. Now for any € N we can apply Theorem 4.8.1 to conclude
(x, b) = 0 and therefore b = 0. Thus f(x,y) is nondegenerate on B.

Next let g e B*, then since f(x,y) is nondegenerate on B, there
exists a unique b€ B so that for all

he Bg(h) = f(h, b) = (5 2°N)p®)p(h) = cp(h)
where ce F. Thus B* = pF is of dimension one.

COROLLARY 5.3. B(0) = 3, A(— kp) D n,F D X, A(kp) .

Put R(n,) into its Jordan canonical form on A(— p). Thus we can
write
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A(-0 =01, -p)D -+ D Uk, —p)
where each U(j, —p) has a basis {z,, ---,%;,} such that, if
p = o(n,),

2 RB(n,) = — pz;; and

5.4
( ) ZjiR(%p) = — P%j; + 2ji

1=2,3,--+,m, We shall consider just one of the R(n,)-invariant
spaces U(j, — p) and denote it by U = {z,, - -+, 2,}. We use symmetry
to argue similar results for the other spaces and also for the weight

p.
LEMMA 5.5. Let x€ A(p) be such that xR(n,) =px, then zx =
N, and N, =0 for ¢ =1, -+, m — 1.
Proof. From Proposition 5.1 z,x = AMmn, and from (3.15) we have

for ¢ =2, -++, m that

0 = J(z;, x, m,) = 281, + XN, 2; + NGB+ X = PXR; — BNy &
= Px2; — (— P2; + 2,_)® = 2, ,

also using Theorem 4.8.2. Thus »; =0,¢ =1, ---, m— 1.
PROPOSITION 5.6. J(2;,2,,1,) =0 for 4,7 =1, -+, m.

Proof. Using the skew-symmetry of J(a, b, ¢), it suffices to show
J(zi,2;,m,) =0 for e =7 and j=m,m —1,---,1. We use induction
on j. First for j = m, J(2,, 2,, n,) = 0. Next for j =m — 1 we have

J(zwn zm—-l; /np) - J(zmy zm(R(np) + pI)v n’p)
= J(2,, 20, M)
=0, using (3.1).

Now assume that for all j =m,m —1,---,m — q we have shown
Sz, 25, M) = oo = J(2,, 25, 1,) = 0, then we must show similar results
for j —1=m — (¢ + 1). We always have J(z,_,, 2;_1, #,) = 0 and next

J(zja Rj1y nP) - J(Z]-, zj(R(np) + PI), )
= J(zj, 215, M) = 0 .

So we now assume
J(zi—ly Zj—1y %p) _ = J(zj—ﬁ—k,g zi—]j, np) =0

for j —1<j—1+4 k< m; we then have
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J(@i_1, Zivr, M) = J(zi(B(n,) + OI), Zi1x, M)

= J(@iMpy Zisr, W) + PI (@5, Zik, M)

= J(2;N, 2j41, My), Uusing the first induction
hypothesis.

= — J(2i1,, Wy, Zj+1)

= J(2j1 N, Ny, 25), using (3.3)

= — PJ(Zj11, Moy 25) + J(RZi_114y Ny 25)

=0.

ProposITION 5.7. For all ne N, J(z;, 2;, n) = 0 and U*C A(— 2p).

Proof. It suffices to show that for any weight o+ 0 we have
J(z;, 25, me) = 0 where n, is determined in Theorem 4.8.4; for we see
that the elements 7, span N as a vector space. Now if ¢ = Ao where
rve F, it is easy to see that =, = an, and so from Proposition 5.6
J(z;, 2;, n,) = 0. Next assume ¢ is not a scalar multiple of o and
choose elements 2z, and x_, as in Theorem 4.8.6 so that z_.x, = n,.
Now noting that z;z;€ A(— p)’ C A(0) B A(— 20) we have, using 3.15,

J(@:zi, v, %5) € J(A(0), A(— 0), A(0))
+ J(A(— 2p), A(— 0), A(0)) = 0.

Thus we have

J(nc, %3y zi) - J(x~0'w0'7 2y zi) + J(zizh Loy xv)
= J(@_o2;)25, T5) + J(2%5, T_q, 2;)
= 0, using (3.15) .

Next let u,ve U, then by linearity J(u,v,n,) =0 and since U is
R(n,)-invariant subspace, the usual argument shows (uv)(R(n,) -+ 20I)*
= 0 for k large enough. But we know wv = « + y where x ¢ A(p), y €
A(-- 20) and therefore for k large enough,

0= (wv — y)(R(n,) + 20I)* = w(R(n,) + 20I)".

If © # 0, this implies there exists 0 # z¢€ A(0) so that z(R(n,) +
20I) = 0 and therefore — 3pz = z(R(n,) — pI). Iterating this formula
and using o = p(n,) # 0 we obtain 2 = 0, a contradiction. Thus =0
which proves the second part.

PrRoPOSITION 5.8. Let we A(p) be such that xR(n,) = p», then
J(ziy Zj, x) - O fOI' i,j = 1, LI m.

Proof. It suffices to show J(z;,2;,2)=0 for all 1 =75 and



SIMPLE EXTENDED LIE ALGEBRAS OVER FIELDS 637

j=m,+++,1, The case 7 = m is trivial and for 7 = m — 1 we have

J(zm’ zm—l! x) - J(zm, zm(R(nP) + pI)y x)
= J(@u, Zulp, ©)
= (M2 s 2y ®)
= — J(xz,, 2., m,), using (3.3)
= 0, using Lemma 5.5.
Assume we have shown for j=m,m —1,---, m — k
J(zirzjyx) =0 for 7’:3’] + 17 e, M
We shall show for j = m — (k + 1) that
Jz,z,2)=0for i=45,7+1,---,m.
As above, the cases 7+ = 5 and ¢ = 7 + 1 are clear. So assume
Jz;, 25,2) =0 for 1 =7, +1,+-+,7+t—1
where 7 < j+t—1<m. Then for 7+ 1=3 4+t we have
J@iv4y 25, ) = J(@j14, 25:(B() + pI), )
= J@jr1y Zi41Mpy B) + OS (@4, Zi41, T)
= J(@j, ZiviMpy T)
using the first induction hypothesis
- [J(zj+1npy Rjtty x) + J(zj+tx; Zit1 np)] ’
using Lemma 5.5
= = [J@inZjres ®, 1) + J(@0p, 241y 2i44)]
= — J(xn,, 211, %;+:) , using Proposition 5.7

- pJ(z.H‘ty z.i»]—ly x)
= 0, wusing induction hypothesis.

ll

This proves the result.

To use the preceding results we need the following remark: Let
V be an R(n,)-invariant subspace of the weight space A(o), then
trace,R(n,) = o(n,)¢t where ¢ is the dimension of V.

PROPOSITION 5.9. Let x € A(0) ke such that xR(n,) = pxr and sup-
pose zU # 0, where we use the notation U = {z, .-, 2,} preceding
Lemma 5.5. Then the dimension of U is one.

COROLLARY 5.10. If x 1s given as above and 2U(j, — p) # 0,
then the dimension of U(j, — p) is one.

Proof. Let U, = U= {2, +-+,2,} denote the set of elements of
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A(— p) we have been considering. Set U, = UUc A(— 2p), using
Proposition 5.7; and set U, = U,_, U A(— kp). Then since there are
finitely many weights, there exists an integer M so that U, # 0 but
Uy = 0. Let P=uxFPHnF P>, U, then we shall show: (1) P
is R,-, R(n,)- and R(z,)-invariant; (2) J(z,z,2,) =0 for all zeP.
Then from Lemma 5.5 and the hypothesis we see xz, = An, where
A # 0 and using the standard Lie algebra trace argument we shall
show that the dimension of U is one.

Suppose (1) and (2) have been proved and consider the trace argu-
ment. From (2) we see

Thus as linear transformations on P we have

R(n,) = 1/ R(xz,), since Xx #= 0
= 1M E(x), B(z,)]

and so trace,R(n,) — 0. But from the matrix of R(n,) on P we see
trace, R(n,) = (0 + 0 — p,p — 2p4,0 — <<« — Mp,0) where p, is the
dimension of U;. Thus since p=p(n,) # 0, pt, =1, pty = +++ = p1,, = 0,

We now prove (2). If 2=« or z = n,, the result follows. If
z¢ U,, then use Proposition 5.8. Finally if ze U; for 4 >1, then
ze€ A(— 1p) and so J(z, z, z,) € J(A(— ©p), A(p), A(— p)) = 0. Now for
an arbitrary element ze€ P use the above and linearity.

Next we prove (1). Since z,€ U, each U, = U,_,U, is such that
Uz,c UU, = U,;,. Furthermore since az, = An, and n,z2,<€ U, we
see P is R(z,)-invariant. Next we shall show P is R(n,)-invariant.
First zR(n,), n,RB(n,) and U,R(n,) are all contained in P. We have
U.R(n,) — U,; next assume U,R(n,) < U;. Then for U, .R(n,) we note
that any a € U,,, is of the form a = >};a,,2; where a,,€ U,, z;€ U,. Since
U,c A(— 7p) we have

0 = J(a;;, #z;, n,), using (3.15) or Prosposition 5.6
= (@2 + RN + (1,0:5)2;

Therefore

aR(n,) = X (a;525)m,
= 2% () + 2i(,05)

Now a;;(z;n,) € U U, U,4, and by induction hypothesis n,a,;€ U; and
therefore z;(n.a;)e U;,. Thus U, Rn)c Uy, and P is R(wn,)-
invariant.

Finally we shall show P is R(x)-invariant. The elements xR(x),
n,R(x) and z,R(x) = \n, are all in P, Thus it suffices to show U,R(x) <
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P for + > 1. Now from Proposition 5.8 we have

0= J(zn Zj, CU)
= (2:25)% + (2;2)2; + (%2))2;
- (zin)x T AR — N .

Thus (2,2,)R(x) = An,2; — Mmz; € U, which yields U,R(x) c U,. Now
assume U,R(x)c U,.,, then since U,,, = U,U, and U,C A(— ip) we
have for any a = >, a,;z;€ U,,, that

0 = J(a;, 2, x)
= (a;;2;)% + (2;2)a;; + (Xa;;)z;
= (a;2,)0 + NMjmpa,; + b2

where by the induction hypothesis b,; = xa,; € U,_,. Thus we conclude
U,. Rx)c U,.

PROPOSITION 5.11. Let A(—p)=UQ, —p)P -+ B Uk, — p) be
the decomposition of A(— p) when R(n,) is put into Jordan canonical
form. Then the dimension of all the U(i, — o) is one.

Proof. Suppose there exists U(j, — p) = {y,, *++, ¥} of dimension
m > 1., Then putting R(n,) into its Jordon canonical form on A(p),
that is, writing A(o) = U1, 0) P -+ D Ulq, p) we see y, Uk, p) =0
for every k=1, ---,q. For otherwise by an argument similar to that
in Proposition 5.9 we have the situation y,R(n,) = — py, and y,U(k,0) # 0
for some k and therefore the dimension of U(k, p) is one. But this
means U(k, o) = «F where aR(n,) = px and 0 # zy,c 2U(j, — p). So
again by Proposition 5.9, the dimension of U(j, — p) is one, a con-
tradiction. Thus we have y,U(k, p) = 0 for all k and therefore y,4(p)=
0. But using the nondegenerate invariant form (u, ») this yields for
every z € A(0), — 02, ¥)) = (2, ¥:1,) = (Y, %) = 0. Thus (A(p), %) = 0
and since y, € A(— p) we have y, = 0, a contradiction.

Proposition 5.11 means R(n,) can be diagonalized on A(— p) and
by a symmetrical argument R(n,) can be diagonalized on A(p). Simi-
larly R(n,) can be diagonalized on A(+ ko). But since n,, = kn,
we see R(m,) can be diagonalized on A(+ ko) and therefore on the
weight space subalgebra B(p). We use these facts in the remainder
of this section to show that B(p) = A(— o) D n,F P A(p).

Let v be a fixed element in A(p) where p is any nonzero weight
and let

E@w) = {x e A(p): xzve A(2p)} .
Since v* = 0 A(2p), ve E(v). We shall now show
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LeEMMA 5.12. E(v) = vF .

Proof. Clearly E =E(v) is a subspace. Now let ye A(— p) be
such that n, = yv and let

Q=yFOnFOEDERV)O --- D ER@)

where ¢ is such that ER(v)! = 0 but ER(v)"** = 0. We shall show (1)
@ is R(n,)-, R(y)- and R(v)-invariant; (2) J(q,v,y) = 0 for all qe Q.
Then by the usual trace argument we shall show the dimension of F
is one which proves the result.

(1). Q is R(n,)-invariant. First yR(n,), n,R(n,) and ER(n,) are all
in Q. Now if x € E then z=xR(v) € ER(v) © A((j + 1)p). Since R(n,)
acts diagonally in A((j+1)o) we have zR(n,) = (j + 1l)pz € ER(v).
Next @ is R(v)-invariant by the choice of y and since ve€ E. Finally
Q is R(y)-invariant. We know yE(y), n,RB(y) and ER(y) are all in Q,
noting ER(y) C n,F. So let x ¢ E, then we shall show (zR(v))R(y)e F
and therefore (KR(v))R(y) C E. We have

— pd(y, %, v) = J(yn,, z, v)
= J(yn,, , v) + J(xv, y, n,), using xve A(2p) and
(3.15)
= J(yz, v, n,) + J(vn,, y, x)
= oJ(v, y, ©), since yx € n,F
= pd(y, x, v) .
Therefore J(y,2x,v) =0 and from this, (xv)y = (zy)v + x(vy) e vF +
xFc E. Now assume (ER(v))R(y)c ER(v)Y™, then for w = zR(v)e

ER(v)** where ze€ ER(v)y < A((j + 1)p) we have 0= J(2,v,9)=
(zv)y + (vy)z + (yz)v. From this we obtain

wR(y) = (zv)y = — (vy¥)2 — (Y2)v = w2 + 2've ER(vY

where 2’ — yz€ ER(v)’! using the induction hypothesis. Thus by the
choice of w we have (FR(vy*)R(y) C ER(v).

Next we prove (2). First if ¢ =y or ¢ = n,, then J(q, v, y) = 0.
Now for g€ E we see from the above proof that J(g, v, ¥) = 0 (by the
change of notation of x to ¢). Now for ge ER(v)’' C A((F + 1)p) we
have by (3.15), J(q, v,y) = 0. Thus by linearity we have for all g€ @,
J(q, v,9) = 0.

Next we apply the standard trace argument. On @ we have from
(2) that

q([R(v), B(y)] — R(vy)) = 0
so that on @ we have R(n,) = [R(y), R(v)] and therefore tracey R(n,) = 0.
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But from the matrix of R(n,) on @, remembering R(n,) acts diagonally
on B(p), we see trace, R(n,) = — 0 + 0+ 0 + 21,0 + +++ + (¢ + p
where p; is the dimension of ER(v). Thus since o # 0, #¢, =1 and

#1:---:#t:0.

THEOREM 5.13. Let o be a nonzero weight, then the only integral
multiples of o which are weights are 0, = p. Thus the weight space
subalgebra B(p) = A(— p) P nF D A(p) and therefore A(p) < A(— p).

Proof. Let xe A(p) and y € A(— p) be such that xy = », and let

R=sF®nFOyF® 22A(~ kp) .

Then R is R(n,)- and R(y)-invariant. Next we shall show R is R(x)
-invariant. Clearly the elements zR(x), n,R(x), yR(x) and A(— kp)R(x)
for k = 3 are all in E. So we must show A(— 2p)R(x) c R. For any
ze€ A(— 2p) we have

0=Jz, @9 = @)y + (xy)z + (y2)o = (0)y + 12 + (y2)o

and from this (zx)y e A(— 20) + A(— 3p)A(0) C A(— 2p). Thus the
element zx € A(— 20)A(p)  A(— p) is contained in the set E(y) discussed
in Lemma 5.12 and E(y) equals yF. Thus A(— 20)R(x)CyFCR so
that R is R(x)-invariant.

Now for any qeR, J(q,«,y) = 0 and therefore R(n,) = R(xy) =
[R(x), R(y)] on R so that trace, R(n,) = 0. But from the matrix of
R(n,) on R we see

trace, R(m,) = 0+ 0 — 0 + 2,0 + 3p,0 + -+ -

where p, is the dimension of A(— kp), k = 2. Thus since p + 0 we
must have p, = 0 for k = 2 which shows A(— kp) = 0 and by Theorem
4.8.3, A(kp) =0 for k = 2. The fact that A(p)’ < A(— p) now follows
from Theorem 4.10.

6. More on weight space subalgebras. In this section we
continue the discussion of weight space subalgebras and prove the
theorem mentioned in the introduction. Let B(o) = A(p) B nF P A(— p)
be a weight space subalgebra and {x,, ---, z,} a basis for A(0). Since
A(— p) is dual to A(p) relative to (x, y) = trace R R, choose {y,, -, ¥..}
to be a dual basis for A(— p) so that we have (x;,y;) = d,;. From
this we also have

(6.1) Yix; = 8;m, .
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For by Proposition 5.1 we have y;x; = M, and therefore ro = \(n,, n,)
= (M, ) = (Y2, 1) = (Y4, :1,) = O(y;, *;) = 08;;.

Next let #€ A be such that for all ae B(p), ax € B(o) and set
R,:a—ax (see Proposition 5.1) and let B(x,y) = (1/2mp) trace B, R,,
then we have

THEOREM 6.2. B(p) is a simple subalgebra of A and B(z,y) s
a nondegenerate invariant form on B(p).

Proof. Let C#0 be an ideal of B(p) containing an element
¢c=2cx, + e, + Xcly;. First assume ¢, # 0, then from the multipli-
cative relations in B(p) we have o’c — (¢n,)n, = p’cin, € C and therefore
n, € C which implies C = B, using A(+ p)n, C A(£ p). Next we shall
show that C always contains an element with a nonzero coefficient for
N,. Suppose ¢ = X¢;x; + Jcy;€C and assume some ¢,#0, then
Y =2CxY, + TCY Y = C Y + €, = — ¢, + ¢, is in C where ¢, € A(p)
and ¢, # 0. Similarly if some ¢', = 0. Thus by the first of the proof
B(p) is simple.

To show B(x,y) is a nondegenerate invariant from on B(p), it
suffices by Lemma 5.2 to show B(x, y) is an invariant form; for in this
case {& € B(p) : B(x, B(0)) = 0} is an ideal of B(p) which must be zero.
From identities (3.4) we have

trace R(xy)R(z) — trace R(x)R(yz) = trace R(xy-z + x-yz) ,

since B(p) is a subalgebra and therefore satisfies the same indentities
as A. Thus it suffices to show trace R(z) = 0 for all ze B(p). We
have trace R(n,) = 0 since dimension A(p) = dimension A(— p) and by
the action of R(n,) on B(p). Similarly by the multiplicative relations
of any basis element x, of A(p) in B(p) we see that R(x,) has a matrix
of trace zero; the same holds for E(x_,). Thus by linearity of the trace
function we have the results.
Next we investigate the identities for B(o) more closely.

B(xy, z)n,  if »,y,2¢€ A(o)

(6.3) (wy)e = { — B(zy, 2w, if @,y,2¢€ A(— p)

For, by the multiplicative relations in B(p), there exists A € F' with (2y)z=
M. Since B(n,, n,) = 0 # 0 we have Mo = B(\n,, n,) = B(zy, 2, n,)
= B(ay, #zn,) and this implies the result. Using (6.3) we have

3 B(xy, 2)n,  if =, y,2€ A(o)

— 3B(xy, 2)n, if o, y,2¢€ A(—p)

Using (6.3) and (6.4) we have

(6.4) J(@,y,2) = {
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(6.5) J(x,y,2) = 3@y for z,y,zc A(g),0 =
(6.6) (xy)z + 2(yz) =0  for w,y,z€ A(0),0 =

+

0
0

H+

(6.7) (xy)x =0 for ,ye A(o),0 = + p
(6.8) 3(xy)z = 2J(x,y,2) for x,yec A(g),z€c A(—o)ando==+p.
For the proof of (6.8) we set o = o(n,) and note that — oJ(x,y,?)
= J(x, y, zn,) = J(zn,, x,y) and J(xy -z, n,) = (xy, 2)n, + n,)(@y)+ (1, 2y)2
= 0xyY+-2 — 02+2Y + oxy-z = 3oxy-z. Therefore
oxy-z — od(x, y, 2) = J(zn,, x, y) + J(xy, 2, n,)
= J(zx, y, n,) + J(yn,, 2, x)
= 0d(y, z, ©)
which completes the proof.
Next let w, z, ¥y, z€ A(0), 0 = £ p, then
wd(x, y, 2) — 2y, z, w) + yJ(z, w, x) — zJ(w, x, y)
= 3/2[2J(wz, ¥y, z) + 2J(yz, w, x)], using (3.5)
= 3/2[2J(y, z, wx) + 2J(w, x, yz)|
= 3/2[3yz-wx + 3wx-yz], using (6.8)
=0.
This proves the important indentity

(6.9) wd(x, ¥, 2) = 2y, 2, w) — yJ(z, w, x) + 2zJ(w, z, y) for all
w, ®,Y,2€ A(0),0 = +p.

THEOREM 6.10. If 0 = =+ p, then the dimension of A(c) is one
or three.

Proof. If the dimension of A(s) is > 1, then there exist linearly
independent elements x;, and z; in A(s). Let y, denote an element
in the corresponding dual basis for A(— o), as in the first part of this
section. From (6.8), 3(wx;)y; = 2J(x;, @5, ¥5) = 2[(@wa)y; + (xy,)x; +
(ysx,)x;] = 2[(x,x,)y; — no;] and therefore

(6.11) (r2)y; = — 2na;
= 20%x; .

This last equation shows that xx; # 0. Now 0+ y = z,x;€ A(— 0)
and therefore there exists x,€ A(6) so that yx, # 0; for, otherwise
yA(c) =0 and from this we obtain (y, A(¢)) =0 and so y = 0.
From (6.7) we see that z, # =z, or 2z, # z; and so we have three
distinet elements w;, x;, ¢, € A(o) such that, using (6.5) and (6.4),
0 = 3(ww,)x, = J(x,, x5, ) = (3/0)B(x,x;, x,n,)n,. Now for any w € A(o)
we have
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(30/0)B(x%;, Tmo)w = (3/0)B(%:x;, Tino)wn,

= w[(3/0)B(xx;, T,1:)1,]

= ’WJ(Q}.;, s xk)

- xi'](xi’ Ly w) - xJ'J(xk, w, x@) + ka(w’ L xi)
using (6.9). Thus by (6.4) and the action of #,F’ and A(c) we may
conclude that the dimension of A(s) is 3 provided u,, 2; and x, are
linearly independent. This result is clear by the choice of =z, 2; and
2, and the fact (x,x;)x, = O.

Now if the dimension of A(p) is 1, we see that the weight space
subalgebra B(o) equals z,F' P n,F' P «_,F' and is the usual split three
dimensional Lie algebra. In the other case when the dimension of
A(p) is 3, rewrite {w;, x;, .} as {x,, x,, x;} and letting {y,, ¥., ¥} be the
corresponding dual basis for A(— p) we have B(p) = A(— p) D n.F' P
A(p) where

A(p) = {2y, @5, 2}, A(—0) = {Y1, ¥, ¥s} and
;% = 0%; , Y, =— Y, ,
Yx; = Bijup fO]’.' ,b’j - 1! 27 3 ’
Ap)C A(—p)  and A(—p)C A(p) -
Next let x;, «; be as above and write x,2; = >3 _,a(3, j, n)y,, then for
any other x, we have
(wixj; xk) = Zna(i’ j’ n)(ym wk) = a(iy jy k) .
This formula implies a(%,7,%k) is a skew-symmetric function for
1,7, k=1,2,3. Thus since a(t, 5, 1) = a3, 5,7) = 0 we have
x0; = a(t, 5, k)y, for k+iorjandi,j,k=1,23.
Thus setting a = a(l, 2, 3) € F', we have
L%, = Y3 , Loy = AY, , T2y = Y, .
‘Similarly if we set y,y; = >.3..0(1, 5, n)x, and 8(1,2,3) =bec F we see
Y., = by, Yy — bx, and y,y, = bx,. This gives the following table for
multiplication in B(o)

Mo Ty Xy Zg Yy Y Y

e 0 —px, —px, —px; Y PY: OYs

x, 0 ays, —ay, n, 0 0
2, 0 ay, 0 =, 0
Xy 0 0 0 =u
”, 0 bx, —ba,
Y, 0 bx,

Ys 0
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Now a and b are nonzero, otherwise B(p) would not be simple and
from (6.11) we see 2p0x, = (.%,)y, = aysy, = —abx; and therefore
20 = —ab.

Next we consider Malcev algebras [2]. This is an algebra which
satisfies the identities obtained by introducing commutation x oy = zy — yx
as a new multiplicative operation in an alternative algebra. In particular
if this is done in the split Cayley-Dickson algebra C, then we obtain
an eight dimensional anti-commutative Malcev algebra C—. In this
algebra the identity 1 of C is such that loxz = 0 for all e C and so
we set C°= C7/1F. It can be shown that C° is a simple Malcev
algebra which satisfies the identities

Yy = —Yv and J(x’ Y, CL'Z) = J(x, Y, z)x ’

omitting “o” as the notation for multiplication. Furthermore C° has
a basis {u, e, e, ¢, ], ¢}, e;} which satisfies the relations

ue, = 2e; , ue, = —2¢; , ee; = 8;;U ;
e.e, = 2¢. , 6.6, = —2e; , €0, = 2¢} ;
e, = —2e, , eley = 2e, , erer — —2e, .

We now have

THEOREM 6.12. The root algebra B(p) ts a seven dimensional
Malcev algebra as described above.

Proof. Since F' is algebraically closed, we can find N\, g, v in F
such that o = —2, — N = pv, @ = 2v and bv* =— 2¢. Then make
the following change of basis in B(p):

H=,, X,=pz, Y=oy, 1=1,2,3

and use the multiplication table for the =, %, y; to see that the
H, X, Y, satisfy the above relations for a Malcev algebra with the
identification u = H, ¢; = X;, ¢ = Y..

We next show that the Lie algebra of linear transformations R(NV)
can be simultaneously diagonalized in A = YpA(—p) D NP TA(p),
where the Cartan subalgebra N equals X,A(—p)A(p). From the
preceding discussion we know the dimension of A(o) is one or three.
Now in either case A(0)A(—p) = n,F' and therefore N is spanned by
such elements n, for p # 0. Thus to show R(XN) diagonalizable it
suffices to show all the linear transformations R(n,) have this property
on each subalgebra B(p).

If the dimension of A(o) is one, then this is clear for each R(n,),
where ¢ is any nonzero weight. If the dimension of A(o) is 3, then
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A(,O) = {2, ®,, %,} and A("P) = {y,, ¥, ¥s} Where {y,, ¥,, ¥:} is a dual basis
of {x,, x,, x;} and {x,, ,, ,} is a basis which simultaneously triangulates
every R(n,). We now show {y, ¥, ¥,} has the same property. For
some a,; € F),

(6.13) €. R(n,) = p(n.)w,
(6-14) sz(’no-) = Qg + p(na)xz
(6-15) x:«;R(ncr) = Oun%; + G, + p(no-)xs .

We shall show that the a,; = 0. Using the properties of B(x, y) and
the fact that J(x,, n,, ¥) = 0 we have

0 = B(J(x,, 1, Y1), Np)
= B((@n0)y: + (Y@, + (::) %0, 1)
= B((®:1:)Y1, %) + B((n,¥)%,, n,) , since yx, = 0
= B((xm)Yy, %) + pB(m,yy, ©,) , since zn, = px;
= B((#:10)Ys, 1)

using

B(n,y,, ;) = trace R(nu'y])R(wZ) — trace R(nd)R(y1x2)
= trace R(n,y, @, + n.-yx;) =0,

since N Y %, + Mo YX, €N, F and trace R(n,) = 0. Therefore since
(@)Y, € N, F, we must have (x.n,)y, =0, since B(n, n,) + 0. Now
multiply (6.14) by v, to obtain 0 = (xm.)y, = au2Y: + O(N)TY,
= —ayn, and therefore a,, = 0. Similarly we can show (x,n,)y, = (X,7,)¥.
= 0 and conclude a, = a, = 0 so that R(n,) acts diagonally on A(p).
Next suppose y.R(n,) = b.y, + by, + by, for 1 = 1,2, 3, then as
before we ean show (ym.)®, = (¥n.)x, =0 and conclude that b, —
b, = 0. Similarly for ¢ = 2, 3 to obtain that E(n,) acts diagonally on
A(—p0). Thus for any weights o, o # 0, R(n,) acts diagonally on B(p).
But since N=23n,F and A=23,A(— p)P NP2, A(p) = X,B(p) we have

THEOREM 6.16. For any ne N, R(n) acts diagonally in A.

We shall now prove the theorem stated in the introduction. Let
o #0and p+#0, + 0 and let xe A(o), y< A(o) and suppose 0 = 2y €
A(0)A(o) C A(p + o) so that o + o is a weight. Let ze€ A(po + o), then
for any ne N we have

J(zxy, 2, n) = Sy, 2, n) + J(zn, 2, y)
= J(@z, n, y) + J(ny, z, 2)
=0
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using (3.15) for the first and third equalities. Since z, 2y e A(o + o)
and J(zy, 2, n) = 0 we can conclude xy-z ¢ A(2(p + 0)) = 0, using Theorem
5.13. This proves

6.17) A(0)A(0)-A(p + 0) =0 if c#0 and p# 0, +0.

Next we show

LEMMA 6.18. The dimension of A(o + o) ts one if 0 # 0 and
0 # 0, 0 and A(p)A(c) # 0.

Proof. Suppose dimension A(o + o) =3, then form B(e + o)
= A(—(p + 0)) ® ... F' P A(o + 0). From the hypothesis we can find
an element 2z = zyc A(0)A(0) C A(p + o) which is not zero and such
that zA(o + o) = 0; this last statement follows from the multipli-
cative relations for the Malcev algebra B(o - 0); (briefly: otherwise,
B(z, A(—(0 + 0))) = B(z, A(o + 0)") = BeA(p + ), Ap -+ 0)) =0). But
the fact zA(o + o) # 0 contradicts (6.17).

Now let G(o) denote a weight space of dimension one and S(o)
denote a weight space of dimension three and set

G = 3(G(—0) © n.F P G(9))
S = 2,(S(—p) & nF D S(o))

Then A =G + S and we shall show G is an ideal in A. For any
weight p with weight space G(p) we have GG(0)C G, since the
product of two weight spaces of dimension one is at most of dimension
one. Next if \ is a weight with weight space S(A\) of dimension
3, then G(0)S(\) CG(p + \) by Lemma 6.18. Now if n,€G, then
write %, = yx where y € G(—0), x € G(o). If ze S(\) (where we know
A #=+ o), we have 0 = J(y, x, 2) = yx-2 + xz-y + zy+-x and therefore

NeZ = YL 2 = — X2+Y

—zy-x € G(@O)SN)-G(—0) + G(—0o)S(\)-Glo) CG .

Thus GS(\) CG. Since GNC G, we combine the above results to see
that G is an ideal of A. But since A is simple G =0 or G = 4; in
the latter case A is a Lie algebra.

So next suppose G = 0 and let p = 0 be a fixed weight and o +# 0,
+p any other weight and form B(p) = A(—p) @ n,F'D A(o).

Case 1. A(0)A(o) =0. Then B(0)A(o) = A(—p)A(0) + n,A(0). Now
if A(—p)A(c) =0 also, then n,4(¢) =0. For let x€ A(p), yc A(—p)
be such that 2y = m, and let z¢€ A(s), then
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0=J(@, 9,2) =2y2 + Y2+ + 28y = Y2 = N2

and we would haveB (0)A4(0) =0. Thus we want to show A(—p)A(c) =0,
so suppose this is not true. Then 0 # A(—p)A(oc)C A(c — p) and
from Lemma 6.18 the dimension of A(c — p) is one and therefore
A(c — p)c G = 0. Thus we may actually conclude A(—p)A(¢) =0 and
this proves

B(0)A(0) =0 if A(0)A(0) =0.

Case 2. A(p)A(o) # 0. Then 0 = A(p)A(oc) C A(o + 0) and again
by Lemma 6.18 the dimension of A(o + o) is one. Thus, as above,
this yields A(0)A(o) = 0, a contradiction. Thus we may conclude from
these cases that B(p)A(c) =0if p = 0,0 # 0, =p. This yields B(0)A C
B(p) which means B(o) is a nonzero ideal of A and so 4 = B(p).
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