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The conditional probability functions relative to a sub-σ-field
g$ are shown to constitute a vector-valued measure on the
σ-field of the probability space, and it is proved that the con-
ditional expectation relative to ^ of an jgft random variable
X is the integral of X with respect to this vector-valued
measure. A complete characterization is given of those vector-
valued measures which are conditional probabilities. This
machinery is illustratively applied to give alternative deriva-
tions of results of Moy and Rota on the characterization of
conditional expectation operators.

Probabilists often regret that, in general, conditional probabilities
do not define probability measures almost everywhere. This defect
arises naturally from the fact that conditional probabilities are Radon-
Nikodym derivatives of certain set functions; and, hence, they are
defined only up to equivalence. It seems advantageous to relinquish
the concept of conditional probabilities as point functions, almost every-
where determined, and consider them as they are—elements of a func-
tion space. Part of the awkwardness of conditional probabilities then
disappears: The conditional probabilities form a vector-valued measure
such that conditional expectation of an integrable function is its in-
tegral with respect to this conditional probability measure.

Throughout this paper (Ω, Jϊf, μ), will be a fixed probability space
and & a fixed sub-σ-field of j ^ . -5̂ (42, J ^ μ), or simply Jzfu denotes
the Banach space of all complex-valued, μ-integrable, J^-measurable
functions on Ω. g 7^ will be the conditional expectation operator in
jg? relative to &. IA is the indicator of the set A.

In § 1, we show that if φ^(A) — &^IA for Aes^, then Φ^ is a
vector-valued measure on s%? with values in £f1% Furthermore, we
show that if l e i ^ , then

(0.1) gf*X =

the notion of integral here being defined as in [1, p. 323].
Over the last ten years, several characterizations of g 7^ have

appeared. The papers of Moy [3] and Rota [4] characterized if ^ in
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terms of its properties as a linear operator; Sidak [5] characterized it
by means of its action on £f^ In §2, our characterization of con-
ditional probability will be completed by identifying those countably
additive measures on Sf with values in ££{ which are conditional
probabilities. For such a measure, a formula like (0.1) will hold, and
the corresponding sub-σ-field will be determined.

In § 3, this characterization of conditional probability will be used
to obtain the characterization of conditional expectation of Moy [3]
and of Rota [4] using a theorem on the representation of operators
on a Lebesgue space. In a subsequent publication, further results in
[3] and [4] as well as some in [5] will be obtained as applications of
our characterization of conditional probabilities.

The author wishes to express his appreciation to Professor Edward
W. Barankin for continued inspiration and encouragement in this line
of thought, as well as for numerous simplifications and technical im-
provements in the results.

1* Representation of conditional expectation as an integral
with respect to a vector-valued measure* Let the notational con-
ventions introduced above continue to hold. By definition [1, p. 318],
a function ψ on the σ-field Sf to ^\ is called a vector-valued measure
if ψ(φ) ~ 0 and ψ is countably additive on disjoint sets belonging to
Sϊf. If {Ai}T=ι c Jϊf such that A{ Π A3 = <f> when i Φ j , then we have
from properties of conditional expectations (see [2, p. 347]),

(1.1)

Since the partial sums Σ*=i Ψ^iAd a r e uniformly bounded a.s. by 1,
it follows that their integrals are uniformly continuous with respect
to μ. Therefore, be the ^-convergence theorem [2, p. 163],

in ^-norm. Noting (1.1), countable additivity follows. φ^(Φ) = 0
a.s. is immediate. Thus, φ^ is a vector-valued measure.

The total variation of a vector-valued measure need not be finite.
Its role in the theory of integration with respect to a vector-valued
measure ψ is assumed by a finite positive set function | | | Ή | | called
the semi-variation of ψ. In general, | | | Ή | | i s n o t additive. | | | Ή | | i s

additive if and only if | | | ^ | | = ^W, the total variation of ψ (see
[1, P. 320]).

By definition,

(1.2) 111^(^)111= sup
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where & is the collection of all finite partitions of the set A by
elements of J ^ and the at are complex numbers such that | a{ | f£ 1.
Recall that

\\φ^(A)\\ = [\φ*(A)\dμ

(1.3)
= ψ"IAdμ= \dμ = μ(A),

Therefore, for any partition {A$=1 of A

n

(1.4) I M = 1 " ^

^ Σ M^) = i"(A)

since the numbers {«<}?=! all have moduli less than one. But equality
of the first and last members of (1.4) is achieved when a1 — =
an — 1, so t h a t | | | φ^ \\\ — v{μ) — μ.

Now let Xe^fλ; we shall show that X is integrable with respect
to φ^ (see [1, p. 323]) and that its integral over Ω is i f^X. Let
{XJΓ be a sequence of simple functions converging μ a.s. to X and
such that \Xn\] X. It follows that Xn -> X φ* a.e. since ||| φ^ ||| = μ.
Then [2, p. 348], &^Xn~->W^X μ a.s. Since

(1.5) I &^Xn I g g 7 ^ I X J ^ g

the integrals of the ^^Xn are uniformly continuous and therefore

(1.6) if ^ > gf ^ X in

But if Xn = Σ L i α*/^, we have

( 1 7 ) / x

By (1.6) and (1.7), it follows that

(1.8) lim \xndφ^ = gf ^ X in

Since (1.8) holds for any function in £έ\, it follows that

(1.9) lim \ϊAXndψm = ^^IΛX in
J

for all

n-*co
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These last two limit assertions establish, according to definition
[1, p. 323], the integrability of X and the formula

(1.10) ( Xdφ" = ξ?^IΛX , Aej^.
JA

In particular, (0.1) holds as asserted.
We gather together the results of this section in the form of a

theorem.

THEOREM 1. Let {Ω, szf, μ) be a probability space and & a sub-
σ-field of jy . Then the conditional probability functions relative to
&, denoted φ^(A) for A e s^, form a vector-valued measure on s^
with values in ^[{Ω, Szf, μ) having semi-variation μ. Furthermore,
if

(1.11)

2* ^-valued measures which are conditional probabilities*
In this section, we determine the ~S%Q, j ^ μ)-valued measures on
which are conditional probabilities.

THEOREM 2. Let ψ be an JZl(Ω, J^, μ)-valued measure on
Then ψ is the vector-valued conditional probability measure relative
to some sub-σ-field έ%? if and only if the following three conditions
are satisfied:

( i ) f{A) ^ 0 a.s. A e Sz? ,
(2.1) (ii) ψ(Ω) = l a.s.,

(iii) 11 IΛf(B)f(C) || = || ψ(A)IBf(C) 11 = 11 f{A)f{B)I0 \ \

// ψ has these three properties, then it is conditional probability
relative to the σ-field

(2.2) & = {A e sf 1 ψ(A) = IA a.s.} .

Proof. Since 0 <; ψ(A) g 1 a.s. for all AeJϊf, the values of f
are equivalence classes of //-essentially bounded functions. Consequently
the products shown in (iii) above are all μ-integrable; and, hence, their
norms are finite.

The conditions of the theorem are necessary. Let φ^ be the con-
ditional probability measure relative to a sub-tf-field ^ , then φ^ is
known to satisfy conditions (i) and (ii) above. For any A, B, C e
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(2.3)

= \
JΩ

The right-hand side is symmetric in A, B, and C. Interchanging first
A with B and then A with C, (iii) is proved for φ<*. If 5 e ^ , then
IB is ^-measurable and φ*(B) = IB. If Aessf, but A&&, then IΛ

is not ̂ -measurable and 9> (̂A) = if ̂  Φ IA. Thus, ^ is completely
characterized by (2.2). This completes the proof of necessity.

It remains to prove sufficiency. Let ψ be an ^-valued measure
on Sf satisfying conditions (i), (ii), and (iii); and let

ψ(A) = IJ .

By letting C — Ω, so that ψ(C) = 1 in (iii), we have

(2.4) ί ψ(B)dμ = ( ψ(A)dμ A,BejV

This equation can be used to prove that & is closed under intersec
tions. Let A,Bz& and C e S/. Then (2.4) implies

(2.5) \f{A Π B)dμ =

By repeated application of (iii) and various definitions, we have

=\ ψ(C)IJBdμ
JΩ

= \ ir(CH(A)IBdμ

(2.6) = ί IMA)ψ(B)dμ
jo

= ( IΛ-IBdμ

JO

JO

Since this holds for all C e Sf, we conclude that ψ(AΓ\B) = I
that A Π B e ̂ . ^ is closed under complements: Let A e &. Then
ψ(A) = 1̂ ; also <f (β) = 1 = /fl. By the additivity of ψ,

1 = f (Ω) = ψ(A) + t(Ac) = IΛ

Therefore f{Ac) = 1 - J^ = J^, and Ac e ̂ . Thus, ^ is a field.
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To prove that & is a σ-field, it suffices to prove that & is
closed under countable disjoint unions. Let {A%{Γ=i c & be a disjoint
family. Then by the countable additivity of ψ9

ψ (ύ A) = i
\n=l / »=

(2.7) =Σί

So, U"=i -A» s ^ . Therefore έ% is a σ-fleld.
It Be 3? and A e J < then (2.4) implies

n 5 ) .

This is the defining relation for conditional probability relative to &
'provided that ψ(A) is a ^-measurable function.

In reality, the statement above is imprecise: ψ(A) is an equivalence
class of functions in £έ[. It suffices to prove that ψ(A) contains one
^-measurable function. (Implicitly, we are using the fact that if
& does not contain the entire collection of null sets in szf, these null
sets can be adjoined to & in a harmless way.) From each equivalence
class ψ(A), we select a representative. Continuing the imprecision
mentioned above, we will also denote this representative by ψ(A), and
show that CAfCύ = {ω \ f(A)(ω) ^ a} e & for any Aej^f and any real
number a. (Cc

A>ΰύ = {ω \ f(A)(ω) > a}). This will prove that ψ(A) is
^-measurable.

Let B = CAyOύ and C = CAίCύ in (iii) above. Then,

ψ(A)ψ(C°A>a)dμ

(2.9) J 4 J ° ;-

^ a ψ(C°A,a)dμ ,

and

(2.10) ^ 4>" ^"α J ^ «

^ α o f(CA,a)dμ .

Therefore,
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. Ψ(CΛ,«)dμ ^ ( ψ(C'Λ.a)
(2.11)

is oc
J°A,α

By (2.4), the extremal members of inequality (2.11) are equal, and
we have

α \ c ψ(PA,Λ)dμ = \ Ψ(C°AJf(CΛ,α)dμ
(2.12) ]0A'« iA

Or,

(2.13) f (f(A) - α)ψ(CΛJdμ = 0 .

But on Cc

AtΛ, ψ(A) — a > 0 μ a.s. Thus, since f(CAiCύ) ^ 0 μ a.s.,
ψ(CAta) = 0 μ a.s. on C°AίΛ. Using (iii) again with A~ B — Ω and
C — CAtΛ, we have

(2.14) ( ψ(CAtΛ)dμ =\ ldμ=\ IθΛ dμ = μ(CAJ .

But

(2.15)

Comparing (2.14) and (2.15),

(2.16) f ψ(CM)dμ=\ IcAβμ.

ί Ψ(CA,«)dμ = ( ψ(CAiΰύ)dμ + \ c ψ(C

On CA,Λ, ψ(CAtΛ) = IθAίa = 0 μ a.s. On CA,Λ, 0 ̂  t ( C 4 j . ) ^ 1 by (i) and
I O A ^ = 1, so IθAtΛ - f(CA>Gi) ^0 μ a.s. But (2.16) implies

(2.17) j ^ ( / ^ ) α - ψ(CAtω))dμ = 0 .

Thus, ψ (CAtΛ) = /σA tΛ μ a.s. and C ĵQί e & for all i e j / and a real.
This concludes the proof of Theorem 2.

3* Characterization of conditional expectation in ^
Throughout this section, T will be a continuous linear map of J*fP into
j£fp. As usual, it will be convenient to use the same symbol for a
function and its equivalence class. Thus, the statement "X is bounded
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by M > 0" means that the equivalence class of X consists of functions
whose ^-essential supremum is not greater than M.

In [3], among more general results, Moy established the following
which we now rephrase and state.

Moy's result: Let T be a continuous linear transformation of
into £g[ having the following four properties:

( i ) if X is bounded, then TX is bounded;
(ii) if X and Y are bounded, then

T(X-TY) = TX-TY;

(iii) 2Ί = 1

(iv) T is a contraction, that is, for every

Then, we have for every XejSfl9

where & is the σ-field of all sets Aesv? such that T(IA X) = IΛ TX
for all bounded X.

In [4], Rota made the following definition which we will use below.

DEFINITION 1. An averaging operator T in j£fp(Ω9 J ^ μ) (where p
is a fixed real number 1 ̂  p fg oo) is a linear operator in j£fp(Ω, Sf, μ)
with the following three properties:

( i ) T is a contraction operator:

(3.1) \\TX\Up^\\X\Up for l e i f j ;

(ii) if Y is of class £fv and X is an essentially bounded function
on (Ω, J&; μ), then the function (TX)-(TY) is of class jSfp and

(3.2) T(X-TY) = (TX) (TY)

(3.3) (iii) Γ l = 1 .

We note that the operator T in Moy's result is an averaging
operator, following a standard argument of approximation of a func-
tion in j&l by a sequence of bounded measurable functions. In the
case 1 < p < °°, Rota [4] proved the following result which we re-
phrase and state.

Rota's Result: Let T be an averaging operator in J*fp(Ω, Szf, μ)
(for fixed p). Then there exists a unique sub-σ-field & c j y such
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that Γ X = if^X for
In the proof, Rota defines & as the smallest σ-field containing all

the cr-fields of inverse images of the Borel sets by bounded functions
Y fixed under T. It is clear that this procedure will yield a σ-field
& which is completed with respect to μ-null sets, just as Moy's con-
struction of & does. The above statement must be interpreted in this
light. Comparing the recipe for construction of & in the two results,
we see that Rota's criterion for membership in & is, on the surface,
weaker than Moy's. On the other hand, if TIA = IA, then TIA-X =
IA-X for X bounded and T(TIA) X) = T(IA-X). By the smoothing
property (3.2) of averaging operators, T((TIA)-X) = TIA-TX= T(IA-X).
Hence IA TX = T{IA X) for all X bounded, and the two recipes define
the same family of sets.

A theorem can now be stated which contains both Moy's result
and Rota's. This general theorem will be proved using a theorem on
the representation of operators on a Lebesgue space and the charac-
terization of conditional probabilities given in § 2.

THEOREM 3. Let T be an averaging operator in ^fv{Ω, Szf, μ)
(where p is a fixed real number 1 ^ p < oo). Then there exists a
unique sub-σ-field & c S^ completed with respect to the μ-null sets
of Stf such that TX= IT^X for J e ^ . Furthermore,

Proof. The first part of the proof consists in showing that T*X —
TX for all X bounded. A brief explanation of the meaning of this
"self-adjointness" relation is given for the sake of completeness: As
is well known for 1 g p < oo, ^ * is isometrically isomorphic to J5fq,
where q is determined by the relation 1 = 1/p + 1/q. Every linear
operator T: Jzfp—> j£fp determines a mapping T*:^—>Sfq. Since
-St, c Sί% Π Sfq as sets for 1 ^ p < oo f it makes sense to compare the
action of T and T* on bounded functions. To avoid confusion, the
norm will be shown explicitly: thus, || | |^ .

The fact that || TX\Up ^ \\ X\Up and" || Γ l \Up = \\ 1 |U p = 1 im-
plies

(3.4) | | T | U ( ^ = 1,

where || |U ( ^ p ) is operator norm in ^?(_2^), the bounded linear opera-
tors on Sfv.

Rota [3, p. 58] has shown that for 1 < p < oo the averaging
operator hypotheses imply that Γ*l = 1. In the case p — 1, let Yo =
T*l. Then,
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(3.5)

Further, since T*\ £?„-+£?„, Γ*l = Γ o e ^ , ; and

II r o l U - = χsup | J r , . χ ^

(3.6) = sup \\τ*\-Xdμ

= sup |ίτx^

This means — 1 ^ Γo ̂  + 1 μ a s ; and, taken together with (3.5), this
means Yo = 1 μ a.s. Hence, we have for 1 ̂  p < oo

(3.7) Γ*l = 1 .

Since [l-TXdμ = ί τ * l Xd//, this gives immediately

(3.8) J2\Xtfμ = jXdμ , J e ^ .

And so, finally, for any bounded X and A e s/, we may calculate

( TXdμ = [lA- TXdμ - \τ(IA- TX)dμ (by 3.8)

(3.9) h J

= γτiMTX)dμ (by 3.2).

But

( T*Xdμ = \{T*X).IAdμ - \χ.(TIA)dμ

(3.10) - J Γ(X TIΛ)dμ (by 3.8)

(by 3.3).

Therefore, since \ T*Xdμ = I TZd^ for all A G J ^ we can con-
JA JΛ

elude

(3.11) T*X = Γ Z for all X bounded.

In the next part of the proof, the principal instrument will be a
theorem on the representation of operators on a Lebesgue space whose
general form Dunford and Schwartz [1, p. 540] ascribe to Kantorovich
and Vulich:
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Result of Kantorovich and Vulich: Let {Ω, sf, μ) be a measure
space and let T be a continuous linear map of the Banach space H into

Jzf, μ). Then there is a uniquely determined function ψ( ) on
to X* such that
( i ) for each J e ϊ , the set function ψ(-)[X] is ^-continuous and

countably additive on J^;
(ii) for every J e ϊ , we have

(3.12) TX =
dμ

(iii) the norm of T satisfies the relations

(3.13) sup || ψ(A) \y < || T \\w g 4 sup ||

Conversely, if the function ψ{ ) on Sf to ϊ * satisfies (i), then (ii)
defines an operator Γ on ϊ to £g[ whose norm satisfies (iii).

Furthermore, T is weakly compact if and only if ψ( ) is countably
additive on s/ in the strong topology of 9c*.

The proof of this important theorem can be found in [1, p. 498].
To apply the result above to the operator T, we choose to consider
T as a continuous linear map of j£fp(l S V < °°, V fixed) into £fx.
Thus, X is Sfv and 36* can be identified with £fqm If ψ(-) is the func-
tion given in the result above, then for any Xejzfλ and Aessf, we
have

[ TXdμ = ( M f f l ψ = f(A)[X]
(3.14) ^ ^ dμ

= [ψ(A) Xdμ .

On the other hand, T = T* on bounded functions, so

ί TXdμ = \lA-(TX)dμ
(3.15) }A

= γT*IA).Xdμ = \{TIAyXdμ.

Hence, for each A e Sf, putting X = IB, we get

(3.16) ί T/^d^ = ί ψ(A)dμ
JB JB

And therefore,

(3.17) TIA = ψ(A) , L̂ e

Rota shows [4, p. 58] that an averaging operatorjin ^ , 1 < p <
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maps bounded measurable functions into bounded measurable functions.
For p = l, ψ(A) e Sf^ and, hence TIA = ψ(A) is a bounded measurable
function for 1 ^ p < oo. ψ(φ) = TIΦ = 0. A simple domination argu-
ment shows that if {Aj}^! is a disjoint family, 2J= 1 IA —> /"UJL^ . ίn

JS^-norm. Therefore

(3.18) Γ ( Σ O = Σ ^(Ay) > ψ(\J Aj) in j^-norm.

Thus, ψ is a vector-valued measure on £/ to the bounded measurable
functions on J>sf, which is countably additive in the ^-topology
(1 ύ p < oo). A fortiori, ψ is ^-countably additive. Since TIn =
ψ(Ω) = 1, condition (ii) in (2.1) is satisfied. Furthermore, for A e

(3.19) μ(A) = \(T*I)ΊΛdμ = \ψ{A)dμ .

But,

(3.20) \ψ{A)dμ ^ j I f(A) \ d μ ^

since || T\\^^p) = 1,1 ^ p < oo. Therefore, equality holds throughout
(3.20), so

(3.21)

Because | ψ(A) | — -ψ (A) 2; 0, we have

(3.22) ψ(A) = \ψ(A)\^0.

Thus, condition (ii) in (2.1) is satisfied.

The smoothing property (3.2) implies T is idempotent: T2X =
T(1-TX) = T1-TX= TX. Now let A, B, Ce S^, using (3.17), (3.2),
(3.8), the fact that T maps bounded measurable functions into bounded
measurable functions, and idempotence, we have

= \τ(IA T(IB.(TIΰ))dμ
(3.23) J

= yτIΛ).T(IB.(TI0))dμ



A CHARACTERIZATION OF CONDITIONAL PROBABILITY 983

= \(TIA).(TIB).(T%)dμ

Clearly, the result is the same if A is interchanged with B or A is
interchanged with C Thus, condition (iii) in (2.1) is satisfied; and
ψ( ) is a conditional probability in £fu by Theorem 2. The integral
with respect to ψ(-) of Xej^ is if^X, where & is the suW-field
defined by

Thus, ^ consists of those sets in s/ whose indicator functions are
invariant under g7^. It is well known [2, p. 348] that g7^ defines
an .^-continuous linear transformation (1 ^ p < oo). Then,

(3.24) gf *J κ = ψ(A) = T74 ,

and so the restriction of if ^ to j£fp agrees with the ^-continuous
operator T on a generating set; hence, it agrees on all of SfP. We
conclude that T is gf ^ on ^ . This, with the fact then that & =
{A G J ^ I Γ/^ = IΛ}, finishes the proof of Theorem 3.

This theorem shows that the set of averaging operators in J2?r

and Sfs are in one-to-one correspondence 1 ^ r, s < co. Moreover,
every averaging operator T on «S? has a unique Jί^-continuous ex-
tension H s ^ r < ω. In a subsequent publication, the author in-
tends to relate these facts to the work of Sidak [5].
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