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We assume that a finite group \( G \) acts on the left on finite sets \( X \) and \( Y \), and that there is given a function \( f: X \to Y \). We assume that \( f(ax) = af(x) \) for all \( a \in G \) and \( x \in X \); and that \( f^{-1}(y) \) has the same number \( h \) of elements for all \( y \in Y \). We show that the cohomology groups \( H^r(X; G, A) \) and \( H^r(Y; G, A) \) of the permutation representations \( (G, X) \) and \( (G, Y) \) with values in a \( G \)-module \( A \) are interrelated by homomorphisms:

\[
H^r(Y; G, A) \to H^r(X; G, A) \quad \text{and} \quad H^r(Y; G, A) \to H^r(Y; G, A), \quad \text{for all} \ r \in \mathbb{Z}.
\]

The main properties of \( \text{inf.} \) (inflation) and \( \text{def.} \) (deflation) are:

I. For all \( r \in \mathbb{Z} \), \( \text{def.} \text{inf.} : H^r(Y; G, A) \to H^r(Y; G, A) \) consists of multiplying the elements of \( H^r(Y; G, A) \) by \( h^q \), where \( q \geq 1 \) and \( q \) depends on \( r \).

II. If for some \( r \in \mathbb{Z} \), \( H^r(Y; G, A) \) is uniquely divisible by \( h \), \( \text{inf.} \) is a monomorphism and \( \text{def.} \) is an epimorphism and \( H^r(X; G, A) = \text{im} \text{inf.} \oplus \ker \text{def.} \), where \( \oplus \) denotes the direct sum of abelian groups.

III. \( H^r(Y; G, A) \) is uniquely divisible by \( h \) for all \( r \in \mathbb{Z} \) in each of the following two cases.

IIIa. \( A \) is uniquely divisible by \( h \).

IIIb. \( (h, m) = 1 \) where \( m \) is the index of \( (G, Y) \).

We then study the special case where the permutation representations \( (G, X) \) and \( (G, Y) \) are transitive and where \( (G, X) \) is furthermore free of fixed points. Since the classical inflation and deflation mappings fall under this heading, we have now extended these mappings to all of \( \mathbb{Z} \). We describe the six mappings \( \text{inf.} \) and \( \text{def.} \) for \( r = 0, \pm 1 \) explicitly in terms of trace mappings, augmentation ideals and crossed homomorphisms.

\( G \) stands for a finite group. For every normal subgroup \( H \) of \( G \) and \( G \)-module \( A \), the inflation (or lift) mapping \( H^r(G/H, A^H) \to H^r(G, A) \) is well known for \( r \geq 1 \); \( A^H \) always denotes the submodule of \( A \) whose elements are left fixed by \( H \). Dually, there is available the deflation mapping \( H^r(G, A) \to H^r(G/H, A^H) \) for \( r \leq -2 \) (see [7]). In the present paper we extend the inflation and deflation mappings to all \( r \in \mathbb{Z} \). (\( Z \) denotes the ring of the rational integers.) We develop the theory for arbitrary permutation representations (see [6] for the cohomology of permutation representations) which includes the case
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that $H$ is not normal.

The fact that the inflation mapping followed by the deflation mapping consists of multiplying by a power of $[H:1]$ (see Theorem 5.1), indicates that these mappings behave particularly nicely if $A$ is uniquely divisible by $[H:1]$, or if $H$ is a Hall subgroup of $G$. These cases are worked out in § 6, 7, 8, 11, 12 and 13 and are needed for the author's forthcoming paper on duality in the cohomology of permutation representations. The study of deflation in dimension 1 brings to the fore natural endomorphisms of the group of crossed homomorphisms from $G$ to $A$. There is one such endomorphism for each subgroup of $G$. (see § 15 and 16.)

1. Inflation for chains. $X$ stands for a finite set and $(G, X)$ for a permutation representation (see the introduction of [6]); i.e., $\sigma x \in X$ for all $x \in X$ and $\sigma \in G$, and $(\sigma \tau)x = \sigma(\tau x)$ and $1x = x$ for all $\sigma, \tau \in G$; 1 always denotes the unit element of the group under discussion. Let $(L, Y)$ be a second permutation representation of some finite group $L$ acting on some finite set $Y$, and let $\theta = (\varphi, f): (G, X) \to (L, Y)$ be a morphism of permutation representations (see the introduction of [6]); i.e., $\varphi: G \to L$ is a group homomorphism and $f: X \to Y$ is a function where $f(\sigma x) = \varphi(\sigma)f(x)$ for all $\sigma \in G$ and $x \in X$. The $r$th chain group $C_r(X; G)$ of the standard complex $C_r(X; G)$ of $(G, X)$ is the $G$-module $Z[X^q]$, where $X^q$ is the cartesian product of $X$ with itself $q$ times; $q = r + 1$ if $r \geq 0$ and $q = -r$ if $r < 0$ (see § 1 of [6]; the same definitions hold of course for $(L, Y)$.) The function $(x_1, \cdots, x_q) \to (f(x_1), \cdots, f(x_q))$ from $X^q$ to $Y^q$ can be extended by linearity to a homomorphism $\alpha_2: Z[X^q] \to Z[Y^q]$ which is a $G$-homomorphism if we regard the $L$-module $Z[Y^q]$ as a $G$-module under $\varphi: G \to L$. All this gives rise to the diagram:

\[
\begin{array}{ccccccc}
\cdots & \xrightarrow{d_2} & C_1(X; G) & \xrightarrow{d_1} & C_0(X; G) & \xrightarrow{d_0} & C_{-1}(X; G) & \xrightarrow{d_{-1}} & C_{-2}(X; G) & \xrightarrow{d_{-2}} & \cdots \\
\downarrow{\alpha_1} & & \downarrow{\alpha_0} & & \downarrow{\varepsilon} & & \downarrow{\mu} & & \downarrow{\alpha_{-1}} & & \downarrow{\alpha_{-2}} \\
\cdots & \xrightarrow{d_2} & C_1(Y; L) & \xrightarrow{d_1} & C_0(Y; L) & \xrightarrow{d_0} & C_{-1}(Y; L) & \xrightarrow{d_{-1}} & C_{-2}(Y; L) & \xrightarrow{d_{-2}} & \cdots 
\end{array}
\]

We have primed the differentiation mappings $d'_r$ and augmentation mappings $\varepsilon', \mu'$ of the complex $C_r(Y; L)$. We know from § 1 of [6] that $\mu \varepsilon = d_0$ and that $\mu' \varepsilon' = d'_0$; and § 13 of [6] tells us that $d'_r \alpha_r = \alpha_{r-1} d_r$ for $r \geq 1$ and that $\varepsilon' \alpha_0 = \varepsilon$. The reason why one shies away from studying $\alpha_r$ for $r < 0$ is that these commutativity relations fail
for \( r < 0 \). We show however that they fail by so little that these maps \( \alpha_r \) are still very useful for \( r < 0 \).

We assume for the remainder of this paper that \( f^{-1}(y) \) contains the same number of elements for all \( y \in Y \), and denote this number by \( h \). This implies of course that \( f: X \to Y \) is an epimorphism and hence that \( \alpha_r \), for all \( r \in Z \), is an epi. Conversely, if \( f \) is an epi and the permutation representation \((G, X)\) is transitive, the number of elements in \( f^{-1}(y) \) does not depend on \( y \). This follows easily from the fact that for every morphism of permutation representations the partitioning \( X = \bigcup f^{-1}(y) \) of \( X \) consists of domains of imprimitivity of \((G, X)\). (See §146 of [2] for domains of imprimitivity.)

We replace the differentiation operator \( d'_r \) of \( C_r(Y; L) \) by \( h\theta'_r \) if \( r < 0 \), but leave \( d'_r \) unchanged for \( r < 0 \). We also change \( \mu' \) to \( h\mu' \) but leave \( \varepsilon' \) unchanged. We now show that the following diagram displays a chain mapping of complexes.

\[
\begin{array}{ccccccc}
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
& & & & & & \\
\cdots & \overset{d_2}{\longrightarrow} & C_1(X; G) & \overset{d_1}{\longrightarrow} & C_0(X; G) & \overset{d_0}{\longrightarrow} & C_{-1}(X; G) & \overset{d_{-1}}{\longrightarrow} & C_{-2}(X; G) & \overset{d_{-2}}{\longrightarrow} & \cdots \\
\end{array}
\]

(I)

\[
\begin{array}{ccccccc}
& & & & & & \\
\cdots & \overset{\varepsilon}{\longrightarrow} & Z & \overset{\mu}{\longrightarrow} & \cdots & \overset{\alpha_{-1}}{\longrightarrow} & \cdots & \overset{\alpha_{-2}}{\longrightarrow} & \cdots \\
& & & & & & \\
\cdots & \overset{h\mu'}{\longrightarrow} & C_1(Y; L) & \overset{h\varepsilon'}{\longrightarrow} & C_0(Y; L) & \overset{h\theta'_0}{\longrightarrow} & C_{-1}(Y; L) & \overset{h\theta'_{-1}}{\longrightarrow} & C_{-2}(Y; L) & \overset{h\theta'_{-2}}{\longrightarrow} & \cdots \\
\end{array}
\]

**Proposition 1.1.** The upper row of diagram (I) is a \( G \)-complex and the lower row is an \( L \)-complex. The diagram is completely commutative, that is;

1. \( d'_r\alpha_r = \alpha_{r-1}\partial_r \) for \( r \geq 1 \);
2. \( \varepsilon'\alpha_0 = \varepsilon \);
3. \( \mu\varepsilon = \partial_0' \);
4. \( h\mu'\varepsilon' = h\theta'_0 \);
5. \( \alpha_{-1}\mu = h\mu' \);
6. \( h\theta'_r\alpha_r = \alpha_{r-1}\partial_r \) for \( r \leq -1 \).

The chain mapping \( \{\alpha_r, r \in Z\} \) is an epimorphism and a \( G \)-mapping if we consider the lower row as a \( G \)-complex under \( \varphi: G \to L \).

**Proof.** The upper row is the \( G \)-complex \( C_r(X; G) \). The fact that \( C_r(Y; L) \) is an \( L \)-complex implies immediately that the lower row is also an \( L \)-complex. The first three commutativity relations have been discussed above and (4) follows from \( \mu'\varepsilon' = \partial'_r \). For (5) we observe that \( \alpha_{-1}\mu(1) = \alpha_{-1}\Sigma x = \Sigma \mu(x) = h\Sigma y = h\mu'(1) \). For (6) we select \( (x_1, \ldots, x_r) \in X^r \) and use the definition of \( \partial_{-r} \) of §1 of [6] to
compute that \( \alpha_{-r-1}(x_1, \cdots, x_r) = \alpha_{-r-1}(\Sigma_{x \in X}(x_1, x_1, \cdots, x_r) + \Sigma_{i=1}^{-1}(-1)^i \Sigma_{x \in X}(f(x_1), \cdots, f(x_i), \cdots, f(x_r)) = \sum_{x \in X}(f(x), \cdots, f(x_i)) + \Sigma_{i=1}^{-1}(-1)^i \Sigma_{x \in X}(f(x_1), \cdots, f(x_i), \cdots, f(x_r)) + h\Sigma_{x \in Y}(f(x_1), \cdots, f(x_i), \cdots, f(x_r)) = h\alpha_{-r-1}(x_1, \cdots, x_r). \) Finally, the fact that \( \alpha_r; C_r(X; G) \rightarrow C_r(Y; L) \) is an epimorphism and may be regarded as a G-homomorphism has been mentioned previously. Done.

One should be careful to observe that the lower row of diagram (I) may not be acyclic any longer. True, its \( r \)th cycle group is the same as the \( r \)th cycle group of the acyclic complex \( C_r(Y; L) \), because \( C_r(Y; L) = Z[Y^q] \) is without torsion for all \( r \in Z \). However, if \( r \leq -1 \), the \( r \)th boundary group of the lower row of diagram (I) is \( hB_r \), where \( B_r \) denotes the \( r \)th boundary group of \( C_r(Y; L) \).

It is convenient to think of the mappings \( \alpha_r \) as the “inflation mappings for chains” because, if \( r \geq 1 \), \( \alpha_r \) gives rise to the customary inflation mapping (see Definition 4.1). If however \( r \leq 0 \), either \( \alpha_r \) or \( h\alpha_r \) is used to define the inflation mapping (same definition).

2. Deflation for chains. We define, for every \( r \in Z \), a homomorphism \( \beta_r; C_r(Y; L) \rightarrow C_r(X; G) \). Again, \( C_r(Y; L) = Z[Y^q] \), where \( q = r + 1 \) if \( r \geq 0 \) and \( q = -r \) if \( r < 0 \). The mapping \( (y_1, \cdots, y_q) \rightarrow \Sigma(x_i_1, \cdots, x_i_q) \), where the summation is over all \( q \)-tuples of the cartesian product \( f^{-1}(y_1) \times \cdots \times f^{-1}(y_q) \), maps the \( Z \)-base of \( Z[Y^q] \) into \( Z[X^q] = C_r(X; G) \). We define \( \beta_r \) as the extension by linearity of this mapping to \( Z[Y^q] \). We observe that \( \beta_r \) is the dual of the mapping \( \alpha_{-r-1} \) in the following sense. \( C_r(Y; L) \) may be regarded as \( \text{Hom}_r(C_{-r-1}(Y; L), Z) \) and similarly, for \( C_r(X; G) \). (See §1 of [6].) If we apply the functor \( \text{Hom}_r(\ast, Z) \) to the homomorphism \( \alpha_{-r-1}; C_{-r-1}(X; G) \rightarrow C_{-r-1}(Y; L) \) we obtain the homomorphism \( \beta_r; C_r(Y; L) \rightarrow C_r(X; G) \). This observation makes the following proposition into an easy corollary of Proposition 1.1.

**Proposition 2.1.** The upper row of diagram (II) (see below) is a \( G \)-complex and the lower row is an \( L \)-complex. The diagram is completely commutative, that is:

1. \( \partial_r \beta_r = \beta_r \partial_r^l \) for \( r \geq 1 \);
2. \( e \beta_0 = h \epsilon^l \);
3. \( \mu \epsilon = \partial_0^l \);
4. \( \mu^l \epsilon^l = h \partial_0^l \);
5. \( \beta_{-1} \mu^l = \mu \);
6. \( \partial_r \beta_r = \beta_r \partial_r^l \) for \( r \leq -1 \).

The chain mapping \( \{ \beta_r; r \in Z \} \) is a monomorphism and is a \( G \)-mapping if we consider the lower row as a \( G \)-complex under \( \varphi; G \rightarrow L \).
Observe that the lower rows of diagrams (I) and (II) are not the same but correspond to one another under the functor $\text{Hom}_G(\ast, Z)$. It is convenient to think of the mappings $\beta_r$ as the "deflation mappings for chains" because, if $r \leq -2$, $\beta_r$ gives rise to the deflation mapping defined in [7]. If however $r \geq -1$, either $\beta_r$ or $h\beta_r$ is used to define the deflation mapping (see Definition 5.1).

**PROPOSITION 2.2.** $\alpha_r \beta_r = h^{r+1}$ if $r \geq 0$ and $\alpha_r \beta_r = h^{-r}$ if $r \leq -1$. Here, $h^q$ denotes the endomorphism of $C_q(Y; L)$ which consists of multiplying its elements by $h^q$.

**Proof.** The $Z$-base of $C_q(Y; L)$ consists of the $q$-tuples $(y_1, \ldots, y_q) \in Y^q$. Furthermore, $\alpha_r \beta_r(y_1, \ldots, y_q) = \alpha_r \Sigma(x_i, \ldots, x_q) = \Sigma(f(x_i), \ldots, f(x_i))$ where the summation is over the $h^q$ $q$-tuples $(x_1, \ldots, x_q)$ of the cartesian product $f^{-1}(y_1) \times \cdots \times f^{-1}(y_q)$. Hence the last sum is equal to $h^q(y_1, \ldots, y_q)$. Done.

3. Inflation and deflation for cochains. We now have to "hom" diagrams (I) and (II) with modules. Although it is possible to work simultaneously with a $G$-module and an $L$-module, we restrict ourselves to the case which is of principal interest for group theory. We assume for the remainder of this paper that $G = L$ and that $\varphi$ is the identity mapping of $G$. Furthermore, $A$ stands for a $G$-module.

If we apply the functor $\text{Hom}_G(\ast, A)$ to the chain complex $C_\ast(X; G)$, we obtain the cochain complex $C^\ast(X; G, A)$ (see §2 of [6]). We denote the $r$th cochain group of $C^\ast(X; G, A)$ by $C^r(X; G, A)$ and treat the permutation representation $(G, Y)$ in the same way. Hence, under the functor $\text{Hom}_G(\ast, A)$, the mappings $\alpha_\ast: C_\ast(X; G) \to C_\ast(Y; G)$ and $\beta_\ast: C_\ast(Y; G) \to C_\ast(X; G)$ become, respectively, mappings $a_r: C^r(X; G, A) \to C^r(Y; G, A)$ and $b_r: C^r(Y; G, A) \to C^r(Y; G, A)$; here, $a_r = \text{Hom}_G(\alpha_r, 1_A)$ and $b_r = \text{Hom}_G(\beta_r, 1_A)$ where $1_A$ denotes the identity of $A$. When we apply the same functor to diagrams (I) and (II) we obtain, respectively, diagrams (III) and (IV); and Propositions 1.1, 2.1 and 2.2 give Proposition 3.1.
\[ \cdots \to C^{-2}(X; G, A) \to C^{-1}(X; G, A) \to C^0(X; G, A) \to C^1(X; G, A) \to \cdots \]
\[ (III) \quad \xrightarrow{a_{-2}} \quad \xrightarrow{a_{-1}} \quad \xrightarrow{a_0} \quad \xrightarrow{a_1} \]
\[ \cdots \to C^{-2}(Y; G, A) \to C^{-1}(Y; G, A) \to C^0(Y; G, A) \to C^1(Y; G, A) \to \cdots \]

\[ (IV) \quad \xrightarrow{b_{-2}} \quad \xrightarrow{b_{-1}} \quad \xrightarrow{b_0} \quad \xrightarrow{b_1} \]
\[ \cdots \to C^{-2}(X; G, A) \to C^{-1}(X; G, A) \to C^0(X; G, A) \to C^1(X; G, A) \to \cdots \]

**Proposition 3.1.** All four rows in diagrams (III) and (IV) are complexes of abelian groups, and both diagrams are commutative diagrams. The chain mapping \( \{a_r; r \in \mathbb{Z}\} \) is a monomorphism, but the chain mapping \( \{b_r; r \in \mathbb{Z}\} \) is not necessarily an epimorphism. Furthermore, \( b_r a_r = h_r^{r+1} \) if \( r \geq 0 \) and \( b_r a_r = h_r^{r-1} \) if \( r \leq -1 \); here, \( h_r \) denotes the endomorphism of \( C^r(Y; G, A) \) which consists of multiplying its elements by \( h_r \).

It is clear from the previous sections that it is convenient to think of the mappings \( a_r \) and \( b_r \) as, respectively, the "inflation mapping" and "deflation mapping" for cochains.

4. Inflation for cohomology groups. We denote, as in [6], the \( r \)th cocycle group (coboundary group, cohomology group) of the complex \( C^\ast(X; G, A) \) by \( Z^r(X; G, A) \), \( B^r(X; G, A) \), \( H^r(X; G, A) \); we do of course the same for \( C^\ast(Y; G, A) \). We read immediately from diagram (III) that \( a_r(Z^r(Y; G, A)) \subseteq Z^r(X; G, A) \) for all \( r \in \mathbb{Z} \); and that \( a_r(B^r(Y; G, A)) \subseteq B^r(X; G, A) \) if \( r \geq 1 \). If \( r \leq 0 \), \( a_r \) may not transform coboundaries into coboundaries (see Example 9.1); this depends on the nature of our morphism \( (G, X) \to (G, Y) \) and the \( G \)-module \( A \). However, diagram (III) does tell us immediately that \( ha_r(B^r(Y; G, A)) \subseteq B^r(X; G, A) \) and that \( ha_r(Z^r(Y; G, A)) \subseteq Z^r(X; G, A) \) for all \( r \in \mathbb{Z} \).

The above implies the following for the cohomology groups. The homomorphism \( ha_r \) always induces a homomorphism \( (ha_r)^\ast: H^r(Y; G, A) \to H^r(X; G, A) \) for all \( r \in \mathbb{Z} \). The homomorphism \( a_r \) induces a homomorphism \( a_r^\ast: H^r(Y; G, A) \to H^r(X; G, A) \) for \( r \geq 1 \) but, depending on the morphism \( (G, X) \to (G, Y) \) and on \( A \), not for \( r \leq 0 \). Whenever \( a_r^\ast \) exists, that’s the mapping we want. If however \( a_r^\ast \) does not exist we should not despair but be satisfied with \( (ha_r)^\ast \). The following definition reflects this attitude.

**Definition 4.1.** Let \( r \in \mathbb{Z} \). If it happens that \( a_r(B^r(Y; G, A)) \subseteq \)
$B^r(X; G, A)$, we call the homomorphism $a^*: H^r(Y; G, A) \rightarrow H^r(X; G, A)$ the inflation mapping or lift mapping for dimension $r$. If $a_r(B^r(Y; G, A)) \subset B^r(X; G, A)$, we call the homomorphism $(ha_r)^*: H^r(Y; G, A) \rightarrow H^r(X; G, A)$ the inflation mapping or lift mapping. We denote the inflation mapping by $\text{inf}$ or $\text{inf}_r$.

The above definition gives the customary inflation mapping when $r \geq 1$. We repeat that, when $r \leq 0$, it depends on the morphism $(G, X) \rightarrow (L, F)$ and the module $A$ whether $\text{inf}_r = \alpha_r$ or $\text{inf}_r = (ha_r)^*$.

**Remark 4.1.** One could obviously have proceeded differently. Namely, diagram (III) shows that $a_r$ always induces a homomorphism from the $r$th cohomology group $H^r$ of the lower row of that diagram into $H^r(X; G, A)$. The groups $H^r$ for $r \leq 0$ seem to be of no particular interest for group theory which is why we proceeded as in Definition 4.1.

**Example 4.1.** Consider the morphism of permutation representations $(1, f): (G, G) \rightarrow (G, G/H)$. Here, $X = G$ and the permutation representation $(G, G)$ consists of $G$ acting by left multiplication on itself. Furthermore $H$ is a subgroup of $G$, not necessarily normal, and $Y$ is the set $G/H$ of the left cosets of $H$. The permutation representation $(G, G/H)$ consists of $G$ acting on these cosets by left multiplication. Finally, $f(\sigma) = \sigma H$ for $\sigma \in G$. The number of elements in $f^{-1}(\sigma H)$ is the order $h$ of $H$ and hence is independent of $\sigma H$. Consequently, Definition 4.1 applies and $\text{inf}_r: H^r(G/H; G, A) \rightarrow H^r(G; G, A)$ is defined for all $r \in \mathbb{Z}$. As is well known, $H^r(X; G, A)$ is the classical cohomology group $H^r(G, A)$ and $H^r(G/H; G, A)$ is the relative group $H^r(G; H, A)$ defined in [1]. If $r \geq 1$, $\text{inf}_r$ coincides with the inflation mapping defined in §7 of [1]. If $H$ is a normal subgroup of $G$, $H^r(G; H, A)$ is isomorphic with the classical cohomology group $H^r(G/H, A^H)$ (see the Corollary on page 68 of [1]) and we obtain, if $r \geq 1$, the customary inflation mapping from $H^r(G/H, A^H)$ into $H^r(G, A)$. We shall frequently come back to this example.

5. Deflation for cohomology groups. We read from diagram (IV) that $b_r(B^r(X; G, A)) \subset B^r(Y; G, A)$ for all $r \in \mathbb{Z}$; and that $b_r(Z^r(X; G, A)) \subset Z^r(Y; G, A)$ if $r \leq -2$. If $r \geq -1$, $b_r$ may not transform cocycles into cocycles. Diagram (IV) also tells us that $hb_r(Z^r(X; G, A)) \subset Z^r(Y; G, A)$ and that $hb_r(B^r(X; G, A)) \subset B^r(Y; G, A)$ for all $r \in \mathbb{Z}$.

Consequently, $hb_r$ induces a homomorphism $(hb_r)^*: H^r(X; G, A) \rightarrow H^r(Y; G, A)$ for all $r \in \mathbb{Z}$. The homomorphism $b_r$ induces a homomorphism $b_r^*: H^r(X; G, A) \rightarrow H^r(Y; G, A)$ for $r \leq -2$ but, depending on the morphism $(G, X) \rightarrow (L, Y)$ and the module $A$, not for $r \leq -1$. 
We proceed as in the case of inflation.

**DEFINITION 5.1.** Let \( r \in \mathbb{Z} \). If it happens that \( b_r(Z^*(X; G, A)) \subseteq Z^*(Y; G, A) \), we call the homomorphism \( b_r^*: H^r(X; G, A) \to H^r(Y; G, A) \) the deflation mapping for dimension \( r \). If \( b_r(Z^*(X; G, A)) \not\subseteq Z^*(Y; G, A) \), we call the homomorphism \( (hb_r)^*: H^r(X; G, A) \to H^r(Y; G, A) \) the deflation mapping. We denote the deflation mapping by \( \text{def} \) or \( \text{def}_r \).

We repeat that, when \( r^2 - 2 \), \( \text{def}_r = (b_r)^* \). If \( r^2 - 1 \), it depends on the morphism \((G, X) \to (G, Y)\) and the \( G \)-module \( A \) whether \( \text{def}_r = b_r^* \) or \( \text{def}_r = (hb_r)^* \). Remark 4.1 applies of course equally well to deflation.

**EXAMPLE 5.1.** Consider the morphism \((1, f): (G, G) \to (G, G/H)\) of Example 4.1. Definition 5.1 defines the deflation mapping \( \text{def}_r: H^r(G, A) \to H^r(G/H, A) \) for all \( r \in \mathbb{Z} \). If \( H \) is a normal subgroup of \( G \), \( \text{def}_r \) maps \( H^r(G, A) \) into \( H^r(G/H, A) \); if furthermore \( r^2 - 2 \), \( \text{def}_r \) coincides with the deflation mapping studied in [7].

**THEOREM 5.1.** Let \( h^\circ \) denote the endomorphism of \( H^*(Y; G, A) \) which consists of multiplying its elements by \( h^\circ \). For each \( r \in \mathbb{Z} \) there exists an integer \( q \geq 1 \), depending on \( r \), such that \( \text{def}_r, \text{inf}_r = h^\circ \).

**Proof.** \( \text{def}_r, \text{inf}_r \) is equal to \( b_r^*a_r^* \) or to \( (hb_r)^*a_r^* \) or \( b_r^*(ha_r)^* \) or \( (hb_r)^*(ha_r)^* \). Proposition 3.1 tells us that \( b_r, (hb_r)a_r, b_r(ha_r) \) and \( (hb_r)(ha_r) \) all consist of multiplying the elements of \( C^*(Y; G, A) \) by a positive power of \( h \). Done.

We now study various special instances of inflation and deflation. Hereto, we need some material on uniquely divisible modules.

6. Uniquely divisible modules. In this whole section, \( k \in \mathbb{Z} \) stands for a fixed, nonzero integer. If \( F \) is a module (i.e., an abelian group written additively) we denote the identity mapping of \( F \) onto itself by \( 1_F \). Hence, \( k1_F \) denotes the endomorphism of \( F \) which consists of multiplying its elements by \( k \). As always, \( F \) is called divisible by \( k \) if \( k1_F \) is an epimorphism; and \( F \) is called uniquely divisible by \( k \) if \( k1_F \) is an automorphism.

**PROPOSITION 6.1.** Let \( 0 \to D \xrightarrow{i} E \xrightarrow{j} F \to 0 \) be an exact sequence of modules. If two of them are uniquely divisible by \( k \), so is the third.

**Proof.** Consider the commutative diagram
where the vertical arrows denote, respectively, $k_1_D$, $k_1_E$ and $k_1_F$. We conclude from the "5 lemma" (see [3], page 5) that, if two of the vertical arrows are automorphisms, so is the third. Done.

**Proposition 6.2.** Let $v: E \to F$ be a homomorphism from the module $E$ to the module $F$. If $E$ and $F$ are both uniquely divisible by $k$, so are $\ker(v)$, $\coker(v)$, $\text{im}(v)$ and $\text{coim}(v)$. (Coim stands for coinage.)

*Proof.* Since $E$ is divisible by $k$, $\text{im}(v)$ is evidently divisible by $k$. The fact that, actually, $\text{im}(v)$ is uniquely divisible by $k$ then follows from the fact that $k_1_F$ is a monomorphism. This also takes care of $\text{coim}(v) \cong \text{im}(v)$. We now apply Proposition 6.1 to the exact sequences $0 \to \text{im}(v) \to F \to \coker(v) \to 0$ and $0 \to \ker(v) \to E \to \text{coim}(v) \to 0$ and we are done.

**Remarks 6.1.** Propositions 6.1 and 6.2 together say that the category of modules which are uniquely divisible by $k$ is a complete subcategory of the category of abelian groups (see page 138 of [5]). This subcategory is not "épaisse" (same reference) since the additive group of $\mathbb{Z}$ is a subgroup of the additive group of the rational numbers; the latter group is uniquely divisible by $k$ but, if $k \neq \pm 1$, the first one is not.

**Proposition 6.3.** Let $E$ and $F$ be two $\Lambda$-modules where $\Lambda$ is some ring with unit element. If one of the modules is uniquely divisible by $k$, so is $\text{Hom}_\Lambda(E, F)$.

*Proof.* Suppose that $k_1_E$ is an automorphism. Then, $\text{Hom}_\Lambda(k_1_E, 1_F): \text{Hom}_\Lambda(E, F) \to \text{Hom}_\Lambda(E, F)$ is an automorphism, and it consists of course of multiplying the elements of $\text{Hom}_\Lambda(E, F)$ by $k$. We proceed similarly if $k_1_F$ is an automorphism. Done.

We now return to our permutation representation $(G, X)$. Since $(G, X)$ is entirely arbitrary, Lemma 6.1 is valid for all permutation representations.

**Lemma 6.1.** Let $A$ be a $G$-module which is uniquely divisible by $k$. Then, $H^r(X; G, A)$ is uniquely divisible by $k$ for all $r \in \mathbb{Z}$. 

Proof. Let \( r \in \mathbb{Z} \). \( C^r(X; G, A) = \text{Hom}_\mathbb{A} (C_r(X; G), A) \) is uniquely divisible by \( k \) by Proposition 6.3. We apply Proposition 6.2 to the homomorphisms \( C^{r-1}(X, G, A) \to C^r(X; G, A) \to C^{r+1}(X; G, A) \) and find that the cocycle group \( Z^r(X; G, A) \) and the coboundary group \( B^r(X, G, A) \) are uniquely divisible by \( k \). Since \( H^r(X; G, A) \) is the cokernel of the inclusion mapping \( B^r(X; G, A) \to Z^r(X; G, A) \), the same proposition gives the desired result.

Remark 6.2. Lemma 6.1 gives a cute proof of the well known fact that \( H^r(G, A) = 0 \) if \( A \) is uniquely divisible by the order \( n \) of \( G \). Namely, \( nH^r = 0 \) and, by Lemma 6.1, \( nH^r(G, A) = H^r(G, A) \). More generally, if \( A \) is uniquely divisible by the index of the permutation representation \( (G, X) \), then \( H^r(X; G, A) = 0 \) for all \( r \in \mathbb{Z} \). (See Corollary 10.2 of [6].)

7. The case that \( H^r(Y; G, A) \) is uniquely divisible by \( h \). We recall that the set \( Y \) is partitioned into the domains of transitivity \( T_1, \ldots, T_w \) of the permutation representation \( (G, Y) \). If \( T_i \) has \( m_i \) elements, the greatest common divisor \( m \) of \( m_1, \ldots, m_w \) is called the index of \( (G, Y) \) (see §4 of [6]).

Lemma 7.1. Let \( d = (h, m) \). If \( A \) is uniquely divisible by \( d \), then \( H^r(Y; G, A) \) is uniquely divisible by \( h \) for all \( r \in \mathbb{Z} \).

Proof. \( H^r(Y; G, A) \) is uniquely divisible by \( d \) by Lemma 6.1, and \( mH^r(Y; G, A) = 0 \) by Corollary 10.2 of [6]. Done.

The following proposition is an immediate corollary of Lemma 7.1.

Proposition 7.1. In each of the following two cases \( H^r(Y, G, A) \) is uniquely divisible by \( h \) for all \( r \in \mathbb{Z} \).

(a) \( A \) is uniquely divisible by \( h \).

(b) \( (h, m) = 1 \).

Example 7.1. Case (b) of Proposition 7.1 is important for Hall subgroups. \( (A \) subgroup \( H \) of \( G \) is called a Hall subgroup if the order of \( H \) is relatively prime to the index \( [G: H] \) of \( H \).) In the morphism \( (G, G) \to (G, G/H) \) of Example 4.1, the index of \( (G, G/H) \) is the index \( [G: H] \); hence, \( (h, m) = 1 \) if and only if \( H \) is a Hall subgroup of \( G \).

Theorem 7.1. Let \( r \in \mathbb{Z} \) and let \( H^r(Y; G, A) \) be uniquely divisible by \( h \). Then, \( \text{inf}_r \) is a monomorphism and \( \text{def}_r \) is an epimorphism; and \( H^r(X; G, A) = \text{im} (\text{inf}_r) \oplus \text{ker}(\text{def}_r) \) where \( \oplus \) denotes the direct sum of abelian groups.
Proof. def, inf, = h for some q ≥ 1 by Theorem 5.1. Since h is an automorphism of $H^r(Y; G, A)$, Theorem 7.1 follows from routine group arguments.

Example 7.2. Consider the morphism $(G, G) \rightarrow (G, G/H)$ of Example 4.1 and suppose that, for some $r \in \mathbb{Z}$, $H^r(G/H; G, A)$ is uniquely divisible by $h$. Since $mH^r(G/H; G, A) = 0$ where $m = [G: H]$, it is obvious that $m(\text{im}(\text{inf}_r)) = 0$. It may however very well be that $H^r(X; G, A)$, which is equal to $H^r(G, A)$, contains further elements which are annihilated by $m$. For instance, if $A$ is uniquely divisible by $h$, all elements of $H^r(X; G, A)$ are annihilated by $m$. This follows from (1) $H^r(X; G, A)$ is divisible by $h$ (it is even uniquely divisible by $h$ by Lemma 6.1); (2) $mhH^r(X; G, A) = 0$ since $H^r(X; G, A) = H^r(G, A)$ and $mh$ is the order of $G$.

In this connection, it is interesting to recall that Faddeev proved in [4] that, if $H$ is a Hall subgroup of $G$, and $r ≥ 1$, $\text{im}(\text{inf}_r)$ consists of all the elements of $H^r(G, A)$ which are annihilated by $m$. We conclude: Let $r ≥ 1$, let $A$ be uniquely divisible by $h$ and let $H$ be a Hall subgroup of $G$. Then, $\text{inf}$ and $\text{def}$ are both isomorphisms. In particular, $H^r(G, A) \simeq H^r(G; H, A)$. (This last isomorphism and the fact that inf is an isomorphism also follow from Faddeev’s results on the restriction mapping. All one has to observe is that $H^r(H, A) = 0$, since $A$ is uniquely divisible by $h$.) The author conjectures that this result remains true for $r ≤ 0$.

8. The case that $A$ is uniquely divisible by $h$. We know from Lemma 6.1 that, if $A$ is uniquely divisible by $h$, Theorem 7.1 may be applied for all $r \in \mathbb{Z}$. We now add to this that in this case $\text{inf}_r = a^*_r$ and $\text{def}_r = b^*_r$ for all $r \in \mathbb{Z}$. In other words, the factor $h$ in Definitions 4.1 and 5.1 can be omitted. For deflation this is even correct if $h1_A$ is only a monomorphism.

Theorem 8.1. If $A$ is uniquely divisible by $h$, $\text{inf}_r = a^*_r$ for all $r \in \mathbb{Z}$. If $h1_A$ is a monomorphism, $\text{def}_r = b^*_r$ for all $r \in \mathbb{Z}$.

Proof. Let $A$ be uniquely divisible by $h$ and select $r \in \mathbb{Z}$. We see from diagram (III) that the $r$th coboundary group of the lower row of that diagram is $B^r(Y; G, A)$ if $r ≥ 1$ and is $hB^r(Y; G, A)$ if $r ≤ 0$. We see from the proof of Lemma 6.1 that $B^r(Y; G, A)$ is uniquely divisible by $h$ and hence $hB^r(Y; G, A) = B^r(Y; G, A)$. Since $\{a_i, i \in \mathbb{Z}\}$ is a chain mapping it is now clear that $a_r(B^r(Y; G, A)) \subset B^r(X; G, A)$; hence, by Definition 4.1, $\text{inf}_r = a^*_r$.

Let $h1_A$ be a monomorphism and select $r \in \mathbb{Z}$. We see from
diagram (IV) that the $r$th cocycle group of the lower row of that diagram is $Z^r(Y; G, A)$ if $r \leq -2$ and is $\ker(h\delta')$ if $r \geq -1$. Since $h1_A$ is a monomorphism the endomorphism which consists of multiplying the elements of $C^{r+1}(Y; G, A)$ by $h$ is evidently a mono; hence, $\ker(h\delta') = \ker(\delta') = Z^r(Y; G, A)$. Since $\{b_i, i \in Z\}$ is a chain mapping it is now clear that $b_i(Z^r(X; G, A)) \subset Z^r(Y; G, A)$; hence, by Definition 5.1, $\text{def}_r = b_i^*$. Done.

We are now going to study inflation and deflation for dimensions 0, −1, and 1.

9. Inflation in dimension zero. We restrict ourselves in the remainder of this paper to the morphism $(1_G, f): (G, G) \rightarrow (G, G/H)$ of example 4.1. Hence, from now on, $X = G$, $Y = G/H$, $h = [H: 1]$ and $m = [G; H]$ where $m$ is the index of $(G, G/H)$. We denote the order of $G$ by $n$. The trace mapping $S_{g \mid H}: A^u \rightarrow A^0$ is the customary one; we usually write $S_{g \mid H}$ instead of $S_{g \mid H}$ or $S_{H/1}$.

We know that there exists an isomorphism $j: A \rightarrow C^0(X; G, A)$ given by $(j(a))(1) = a$, where $a \in A$ and 1 is the unit element of $G$. (See Proposition 4.2 of [6].) The same reference tells us that there exists an isomorphism $k: A^u \rightarrow C^0(Y; G, A)$ given by $(k(a))(H) = a$, where $a \in A^u$.

**Proposition 9.1.** The following diagram commutes

\[
\begin{array}{ccc}
A & \xrightarrow{j} & C^0(X; G, A) \\
\uparrow i & & \uparrow \alpha_0 \\
A^u & \xrightarrow{k} & C^0(Y; G, A)
\end{array}
\]

where $i: A^u \rightarrow A$ is the inclusion mapping.

*Proof.* Let $a \in A^u$. Then $(ji(a))(1) = i(a) = a$, while $(a_0k(a))(1) = (k(a))(H) = a$. Done.

We conclude that inflation for 0-cochains is nothing but the inclusion mapping $i: A^u \rightarrow A$. Since $Z^0(Y; G, A) = Z^0(X; G, A) = A^0$ (see Proposition 4.1 of [6]) and $i \mid A^u$ is the identity, inflation for 0-cocycle is the identity mapping of $A^0$. We have observed in § 4 that we cannot expect that $a_0(B^0(Y; G, A)) \subset B^0(X; G, A)$. Let’s see what the situation is.

$B^0(Y; G, A) = S_{g \mid H} A^u$ and $B^0(X; G, A) = S_{g} A$ by Proposition 4.3 of [6]. However the inclusion goes the wrong way, that is, $S_{g} A \subset S_{g \mid H} A^u$ as follows from $S_{g} A = S_{g \mid H} S_{u} A \subset S_{g \mid H} A^u$. We conclude from Definition 4.1:
Proposition 9.2. \( \inf_0 = \alpha_0 \) iff \( S_{g|H}A^u = S_gA \). In that case, \( \inf_0 \) is the identity mapping of \( A^g/S_gA \). Otherwise, \( \inf_0(a + S_{g|H}A^u) = h(a) + S_gA \) for all \( a \in A^g \).

Example 9.1. Let \( A = Z \) with trivial \( G \)-action. Then, \( A^u = A^g = Z, S_{g|H}A^u = mZ, S_gA = -nZ \) and hence, if \( H \neq \{1\}, S_{g|H}A^u \neq S_gA. \)

Furthermore, \( A^g/S_{g|H}A^u = Z_m \) (the cyclic group with \( m \) elements) and \( A^g/S_gA = Z_n. \) We see from Proposition 9.2 that \( \inf_0: Z_m \rightarrow Z_n \) is the natural monomorphism \( z + mZ \rightarrow hz + nZ \) where \( z \in Z \); this is also true if \( H = \{1\}. \) It is immediate from Proposition 9.2 that in general, if \( G \) acts trivially on \( A \) and \( h_1 \) is a monomorphism, \( \inf_0 \) is a monomorphism.

Remark 9.1. We always have \( hS_{g|H}A^u \subset S_gA \subset S_{g|H}A^u \). The right hand inclusion was observed before Proposition 9.2. The left hand inclusion follows either from \( h(a)(B^r(Y; G, A)) \subset B^r(X; G, A) \) (see §4) or from \( S_gA \subset S_{g|H}A^u = S_{g|H}S_{H}A^u = hS_{g|H}A^u. \)

10. Deflation in dimension zero. Let \( j: A \rightarrow C^0(X; G, A) \) and \( k: A^u \rightarrow C^0(Y; G, A) \) denote the same isomorphism as in Proposition 9.1.

Proposition 10.1. The following diagram commutes.

\[
\begin{array}{ccc}
A & \xrightarrow{j} & C^0(X; G, A) \\
\downarrow{S_H} & & \downarrow{b_0} \\
A^u & \xrightarrow{k} & C^0(Y; G, A)
\end{array}
\]

Proof. Let \( a \in A \). Then, \( (bS_{g|H}a)(H) = S_{g|H}a \), while \( (b_0j(a))(H) = j(a)(\Sigma_{g|H}p) = \Sigma_{g|H}\rho a = S_{g|H}a \). Done.

We conclude that deflation for 0-cochains is the trace mapping \( S_H: A \rightarrow A^u \). Furthermore, deflation for 0-cocycles consists of multiplying the elements of \( A^g \) by \( h \), since this is the effect of \( S_H \) on \( A^g \).

This comes as a mild surprise since it shows that \( b_0(Z^0(X; G, A)) \subset Z^0(Y; G, A) \) which, as we observed in §5, can not be expected to be true for all morphisms of permutation representations. We know from the same section that \( b_0(B^r(X; G, A)) \subset B^r(Y; G, A) \) which is equivalent to saying that \( hS_{g|H}A \subset S_{g|H}A^u \); this last inclusion follows from \( S_gA \subset S_{g|H}A^u \), observed before Proposition 9.2.

Since \( S_gA \subset S_{g|H}A^u \subset A^g \), the natural epimorphism \( \gamma: A^g/S_gA \rightarrow A^g/S_{g|H}A^u \) is given by \( \gamma(a + S_{g|H}A^u) = a + S_{g|H}A^u \), where \( a \in A \). It would have been nice if \( \gamma \) had been \( \text{def}_0 \), but we regretfully conclude from Definition 5.1:

Proposition 10.2. \( \text{def}_0 = b_0^* \). Explicitly, \( \text{def}_0(a + S_gA) = h(a) + S_gA \) for all \( a \in A^g \); i.e., \( \text{def}_0 = h\gamma. \)
EXAMPLE 10.1. Let $A = \mathbb{Z}$ with trivial $G$-action. Then, $\text{def}_0: \mathbb{Z}_n \to \mathbb{Z}_m$ is $h\gamma$, where $\gamma: \mathbb{Z}_n \to \mathbb{Z}_m$ is the natural epimorphism given by $\gamma(z + nZ) = z + mZ$ for $z \in \mathbb{Z}$. It is clear from this example that $\text{def}_0$ may be neither a monomorphism nor an epimorphism.

11. Coboundaries in dimension $-1$. In order to study inflation in dimension $-1$ we need some material on the $(-1)$-coboundaries of the permutation representation $(G, Y) = (G, G/H)$.

Let $\sigma_1, \ldots, \sigma_m$ be a set of representatives for the left cosets of $H$, i.e., $Y = G/H = \{\sigma_1H, \ldots, \sigma_mH\}$. We assume that the enumeration is such that $\sigma_iH, \ldots, \sigma_uH$ ($1 \leq u \leq m$) is a set of representatives of the permutation representation $(H, G/H)$. (According to §4 of [6] this means that $(H, G/H)$ has $u$ domains of transitivity and that $\sigma_iH$ belongs to the $i$th domain.) We shall use the following notation.

**Notation 11.1.**

$H_i = H \cap \sigma_iH\sigma_i^{-1}$ and $M_i = H \cap \sigma_i^{-1}H\sigma_i$ for $i = 1, \ldots, u$. Observe that $M_i = \sigma_i^{-1}H\sigma_i$.

**Notation 11.2.**

$S_i \in \mathbb{Z}[H]$ is the sum of a fixed set of representatives for the left cosets of $H_i$ as a subgroup of $H$; $S'_i \in \mathbb{Z}[H]$ is the sum of a fixed set of representatives for the left cosets of $M_i$ as a subgroup of $H$, where $i = 1, \ldots, u$. Hence the trace mapping $A^{u_i} \to A''(A'' \to A'')$ consists of multiplying the elements of $A''$ by $S_i$ (of $A''$ by $S'_i$).

We must first get a hold on $C^{-2}(Y; G, A) = \text{Hom}_G(Z[Y^2], A)$.

**Proposition 11.1.** The permutation representation $(G, Y^2)$ has the pairs $(H, \sigma_i H)$ for $i = 1, \ldots, u$ as a set of representatives.

**Proof.** Let $1 \leq i \neq j \leq u$. Then, $\sigma(H, \sigma_i H) \neq (H, \sigma_j H)$ for all $\sigma \in G$. Namely, $\sigma H = H$ means that $\sigma \in H$ and this implies that $\sigma\sigma_i H \neq \sigma_i H$. Now consider the arbitrary pair $(\sigma H, \tau H)$ of $Y^2$ where $\sigma, \tau \in G$. Then, $\sigma^{-1}(\sigma H, \tau H) = (H, \sigma^{-1}\tau H)$ and there exists a $\rho \in H$ such that $\rho\sigma^{-1}\tau H = \sigma_i H$ for some $1 \leq i \leq u$. Since $\rho\sigma^{-1}(\sigma H, \tau H) = (H, \sigma_i H)$ we are done.

The subgroup of $G$ which leaves the pair $(H, \sigma_i H)$ fixed is the group $H_i$ of Notation 11.1; $i, \ldots, u$. Hence we conclude from §4 of [6] that there exists an isomorphism $t: A^{u_1} \oplus \cdots \oplus A'' \to C^{-2}(Y; G, A)$ given by: If $a_i \in A''$ for $i = 1, \ldots, u$, then $(t(a_i, \ldots, a_u))(H, \sigma_i H) = a_i$.

We can also consider the homomorphism $d_{-2}: A^{u_1} \oplus \cdots \oplus A'' \to A''$ given by $d_{-2}(a_i, \ldots, a_u) = \sum_{i=1}^u (S_i(\sigma_i^{-1}a_i) - S_i a_i)$ where again $a_i \in$
\(A^H_i\) for \(i = 1, \ldots, u\). (It is immediate that, if \(a_i \in A^H_i\), then \(\sigma_i^{-1}a_i \in A^H_{i'}\).

Finally, since \(C^{-1}(Y; G, A) = C^0(Y; G, A)\), there is available the isomorphism \(k: A^H \to C^{-1}(Y; G, A)\) of Proposition 9.1.

**Proposition 11.2.** The following diagram commutes.

\[
\begin{array}{ccc}
C^{-1}(Y; G, A) & \overset{\delta_{-2}}{\longrightarrow} & C^{-1}(Y; G, A) \\
| & t \Uparrow & | \\
A^H_1 \oplus \cdots \oplus A^H_u & \overset{d_{-2}}{\longrightarrow} & A^H
\end{array}
\]

**Proof.** Let \(a_i \in A^H_i\) for \(i = 1, \ldots, u\). Then \(kd_{-2}(a_1, \ldots, a_u)\) \((H) = d_{-2}(a_1, \ldots, a_u)\). Furthermore, using the formula for \(\delta_{-2}\) of §1 of [6], \(\delta_{-2}t(a_1, \ldots, a_u)\) \((H) = t(a_1, \ldots, a_u)\) \((\sum_{j=1}^n(\sigma_j H, H) - \sum_{j=1}^n(H, \sigma_j H))\).

In order to compute the sum \(\sum_{j=1}^n(\sigma_j H, H)\) we consider the permutation representation \((H, \{(H, \sigma_1 H), \ldots, (H, \sigma_n H)\})\). It is immediate that the pairs \((H, \sigma_1 H), \ldots, (H, \sigma_n H)\) also form a set of representatives for this permutation representation. Since \(H_i\) is the subgroup of \(H\) which leaves \((H, \sigma_1 H)\) fixed, \(\sum_{j=1}^n(\sigma_j H, H) = \sum_{j=1}^nS_j(\sigma_j H, H)\) and hence \(t(a_1, \ldots, a_u)\) \((\sum_{j=1}^nS_j(\sigma_j H, H)) = \sum_{j=1}^nS_j(a_1, \ldots, a_u)\).

In order to compute the sum \(\sum_{j=1}^nS_j(a_1, \ldots, a_u)\) we consider the permutation representation \((H, \{(H, \sigma_1 H), \ldots, (H, \sigma_n H)\})\). Since \(\sigma_i^{-1}(H, \sigma_1 H) = (\sigma_i^{-1} H, H)\) we see easily that the pairs \((\sigma_i^{-1} H, H), \ldots, (\sigma_n^{-1} H, H)\) from a set of representatives for this last permutation representation. Since \(M_i\) is the subgroup of \(H\) which leaves \((\sigma_i^{-1} H, H)\) fixed, \(\sum_{j=1}^n(\sigma_j^{-1} H, H) = \sum_{j=1}^nS'_j(\sigma_j^{-1} H, H)\) and hence \(t(a_1, \ldots, a_u)\) \((\sum_{j=1}^nS'_j(\sigma_j^{-1} H, H)) = \sum_{j=1}^nS'_j(\sigma_j^{-1} a_1, \ldots, a_u)\).

We conclude that \((\delta_{-2} t(a_1, \ldots, a_u))\) \((H) = \sum_{j=1}^nS'_{\sigma_j^{-1}}(\sigma_j^{-1} a_1, \ldots, a_u) = d_{-2}(a_1, \ldots, a_u)\). Done.

**Remark 11.1.** The above elements \(\sigma_1, \ldots, \sigma_u\) are nothing but a set of representatives for the double cosets of \(H\) as a subgroup of \(G\). This remark makes it easy to check that our expression \(\sum_{j=1}^n(S'_i(\sigma_i^{-1} a_i) - S_i a_i)\) for the \((-1)\)-coboundaries of \((G, Y)\) is equivalent to, although not identical with, the expression \(*\) on page 69 of [1].

We denote the kernel of the trace mapping \(S_{g|H}: A^H \to A^g\) by \(\ker(S_{g|H})\). The ideal of \(Z[G]\) which has as ideal base the elements \(\sigma - 1\), where \(\sigma \in G\), is as usual denoted by \(I\).

**Lemma 11.1.** \(\text{im}(d_{-2}) \subset (IA \cap \ker(S_{g|H}))\).

**Proof.** The following diagram commutes.
The left hand square commutes by Proposition 11.2; the right hand square commutes by § 4 of [6]. Since \( k \) is an isomorphism and \( \delta_2 \delta_1 = 0 \) we read from this diagram that \( S_0 = S_0^\prime \). Hence the two decompositions of \( H \) into the left cosets of \( H_i \), respectively \( M_i \), both consist of \( c_i \) elements. We conclude from Theorem 4 on page 12 of [8] that there exists a common set of representatives for the left cosets of \( H_i \) and of \( M_i \) as subgroups of \( H \). We now use such a common set of representatives to compute \( S_0 \) and \( S^\prime_0 \) of Notation 11.2, and obtain that \( S_i = S_i^\prime \). Hence, if \( a_i \in A^{n_i} \) for \( i = 1, \ldots, u \), \( d_2(a_i, \ldots, a_u) = \sum_{i=1}^u S_i(\sigma_i^{-1} - 1)a_i \in IA \). Done.

\[ \text{COROLLARY 11.1. If } G \text{ acts trivially on } A, \text{ im}(d_2) = 0. \]

\[ \text{Proof. } G \text{ acts trivially on } A \text{ if and only if } IA = 0. \text{ Done.} \]

12. Inflation in dimension \(-1\). The homomorphism \( a_{-1} : C^{-1}(Y; G, A) \rightarrow C^{-1}(X; G, A) \) is identical with the homomorphism \( a_n : C^n(Y; G, A) \rightarrow C^n(X; G, A) \). Consequently, Proposition 9.1 is valid with \( a_n \) replaced by \( a_{-1} \); i.e., \( ji = a_{-1}k \). We conclude that \emph{inflation for \((-1)\)-cochains is the inclusion mapping} \( i : A^\gamma \rightarrow A \). Since \( Z^{-1}(Y; G, A) = \ker(S_0) \) and \( Z^{-1}(X; G, A) = \ker(S_0^\prime) \), \emph{inflation for \((-1)\)-cocycles is the inclusion mapping} \( \ker(S_0) \rightarrow \ker(S_0^\prime) \). (The fact that \( \ker(S_0) \subset \ker(S_0^\prime) \) follows from § 4 or from \( S_0 = S_0^\prime \).)

\[ \text{PROPOSITION 12.1. } \inf_{-1} = a_{-1}. \text{ Explicitly, } \inf_{-1}(a + \im(d_{-2})) = a + IA \text{ for all } a \in \ker(S_0). \]

The following theorem is crucial for the duality theory of transitive permutation representations.

\[ \text{THEOREM 12.1. } \text{Let } d = (h, m). \text{ If } A \text{ is uniquely divisible by } d, \text{ then } \im(d_{-2}) = IA \cap \ker(S_0). \text{ This happens for instance in each of the following two cases:} \]

\(a) \) \( A \) is uniquely divisible by \( h \);

\(b) \) \( H \) is a Hall subgroup of \( G \).
Proof. We see from Proposition 12.1 that ker(def_1) = (IA \cap \ker(S_GH))/\text{im}(d_2). Lemma 7.1 and Theorem 7.1 tell us that def_1 is a monomorphism if A is uniquely divisible by d. The remainder of Theorem 12.1 follows from Proposition 7.1 and Example 7.1. Done.

13. Deflation in dimension -1. The homomorphism \( b_{-1}: C^{-1}(X; G, A) \to C^{-1}(Y; G, A) \) is identical with the homomorphism \( b_0: C_0(X; G, A) \to C_0(Y; G, A) \). Hence we conclude from Proposition 10.1 that deflation for (-1)-cochains is the trace mapping \( S_H: A \to A_H \). It follows immediately from \( S_0 = S_GH S_H \) that \( S_H(\ker(S_0)) \subset \ker(S_GH) \), which signifies that \( b_{-1}(Z^{-1}(X; G, A)) \subset Z^{-1}(Y; G, A) \); this could not have been predicted from §5. We conclude from Definition 5.1:

**Proposition 13.1.** \( \text{def}_{-1} = b^*_1 \). Explicitly, \( \text{def}_1(a + IA) = S_Ha + \text{im}(d_{-2}) \) for all \( a \in \ker(S_0) \).

The following theorem is the dual of Theorem 12.1.

**Theorem 13.1.** In each of the following two cases, \( \text{im}(d_{-2}) + S_H(\ker(S_0)) = \ker(S_GH) \).

(a) \( A \) is uniquely divisible by \( h \).

(b) \( H \) is a Hall subgroup of \( G \).

Proof. We see from Proposition 13.1 that \( \text{im}(\text{def}_{-1}) = [\text{im}(d_{-2}) + S_H(\ker(S_0))]/\text{im}(d_{-2}) \). Hence, \( \text{def}_{-1} \) is an epimorphism if and only if \( \text{im}(d_{-2}) + S_H(\ker(S_0)) = \ker(S_GH) \). Proposition 7.1, Example 7.1 and Theorem 7.1 tell us that \( \text{def}_{-1} \) is an epimorphism in each of the cases (a) and (b). Done.

**Lemma 13.1.** \( S_H(IA) \subset \text{im}(d_{-2}) \).

Proof. Since \( B^{-1}(X; G, A) = IA \) and \( B^{-1}(Y; G, A) = \text{im}(d_{-2}) \), Lemma 13.1 is equivalent to saying that \( b_{-1}(B^{-1}(X; G, A)) \subset B^{-1}(Y; G, A) \). This last inclusion was observed in §5. Done.

14. Inflation in dimension 1. We denote by \( M \) the additive group of the crossed homomorphisms from \( G \) to \( A \); and by \( M_H \) the subgroup of \( M \) whose elements are zero on \( H \). We know from §6 of [6] that there exists an isomorphism \( v: Z'(Y; G, A) \to M_H \) which is defined by \( (\phi v)(\sigma) = c(H, \sigma H) \) for \( c \in Z'(Y; G, A) \) and \( \sigma \in G \). Similarly, the isomorphism \( w: Z'(X; G, A) \to M \) is defined by \( (\phi w)(\sigma) = c(1, \sigma) \) where \( c \in Z'(X; G, A) \), \( \sigma \in G \) and 1 is the unit element of \( G \). We denote the inclusion mapping \( M_H \to M \) by \( u \) and recall from §4 that \( a_0(Z'(Y; G, A)) \subset Z'(X; G, A) \).
**PROPOSITION 14.1.** The following diagram commutes.

\[
\begin{array}{ccc}
Z'(X; G, A) & \xrightarrow{w} & M \\
\downarrow{a_1} & & \downarrow{u} \\
Z'(Y; G, A) & \xrightarrow{v} & M_H
\end{array}
\]

*Proof.* Let \( c \in Z'(Y; G, A) \) and \( \sigma \in G \). Then, \(( (w, a_1) (c)) (\sigma) = (a, c) (1, \sigma) = c(H, \sigma H) \); and \(( uv(c)) (\sigma) = (vc) (\sigma) = c(1, \sigma H). \) Done.

We conclude that inflation for 1-cocycles is the inclusion mapping \( u : M_H \xrightarrow{} M \). In order to study inflation for 1-coboundaries, we recall from §6 of [6] that \( v(B^{-1}(Y; G, A)) \) is the subgroup \( M'_H \) of \( M_H \) which is described as follows: If \( g \in M'_H \) and \( \sigma \in G \), then \( g(\sigma) = (\sigma - 1)a \) for some fixed \( a \in A^H \). The subgroup \( M' = w(B'(X; G, A)) \) of \( M \) is described similarly with \( A^H \) replaced by \( A \). Since \( M'_H \subseteq M' \) we see that \( a_1(B'(Y; G, A)) \subseteq B'(X; G, A) \) which checks with §4. We conclude from Definition 4.1:

**PROPOSITION 14.2.** \( \text{inf}_1 = a_1^* \). Explicitly, \( \text{inf}_1(g + M'_H) = g + M' \) for all \( g \in M_H \).

It is well known that \( \text{inf}_1 : H'(Y; G, A) \xrightarrow{} H'(X; G, A) \) is always a monomorphism. (see Theorem 7.3 of [1] or Theorem 15.1 of [6].) This also follows from Proposition 14.2 and the observation that \( M'_H = M' \cap M_H \).

15. Endomorphisms of the group of crossed homomorphisms. Let \( M \) and \( M_H \) be as in the previous section. In order to study deflation in dimension 1, we define what should be regarded as the natural homomorphism \( D : M \xrightarrow{} M_H \). If \( g \in M \) and \( \sigma \in G \) we denote the sum \( \Sigma g(\gamma) \), where \( \gamma \) runs through \( \sigma H \), by \( s_\sigma(H) \). In particular \( s_\sigma(H) = \Sigma g(\rho) \), where \( \rho \) runs through \( H \). We now define the homomorphism \( D : M \xrightarrow{} M_H \).

**DEFINITION 15.1.** If \( g \in M \) and \( \sigma \in G \), \( (D(g))(\sigma) = s_\sigma(\sigma H) - s_\sigma(H) \).

One proves routinely that \( D \) is a homomorphism from \( M \) into \( M_H \). We observe that \( s_\sigma(\sigma H) = \Sigma g(\rho) \), where \( \rho \) runs through \( H \). Using that \( g(\sigma \rho) = g(\sigma) + \sigma g(\rho) \), we find:

**PROPOSITION 15.1.** If \( g \in M \) and \( \sigma \in G \), \( (D(g))(\sigma) = h g(\sigma) + (\sigma - 1)s_\sigma(H) \).

**EXAMPLE 15.1.** Let \( G \) act trivially on \( A \). Then, \( M = \text{Hom}(G, A) \) and \( M_H \) consists of those homomorphisms from \( G \) to \( A \) which vanish
on $H$. If $g \in \text{Hom}(G, A)$, we see from Proposition 15.1 that $D(g) = hg$ and indeed, multiplication by $h$ is the most naive way to change a homomorphism belonging to $\text{Hom}(G, A)$ into one which is zero on $H$.

We now prepare for the study of $\ker(D)$.

**Proposition 15.2.** If $g \in M, S_{H}(s_{g}(H)) = 0$.

**Proof.** Let $\rho \in H$. Then, $\rho s_{g}(H) = \Sigma \rho g(\gamma)$ where $\gamma$ runs through $H$. Since $g(\rho \gamma) = g(\rho) + \rho g(\gamma)$, this last sum equals $-hg(\rho) + sg(H)$. Consequently, $S_{H}(s_{g}(H)) = -hs_{g}(H) + hs_{g}(H) = 0$. Done.

We know from §6 of [6] that the homomorphism $\delta_{0}^{i}: C^{0}(Y; G, A) \to Z^{i}(Y; G, A)$ may be interpreted as the homomorphism $\delta_{0}^{i}: A^{H} \to M_{H}$, where $(\delta_{0}^{i}(a))(\sigma) = (\sigma - 1)a$ for $a \in A^{H}$ and $\sigma \in G$. Similarly, the homomorphism $\delta_{0}: C^{0}(X; G, A) \to Z^{i}(X; G, A)$ may be interpreted as the homomorphism $\delta_{0}: A \to M$, where $(\delta_{0}(a))(\sigma) = (\sigma - 1)a$ for $a \in A$ and $\sigma \in G$. We also recall from §10 that the homomorphism $b_{0}: C^{0}(X; G, A) \to C^{0}(Y; G, A)$ may be interpreted as the homomorphism $S_{H}: A \to A^{H}$.

**Proposition 15.3.** The following diagram commutes.

$$
\begin{array}{ccc}
A & \xrightarrow{\delta_{0}} & M \\
S_{H} & \downarrow & \downarrow D \\
A^{H} & \xrightarrow{\delta_{0}^{i}} & M_{H}
\end{array}
$$

**Proof.** Let $a \in A$ and $\sigma \in G$. Then $(\delta_{0}^{i}S_{H}(a))(\sigma) = (\sigma - 1)S_{H}(a)$. Furthermore, denoting $\delta_{0}(a) = g$, $(D\delta_{0}(a))(\sigma) = Dg(\sigma) = hg(\sigma) + (\sigma - 1)s_{g}(H) = h(\sigma - 1)a + (\sigma - 1)\Sigma(\rho - 1)a$ where $\rho$ runs through $H$. Since $\Sigma(\rho - 1)a = S_{H}(a) - ha$, $(D\delta_{0})(a)(\sigma) = (\sigma - 1)S_{H}(a)$. Done.

If $K$ is a subgroup of $M$ we denote the larger subgroup $\{g | g \in M, hg \in K\}$ by $K: h$. We continue the investigation of the diagram of Proposition 15.3.

**Proposition 15.4.** $h\ker(D) \subset \delta_{0}(\ker(S_{H})) \subset \ker(D)$. If $h1_A$ is a monomorphism, $\ker(D) = \delta_{0}(\ker(S_{H})): h$.

**Proof.** The inclusion $\delta_{0}(\ker(S_{H})) \subset \ker(D)$ is read immediately from the commutative diagram of Proposition 15.3. In order to show that $h\ker(D) \subset \delta_{0}(\ker(S_{H}))$, we select $g \in \ker(D)$ and show that $hg \in \delta_{0}(\ker(S_{H}))$. That is, we prove that for all $\sigma \in G, hg(\sigma) = (\sigma - 1)a$ for some fixed $a \in \ker(S_{H})$. We see from Proposition 15.1 that $hg(\sigma) = (\sigma - 1)(-s_{g}(H))$ and from Proposition 15.2 that $-s_{g}(H) \in \ker(S_{H})$. 

$
The first line of Proposition 15.4 has now been proved. We conclude from it that \( \ker(D) \subset \delta_0(\ker(S_H)) \): \( h \subset \ker(D) \): \( h \). If \( h1_A \) is a monomorphism, \( h1_A \) is a monomorphism and hence \( \ker(D) = \ker(D) : h \). Done.

**Remark 15.1.** We shall see in the next section that the homomorphism \( hD: M \to M_H \) is precisely the deflation for 1-cocycles. Clearly, \( \ker(hD) = \ker(D) : h \) and hence we have good information about the kernel of the deflation mapping.

16. Deflation in dimension 1. One proves easily that the isomorphism \( \psi: Z'(Y; G, A) \to M_H \) of Proposition 14.1 has as inverse the isomorphism \( \psi': M_H \to Z'(Y; G, A) \) defined by: If \( g \in M_H \) and \( \sigma, \tau \in G \), then \( (\psi'(g))(\sigma H, \tau H) = g(\tau) - g(\sigma) \). (The proof uses that \( g \in M_H \) if and only if \( g \in M \) and \( g \) is constant on the left cosets of \( H \).) We shall regard \( \psi' \) as a monomorphism \( \psi': M_H \to C'(Y; G, A) \). Similarly, we have the monomorphism \( \psi': M \to C'(X; G, A) \) defined by: If \( g \in M \) and \( \sigma, \tau \in G \), then \( (\psi(g))(\sigma, \tau) = g(\tau) - g(\sigma) \).

**Proposition 16.1.** The following diagram commutes.

\[
\begin{array}{ccc}
M & \xrightarrow{\psi'} & C'(X; G, A) \\
\downarrow hD & & \downarrow b_1 \\
M_H & \xrightarrow{\psi'} & C'(Y; G, A)
\end{array}
\]

*Proof.* Let \( g \in M \) and \( \sigma, \tau \in G \). Then, using Definition 15.1, \( (\psi'(hD(g))(\sigma H, \tau H) = (hD(g))(\tau) - (hD(g))(\sigma) = h(s_\sigma(\tau H) - s_\sigma(\sigma H)) \).

Furthermore \( (b_1\psi'(g))(\sigma H, \tau H) = \psi'(g)(\Sigma(\sigma \rho, \tau \gamma)) \), where the summation is over all pairs \( (\rho, \gamma) \in H \times H \). Consequently, \( (b_1\psi'(g))(\sigma H, \tau H) = \Sigma(g(\tau) - g(\sigma)) = hs_\sigma(\tau H) - hs_\sigma(\sigma H) \). Done.

We conclude that deflation for 1-cocycles is the mapping \( hD: M \to M_H \). We see that \( b_1(Z'(X; G, A) \subset Z'(Y; G, A) \) which could not have been predicted from \( \S 5 \). In order to study deflation for 1-coboundaries we return to the groups \( M' \) and \( M'_H \) of \( \S 14 \).

**Proposition 16.2.** \( D(M') \subset M'_H \).

*Proof.* We read from the diagram of Proposition 15.3 that \( D\delta_0(A) = \delta_0S_H(A) \). Since \( \delta_0(A) = M' \) and \( \delta_0S_H(A) \subset \delta_0(A') = M'_H \), we are done.

It follows trivially from Proposition 16.2 that \( hD(M') \subset M'_H \), i.e., that \( b_1(B'(X; G, A) \subset B'(Y; G, A) \) which checks with \( \S 5 \). We conclude from Definition 5.1:
Proposition 16.3. def_1 = h_1. Explicitly, def_1(g + M') = hD(g) + M'_H for all \( g \in M \).

Remark 16.1. Proposition 16.2 shows that \( D \) induces a homomorphism \( D^*: H'(X; G, A) \rightarrow H'(Y; G, A) \), given by \( D^*(g + M') = D(g) + M'_H \) for all \( g \in M \). Evidently, \( D^* \) is the natural mapping from \( H'(X; G, A) \) into \( H'(Y; G, A) \) and \( \text{def}_1 = hD^* \). The factor \( h \) is pure waste; and that, in times of deflation!
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