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This paper is concerned with the computation of the de-
ficiency index of an ordinary self-adjoint differential operator
with real coefficients. The operator, L, is supposed defined on
[0, oo) and is regular at the origin. The deficiency index
counts the number of L2 solutions to the equation Ly = zy,
where z is any nonreal complex number.

The results obtained include as rather special cases almost
all of the results known to the author when the order of L is
larger than two.

The principal tool used is an asymptotic theorem of N.
Levinson.

We are interested in computing the deficiency index of an ordinary

self-ad joint differential operator,

defined on the interval [0, oo), with the coefficients qk real and mea-
surable. We shall suppose that L is regular at the origin which means
that l/qo,qly •••,?» belong to L1 on every finite interval [0, T].

The number m in the deficiency index (m, m) of the minimal
operator Lo associated with the formal operator (1.1) is the dimension
of the linear space of U solutions to any equation

(1.2) Ly = zy , Imz Φ 0 .

As is well known, and easy to show, it is always true that n ^ m rg 2n.
In the case where the order of the operator in (1.1) is two, fairly

sophisticated tests are now available, [1], [5], which tell when the
deficiency index in (1,1). For an order larger than two very little
seems to be known. Some results are due to M.A. Neumark [8] who
obtains conditions that the deficiency index shall be either (n, n) or
(n + l,n + 1). Other results are due to S. A. Orlov [9] and F.A.
Neimark [7] who obtain the deficiency index of Lo when the coeffici-
ents qk in (1.1) are essentially of polynomial growth as t —• oo. The^e
results will appear as rather special cases of the considerations which
we shall present in this paper. As a by product we can obtain the
result, originally proved by Glasmann [4], that the number m can
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244 A. DEVINATZ

take any value between n and 2n, and indeed our considerations will
show how to explicitly and easily construct any number of differential
operators with a given deficiency index (m,m).

2. The equation (1.2) is equivalent to the vector equation

(2.1)

where

0
dt

"0 1
0 1

Qn-l
r,—Z

- B(t)u{t) ,

1 0
0 l/? 0

QiO - 1

all functions being evaluated at t. The equivalence is in the sense

that if y is a solution to Ly — zy, then u — (y, τ/[1], , τ/t2%~1]) is a

solution to (2.1), where yw = dky/dtk ίorO^k^n-1, yM = qod
ny/dtn,

and yίn+k] = qkd
n-ky/dtn~k — dyίn+k~~1]/dt for 1 <g k S n. These are the

so called quasi-derivatives of y. Conversely, if u = (uly •••, w2w) is a

solution of (2.1), then u x is a solution to ZΛ/ = zy and u2, •••, ̂ 2 w are

the corresponding quasi-derivatives of ut.

Let Qo be a real nonnegative measurable function so t h a t Q^1 e L1

on every finite interval [tQf t], t0 fixed, and

Set s = s(ί) = Γ Q-1 and let ί(s) be t h e inverse of s(ί); i.e. ί(s(ί)) = ί.

If u is a solution of (2.1), set v(s) — u(t(s)) and we get a vector

equation

t

(2.2) dv

ds

Ne xt, suppose that
of t. Set

•, Qw are positive differentiable functions
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where each Qk is evaluated at t(s) and the entries of C which are not
on the main diagonal are zero. Make the transformation

and from

(2.3)

where

(2.2) we get

dw _
ds

the

v = Cw

differential

,C-'BC-C-

equation

1 d C ~\w
ds J

(2.4) D =

'-bndn_1

d, 0

n l

_an~zQ0Ql

a0 =

(2.5) &, - Q^dQJds = QQQPdQk/dt ,

^A: = QθQk/Qk + 1 J

and the other entries of Z) are zero.
We can now state and prove several theorems in terms of the

functions ak, bk and dk which will give the deficiency index of the
differential operator (1.1). Before we do this let us record several
different instances of the matrix D of (2.4):

( i ) Take Qo = Q and Qn_k = Qp~\ p real, 0 ^ k ^ n - 1. Then
α0 - l/Q2(p-w)+1g0, αM_fc = Q2(p-fc)+1tfw_t, 0 ^ fc ^ % - 1, 6fc = (/o — w + Λ)dQ/dί
and dk = 1.

(ii) Replace Q and (o by Q"1 and —p respectively in (i) and we
get a0 - l/Q^+^-^o, an_k = Q^+k)~ιqn-k, 0 ^ k ^ n - 1,

bh = - n - k)Q~2dQ/dt
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and dk — 1.

(iii) Take Qo = 1, Qk = Q. Then α0 = 1/Q2go, ak = Q2qk, l ^ k ^ n ,

bk = Q-'dQ/dt and 4 = 1.
We have singled out these special cases since, as we shall see later,

the theorems obtained in [7], [8] and [9] fall under these cases.

3* In this section we shall prove the following:

THEOREM 1. Let {Qk}%, {αfc}J, {δjj and {djΓ"1 be functions as
described in §2. Suppose we can write the matrix of (2.4) as

D(t, z) = A + V(t) + R(t) + S(t, z) ,

where A is a real constant matrix given by

h 1 <f

(3.1) A =

1 .
ft 1/α,
α, - f t - 1

-1

F'(ί)V(t) and R(t) are real so that V(t) —> 0 as t —> oo
I R(t) I Qo~\t) are summable,1 and S{t, z) has everywhere zero entries
except in the position (1, 2n) where it has the entry —zQQQl. Suppose
further that if V(t) = 02 the n roots of the polynomial equation

n—l n

k~0 j=k+l

are all nonzero and simple; and if V(t) Φ 02 we have the added condi-
tion that those roots which lie in the half-plane {z: Imz > 0} U {x: x ̂  0}
have square roots all of whose real parts are different. Then we have
the following:

(a) If Ql is summable let m be the number of roots of P(λ2) which

lie in the half-plane &> — U {z: Rez ^ δ and Ql exp 2δ \ Q̂ "1 e L1}. The

deficiency index of the minimal operator Lo associated with (1.1) is
either (m — 2, m —2), (m, m) or (m + 2, m + 2); if V(t) = 0 the de-
ficiency index is (m, m). If & = {z: Rez ^ 0}, then the deficiency

1 If A is a matrix with entries an we write | A\ = Σ ί > i ! ^ ί i | . If a function is
defined on [o, oo) we shall say it is summable if it is summable in the usual sense
on some interval [to, oo) for to sufficiently large.

2 By this we mean in some interval [to, «>) for to sufficiently large.
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index of Lo is (n + k, n + k) if and only if P(μ) has k negative real roots.
(b) If Ql is not summable, but Q0Ql = OL + v(t) + r(t), where a

is constant, v(t) —> 0 as t —> °oy and dv/dt and Q^r are summable,
then the deficiency index of Lo is (n, n) provided either a Φ 0, or if
λi and λ2 are roots of G(\) — P(λ2) = 0 and Re^ — λ2) = 0, then
G'(λi) Φ G'(λ2) and sgn v(t) remains ultimately nonnegative or non-
positive. In case a Φ 0, the result is valid even if the roots of P(λ2)
are not assumed simple.

Proof. After a certain amount of preparation it will become ap-
parent that the theorem is a consequence of an asymptotic theorem of
Levinson [6], [2, p. 92], We shall first prove part (a). An easy
computation shows that the characteristic polynomial of A is (l/αo)P(λ2),
where P is the polynomial of (3.2). Because of the conditions put on
V(t), the characteristic polynomial of A + V(t) can be written as

o(λ2, t) ,

where o(λ2, t) is a polynomial in λ2 of degree at most n — 1 with coef-

ficients which are functions of t which go to zero as t -+ °o. We

shall write P(λ2, s) = P(λ2) + o(λ2, t(s))], where, recall from §2, s = Γ Q»\

By assumption, all of the roots of P(μ) are simple and hence for
all s sufficiently large the roots of P(μ, s) are simple. This means
that the number of real roots of P(μ, s) is the same as the number of
real roots of P(μ). To see this, let μlf * ,μn be the roots of P{μ)
and μx{s), •••, μn(s) the roots of P(μ,s). The latter roots can be
chosen to be continuous functions of s in a neighborhood of infinity,
including the point at infinity. In particular this means that
μj(s)—>μj as s—>oo. Now, if μu * ,μι are the real roots of P(μ),
then for all s sufficiently large, μ^s), •• ,μ,(s) must be real. Other-
wise, since the coefficients of P(μ, s) are real, its nonreal roots come
in conjugate pairs and since μι+1(s), * yμn(s) are close to μι+1, * ,μn,
they are not real and we would get too many roots for the nth order
polynomial P(μ,s). Indeed, this argument shows that μ^s), •• ,μ ϊ(s)
are exactly the real roots of P(μ, s).

The 2n roots of P(λ2, s) are {± V μj\o where some fixed branch of
the square root has been chosen. We shall designate these 2n roots by
{X±j;j — 1, •••, w), where X_j — — λy. We label the roots of P(X2,s)
in a corresponding manner; the 2n roots of this polynomial are
{±V μj(s)}i, where the same branch of the square root has been
chosen as before, and we correspondingly designate these roots by
{λ±i(s)}Γ. We can suppose we have chosen the branch of the square
root in such a way that these latter roots are continuous in a neigh-
borhood of infinity, including the point at infinity. We also suppose



248 A. DEVINATZ

we have labeled the roots in such a way so that ReXj(s) ^ 0,1 So ^ n.
We would now like to apply Levinson's asymptotic theorem [6],

[2, p. 92] to our situation. Before we can do this we must make sure
that all of the hypotheses of his theorem are fulfilled. In addition to
the hypotheses on the matrices V(t) and R(t) the following two condi-
tions must be fulfilled for the roots of P(λ2) and P(λ2, s):

(i) The 2n roots of P(λ2) are all simple;
(ii) For a given j let djm(s) = Re(Xj(s) — λw(s)) and suppose that

all m, 1 ^ I m | ^ n, fall into one of two classes Ix and I2, where

m 6 Ix if I djm(σ)dσ
Jo

as s and

djm(σ)dσ ^ - ,K (β2 ^ ^ ^ 0) ,

S S 2

djm(σ)dσ S K,
*1

(s2 ^ Sj ^ 0)

where if is a constant.
Condition (i) is fulfilled by virtue of the hypothesis of Theorem

l(a). We must therefore examine condition (ii). If Re(X3 — λm) ^ 2δ > 0,
then for s sufficiently large Re(X3-(s) — λm(s)) ^ d and hence m e /x. If
Re(Xj — λm) ^ 2δ < 0, then for s sufficiently large,

Λe(λy(β) - λm(s)) g δ < 0 ,

and m e I2. If jBeίλ^ — λw) = 0, then from the hypothesis concerning
the simplicity of the roots and the hypothesis about the square roots
of the roots of P(μ) we must have X3 — λm or \3 and λw are purely
imaginary. For s sufficiently large we have in the first case λ, (s) = λm(s),
and in the second case Xj(s) and Xm(s) purely imaginary. (Recall the
discussion about the real roots given several paragraphs back!) In
either case, for s sufficiently large, Re(Xj(s) — λm(s)) = 0, and me I2

Therefore, in all cases the condition (ii) is fulfilled.
Finally, we note that V(t(s)) —>0 as s —> coy

dV
ds

poo

ds-
dV
dt

dt<

and

\R + S\ {| RI + I S \}ds

Hence all of the conditions of Levinson's theorem are satisfied.
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Let {pk; k = ± 1 , •••, ±n} be a set of linearly independent eigen-
vectors for A corresponding to the eigenvalues {Xk; k= ± 1, •••, ±n}
respectively. Apply Levinson's theorem and we find 2n linearly in-
dependent solutions {w3;j = ± 1 , •••, ±n) to (2.3) and an 0 S s0 < °o
such that

(3.7) Wj(s) ~ pά exp I Xj(σ)dσ .

This means, in particular, that if wjm(s) and pjm are the mth com-
ponents of Wj(s) and pjf respectively, then

(3.7') wjm(s) ~ pjm exp I \3 (σ)dσ .

Before we proceed further let us note that for any j we can al-
ways choose pj so that p5ι = 1. Indeed if we write out the set of
linear equations corresponding to Ap3 = XJPJ we see immediately that
if pdl = 0, then all of the other components p3- must be zero. Hence,
we shall suppose from now on that p3- is that eigenvector with p31 — 1.

Returning to the considerations of § 2, we recall that

Vj(s) = C(t(8))ll?i(8) ,

and these functions are linearly independent for j = ± 1 , , ±n, since
C is nonsingular for each t. Further, uό{t) = Vj(s(t)) and the set
{usύj = ± 1 , •••, ±n} is a set of linearly independent solutions to the
equation (2.1).

Now,

and hence from (3.7'),

(3.8) I vh(s(t)) I - {I Qn(t) I exp (' Re\s(σ)dσ}{l + o(t)} .

Suppose the half-plane (open or closed) of part (a) has as boundary
the line Rez — δ > 0. If ReXj < δ or ReXj > <?, then for σ sufficiently
large, Re\j(σ) < δ or ReXj(σ) > δ respectively. If no roots of P(λ2)
lie on Rez — δ, then it is an immediate consequence of (3.8) that the
deficiency index is (m,m). By the hypotheses on the real parts of
the roots of P(λ2), there can be at most two roots of this polynomial
which lie on Rez = δ, and these roots are complex conjugate. Since
it is not known how the corresponding roots of P(λ2, s) approach these
roots, the only thing we can say is that the solutions corresponding to these
roots are both in U or neither is in U. Hence, any of the three
cases mentioned is possible. If V(t) = 0, the roots λ/s) = λ, and the
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result is an immediate consequence of (3.8).
To prove the second part of statement (a) we first notice that if

ReXj ^ 0, then ReXj(σ) ^ 0 for a sufficiently large. If there are k
negative real roots of (3.2), then P(λ2) has 2ft purely imaginary roots,
n — k roots with real part less than zero and n — k roots with real
part greater than zero. Hence, (3.8) shows that the deficiency index
of the minimal operator associated with (1.1) is at least (n + k,n + k).
On other hand it is not difficult to show that any linear combination,
not identically zero, of the solutions corresponding to roots with positive
real part does not lie in L2 (see e.g. [8, p. 300)]. Hence, the deficiency
index is precisely (n + k, n + k). Conversely, since the number of
roots of P(λ2) with negative real part is the same as the number of
roots with positive real part, if the deficiency index of Lo is (n + ky

n + k), P(μ) must have k negative real roots. This completes the proof
of part (a).

We shall now prove part (b) which will complete the proof of
Theorem 1. Because of the way we have assumed we can decompose
QoQl, we are interested in solutions to the equation

(3.9) P(λ2, β) = z[a + v(t(s))] = ζ(z, s) .

If a Φ 0, then we may choose a nonreal z so that the roots of
P(λ2) — za — 0 all are simple and have different real parts, regardless
of the multiplicity of the roots of P. Moreover, since P has real
coefficients, P(λ2) — za can have no purely imaginary roots and n roots
must have positive real part and n roots must have negative real part.
Hence, it follows from (3.8) that there are n solutions which do not
belong to IΛ But we know by general considerations that n solutions
always belong to U Hence the deficiency index is (n,n).

In the other case we may as well suppose a — 0. From (3.9) and
the fact that the roots of P(λ2) = 0 are simple it follows from the
implicit function theorem that we can choose 2n distinct solutions,
{Xj(s, z)}f to (3.9) which are continuous in a neighborhood of the point
(oo,0) in the (s, z) space, and for fixed s is analytic in z. If we
differentiate G(X3{s, z)) = P(λj(s, z), s) = ζ(z, s) with respect to z we get

( 3 Λ 0 ) dXj(s^ z) = v m w { X j { S f z ) ) m

We can use (3.10) to find all the derivatives of Xj(s, z), and each
derivative is v(t(s)) times a function consisting of derivatives Gik)(Xj(s, z)).
Using this last fact and recalling that λj(s, o) = Xj(s), the Taylor ex-
pansion of λj (s, z) about z = 0 becomes

(3.11) λ,(*, z) = λ,(0) + wMsMG'Ms))-1 + o(s, z)} ,
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where o(s,z) —> 0, as z —• 0, uniformly in some neighborhood of s = oo.
F r o m (3.11) we get

(3.12) Re[\j(8, z) - Xk(s, z)] = Re[Xj(0) -

)- 1 - G'ίλ^β))-1} + o(s,

From (3.12) we see that if Re[Xj(0) - λfc(0)] Φ 0, then for fixed
z, Re[Xj(s, z) — Xk(s, z)] always has the same sgn, provided s is sufficiently
large. If Re[Xά(0) - λA(0)] = 0, then we claim that for all suf-
ficiently small nonreal z except on a finite number of straight lines through
the origin, Re[Xj(s, z) — Xk(s, z)] remains nonnegative or nonpositive,
irrespective of j and k, provided s is sufficiently large. Indeed, since
G'(Xj) - G'(Xk) Φ 0 ReziG'iXj)-1 - ^(λ,)-1} = 0 only for those z which
lie on the straight line

) - 1 - G'iX,)-1} = 0

Take z, sufficiently small and not on these lines, so that

1 + o(8, z)]

maintains its sgn for s sufficiently large. From the hypothesis on
v(t(s)), and (3.12), our statement about Re[Xj(s, z) — λfc(s, z)] follows.

We may consequently apply Levinson's asymptotic theorem. Also,
we see from (3.10) that for z sufficiently small ReXj(s, z) remains non-
positive or nonnegative in a neighborhood of s = oo. Since (3.9) has
at least n solutions with nonnegative real part, it follows from (3.8)
that the deficiency index of Lo is (m, m) where m ^ n. On the other
hand, we know already from general considerations that m ^ n. Hence,
we have completed the proof of Theorem 1.

4* Since Theorem 1 has a relatively complicated statement it
would be well to pause here and examine in more detail the examples
given at the end § 2. Specifically we want to show how Theorem 1
contains the known results which we have previously mentioned. We
start with a theorem of M.A. Neumark [8, p. 293],

THEOREM. Let the following conditions be fulfilled:

1. I Qn(t) I -* °o for t -> oo
2. q'n, Qfή maintain their sgn in a neighborhood of infinity;
3. for t —> oo,

4. qΌ/q0, qx \ qn l~1/2w, Q* I ?» l~3/2w, , ?n-i I Qn \-{2n~*)l2n are summable;
5. lim^goOO > 0.
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If Qn(t) —* °° for t —> oo, then Lo has the deficiency index (n, n).
If Qn(t) —> — oo for t —» oo, then LQ has the deficiency index (n, n)

or (n + 1, n + 1) if the integral

diverges or converges, respectively.

We claim that this theorem falls under our Theorem 1. To see

this we take Q=\qn|-
1/£fl, Q0 = Q and QM_fc = Qp~fc, where p = (2n- l)/2.

Since | #» | —> °°, it is clear that \ Q^1 —» oo as £ —•> oo. This then falls

under case (i) at the end of § 2. Recalling the terminology used in
§ 2 and § 3, we find that ak = qk | gw |-*'n, l^k^n, aQ = l/qOy and
6fc = {(2&- l)/2}d I qn\~ll2n/dt.

Now, by hypothesis 4,

is summable for 1 ^k ^ n — 1 and hence we may take ak = 0 for
these values of &. Further αw = 1 or an = — 1 for £ sufficiently large
and hence we may take an = 1 or αw = — 1 respectively. From the
fact that gί/tfo is summable it follows that lim^c qQ(t) exists as a finite
number. We take this limit as aϊ1 and hypothesis 5 tells us that
a0 > 0. Let us write

— = a0 + vo(t) .
Qo

Then vQ(t) —• 0 as t —> oo and vj(ί) = q'0/ql is summable by hypotheses
4 and 5.

It remains to examine the functions bk(t). The facts that qn is
twice differentiate and qn ultimately maintains its sgn means that bk

exists and

bk = ±Ck I gn

From hypothesis 3 it follows that bk(t) —*0 as t —̂  oo. Further

6; = Ck{(l + l/2n) I qn \-™*\q'%)* ± \ qn |-(1+1^>ff:'} .

Now use the hypotheses 1, 2, and 3; if 7 = 1 + l/2n — ε, ε > 0, then

= ± c Γ1 q. i-1-51 β, r < 00,



ORDINARY SELF-ADJOINT DIFFERENTIAL OPERATORS 253

where C is some positive constant and t0 is sufficiently large so that
qn{U) Φ 0. Further

±Γ|g.|- ( l + 1 / s"'g;' = Γ|?,|- t l + 1 / t" )

Jt0 Jt0

π

Γa+ll2n)
Q,(U) Γ

Hence bk e L1 and we may take βk — 0.
In this case the polynomial (3.2) becomes

P(μ) = aoμ» + (~l)nan, a0 > 0 .

If qn(t) —> oo as t —* CXD y then αw = 1 and we are considering the roots
to the equation aoμ

n + ( — l)n = 0. If w is odd or even, we can have
no negative real roots and the conditions on the real parts of the
roots needed for the application of Theorem 1 are clearly satisfied.
If Ql — I qn |-1+1/2W j s no{- summable, it is a simple matter to check that

Ql(t) exp ε Γ Q-1 = Q>(t) exp ε Γ
j ί 0 j ί 0

is not summable for any p and any ε > 0. Hence part (a) of Theorem
1 applies. In either case the deficiency index is (n, n).

If qn(t) —> — co as t —-> co f then an — — 1 and we are interested
in the roots of the equation aoμ

n + ( — l)n+1 = 0. If n is odd or even,
we have exactly one negative real root. Hence if Ql is summable,
the deficiency is (n + 1, n + 1) and otherwise it is (n, n). The com-
pletes the proof of Neumark's theorem.

We now want to give a theorem of S.A. Orlov, [9], or more pre-
cisely, an improved version due to F.A. Neimark [7].

T H E O R E M . Suppose that qk(t) = t2in~k)+v[ak + rk(t)], l ^ k ^ n and
qo(t) = t2n+v[l/a0 + ro(t)]-\ where t~ιτk{t) is summable, 0 ^ k g n, and
v ^ 0. Set

) ± (1)* ffΓ( ^Y (^±λ j)Ί an ,F(\ v) = ± (-1)**-* ffΓ(λ + ̂ Y - (^±λ

suppose all the roots of this polynomial are simple for v > 0
and all roots of F(X, 0) — z are simple for z some complex number
with nonzero imaginary part. Then the number of linearly inde-
pendent solutions of (1.2) which belong to U are for v > 0 the number
of roots F(X, v) with ReX < 0, and for v = 0 are the number of roots
of F(X, 0) - z = 0 with ReX < 0.
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Let us show that this theorem also is a special case of our Theorem
1. Take Q = l/t, Qo = t and Q0Ql = r2 (-&>~\ Clearly, Q0Ql = Q2(»+»-*>-\
where p = (v + l)/2 and hence this situation falls under case (ii) given
at the end of § 2.

We have ao(t) — l/aQ + ro(t), ak — ak + r*(ί), and

6* = - [(» + l)/2 + rc - A?)] = A .

Further, Q^rh = n(t)/£ e L1 by hypothesis. Hence V(t) = 0 in the
decomposition of the matrix Z)(£, 2) of Theorem 1. The polynomial
(3.2) becomes

an

Now, Q^exp2δ V QΪ1 = t25-1-", and this belongs to L1 for δ< v/2.

If ^ > 0, then Ql e L\ and since V(t) = 0 part (a) implies one part of
the present theorem. If v = 0, Ql$ L\ but QQQl(t) = 1. An easy
analysis of this situation gives the remaining part of the present
theorem. However, part (b) of our Theorem 1 applies here and shows
that if v = 0, the deficiency index is always (n, n), which is of course
a somewhat sharper result that given by Neimark's theorem.

Let us now list two results given by Neumark [8] which fall under
case (iii) of § 2. The statements are immediate consequences of Theorem
1 (b) by taking Q = 1 in (iii).

I. If(l/qoy, q19 , qn are summable and lim^^q^t) > 0, then Lo

has the deficiency index (n, n).

II. // there are constants, aQ Φ 0, alf •• , an such that

, Qι - OLU , qn - an

are summabley then Lo has deficiency index (n, n).

5* In this section we shall obtain a theorem in which the
hypothesis that the characteristic polynomial has only simple roots can
be relaxed. This relaxation is obtained at the expense of having some
of the other hypotheses more stringent. The basic tool in the proof
of the theorem of this section, as in the previous section, is an asympto-
tic theorem obtained in [3], which is an extension of Levinson's asympto-
tic theorem.
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THEOREM 2. Let {Qk}0, {α*}?, {MΓ, and {dk}ΐ~λ be the functions
described in § 2. Suppose we can write the matrix of (2.4) as

(5.1) D(t, z) = A + R{t) + S(t, z) ,

where S(t, z) is as in Theorem 1, 2?(£) &αs real entries and A is a

real constant matrix given by (3.1). Let {X±k;l^k^r}, λ_fe = — Xky

be the distinct characteristic roots of A with the multiplicity

of Xj being n3 and let q + 1 = max n3. We make the further

assumption that I Q^1 [Q^1 \R\ + Qϊ\ is summable. For j Ξ> 1 let

Pj be the half-plane

U U: Re z S δ and Q2J[ Q,1^ exp 23 Γ Qo"1 e L1} ,

mkj = min (nk, j) if Xk e Pj and mkj — 0 if Xk£ P3, mk = maxy mk3-9 and
m = 2 J mk Then the deficiency index of Lo is (m, m).

Proof. By hypothesis sqQQQl is summable with respect to the
measure ds and hence sq \ R + S \ is summmable. Further, it is a
simple matter to check that the minimal and characteristic polynomials
of A have the same degree. Hence we may apply the asymptotic
theorem proved in [3] which says the following: Let {qkj; l^j ^nk}
be a set of (linearly independent) "principal vectors" for the eigenvalue
λ*; i.e., qkj=(A-Xkiy*-jqknk, {A-Xk)

n^qknkΦϋ, and ( A - λ f c / ) ^ ^ = 0.
Then there exists an s0 and a fundamental set {wkj; 1 ̂  j ^ nk, 1 ̂  | k \ ̂  r)
of solutions to (2.4) so that

(5.2) wkj(s) - Γ s exp Xk(s - so)\qkj .
L O - 1 ) ! -I

In particular this means that (5.2) remains true when wkj and qkj are
replaced by their first components.

Before we proceed further, let us show that we can always choose
qk%h so that the first component of qhίj 1 ^ j ^ nk, is different from
zero. To simplify the notation, set λ = λfc, qm = qk%k, q3' = (A — Xl)m-jqm

and denote the components of q3- by q3U 0 ^ I ̂  2n. The set of
equations

(A - Xl)m~jqm - ft = 0 , j = 1, . . - , m - 1 ,
( 5 3 )

is a set of 2nm linear equations in the 2nm variables {q3l; 1 ^l S 2n,
1 ^j ^ m}. This set of equations can also be written as

(A - Xl)q3+1 -q3 = 0, j = m - 1, , 1 ,

(A λ l ) ^ = 0 .
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The matrix, j y , of the set (5.3') of linear equations has m blocks
down the main diagonal, each block being the matrix A — λJ, m — 1
blocks down the superdiagonal, each block being the 2n x 2n matrix
— J, and zeros elsewhere. Since det(A — XI) •==• 0, the set of equations
(5.3') has nontrivial solutions. Further, since the rank of (A — XI) is
(2n — 1) the rank of Sf must be (2n — l)m. If we remove from sf
the rows and columns of index 2kn + 1, 0 g 4 ^ m - 1, the resulting
matrix has nonzero determinant. This means we can choose the num-
bers taiijjU as we will and solve for the other variables by Gramer's
rule so as to obtain a solution to (5.3'). We choose the first component
of qkj as (j - 1)!

Now, from § 2 we have

vkj(s) = C(t(s))wkj(s)

and looking at the first components of the vectors on both sides we get

vksMt)) = Qn{t)wkjι{s)t)) .

Hence, from (5.2) we get

(5.4) I vkh{s) I = {| Qn(t(s)) I s3"1 exp ReXk(s — SQ)}{1 + o(s)} ,

for 1 <; j <; nk, 1 <; I k | ^ r. The equation (5.4) is of course the anal-
ogue of (3.8). If λ* G P3, then ukjl(t) - vkh(s(t)) is, by (5.4), in L\
and indeed all functions ukll, 1 ^ I ^j, are in L2. Therefore, there
will be mk solutions corresponding to Xk which are in ZΛ This proves
Theorem 2.

REMARK. The asymptotic theorem in [3] would allow us to include
a term V(t) in (5.1) which has suitable differentiability properties.
However, a theorem of a general nature on the deficiency index becomes
very complicated to state and for the sake of simplicity we have
preferred to suppose that V(t) — 0.

Let us conclude with an illustration of the application of Theorem
2, namely a generalization of the Neimark-Orlov theorem given in § 4.
Let q + 1 be the maximum of the multiplicities of the roots of the
polynomial F(X, v) of § 4 and assume that the functions rk(t) of that
theorem satisfy the condition [log t]qrk(t)/t e L1. Recall we had taken
Q = 1/ί, Qo = t and Ql = l/t1+\ If v > 0, it is immediate that

Hence we may apply Theorem 2 and we no longer need the hypothesis
that the roots of F(X, v) are simple. If v = 0 the situation is covered
by Theorem l(b) and deficiency index is (n, n).
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