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H. S. Wall, J. S. MacNerney and T. H. Hildebrandt have shown interdependencies between the equations

\[ f(x) = \alpha \prod_{a}^{b} (1 + dg) \quad \text{and} \quad f(x) = 1 + \int_{a}^{b} f dg; \]

this paper extends and consolidates some of their results. Let \( S \) be a linearly ordered set, \( R \) be a normed ring, and \( OA^0 \) and \( OM^0 \) be classes of functions \( \Gamma \) from \( S \times S \) to \( R \) for which

\[ \int_{a}^{b} G(I) - \int_{a}^{b} G \neq 0 \]

and

\[ \int_{a}^{b} [1 + G(I)] - \prod_{a}^{b} (1 + G) = 0, \]

respectively. We show the following. If \( \Gamma \) has bounded variation, \( \Gamma \in OA^0 \) if and only if \( \Gamma \in OM^0 \). For some rings, the existence of \( \int_{a}^{b} G(I) \) and \( \alpha \prod_{a}^{b} [1 + G(I)] \) imply that \( \Gamma \in OA^0 \) and \( OM^0 \), respectively. This is used to prove a product integral solution of integral equations such as

\[ f(x) = f(a) + (RL) \int_{a}^{x} (fG + Hf), \]

where \( f \) is a function from \( S \) to \( R \) and \( G \) and \( H \) are functions from \( S \times S \) to \( R \). Then these results are used (a) to show that each nonsingular \( m \times m \) matrix of complex numbers has \( n \) distinct \( n \)th roots, (b) to show that, with some restrictions, \( \sum_{i=1}^{m} A_{i} \) exists if and only if \( \prod_{i=1}^{m} (1 + A_{i}) \) exists and (c) to find solutions of integrals equations such as

\[ f(x) = f(a) + \int_{a}^{x} f \, dg. \]

In his recent paper, Integral Equations and Semigroups [7], J. S. MacNerney develops some of the interdependencies between additive and multiplicative integration processes for rings, defines two classes \( OA \) and \( OM \) of functions \( \Gamma \) and \( \Phi \) such that the integral-like formulas

\[ \Gamma(a, b) = \int_{a}^{b} (W - 1) \quad \text{and} \quad \Phi(a, b) = \alpha \prod_{a}^{b} (1 + \Gamma) \]

are mutually reciprocal, shows a one-to-one correspondence between the
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classes $OA$ and $OM$ and shows that this leads to an integral-equation
theory of Cauchy-right and Cauchy-left integrals which extends earlier
results of H. S. Wall [9], T. H. Hildebrandt [4] and MacNerney [5] [6].
In several recent papers, W. D. L. Appling [1] [2] has based several
proofs on the following theorem: “If $G$ is a real-valued function of
subintervals of $[a, b]$ such that $\int_a^b G(I) = 0$.

$$\int_{[a,b]} |G(I) - \int_I G(J)| = 0$$

In this paper we extend this theorem to matrices and to some types
of rings, prove a similar theorem for product integrals in which

$$\int_{[a,b]} [1 + G(I)] - \prod_I [1 + G(J)] = 0$$

and use these concepts to extend and consolidate some of the theorems
of MacNerney [7] and Hildebrandt [4].

We denote by $OA^o$ and $OM^o$ the classes of functions $G$ satisfying
equations 1.1 and 1.2, respectively; MacNerney’s class $OA$ is a proper
subclass of $OA^o$ and $OM$ is closely related to the class $OM^o$. Using
MacNerney’s theorems, we prove that, if $G$ has bounded variation,
$G \in OA^o$ if and only if $G \in OM^o$. The defining properties of the classes
$OA^o$ and $OM^o$ are used in the proofs of theorems which give solutions
and reciprocal relations for integral equations of the form

$$f(x) = h(x) + (RL) \int_a^x [f \cdot H(I) + G(I) \cdot f]$$

where the range of each function is a subset of a ring $N$. Then these
theorems are used

1. to prove that each nonsingular $m \times m$ matrix of complex
   numbers has $n$ distinct $n$th roots;
2. to prove that, with suitable restrictions, $\sum_{i=1}^\infty A_i$ exists if
   and only if $\prod_{i=1}^\infty (1 + A_i)$ exists; and
3. to find the solutions of integral equations such as

$$y(x) = y(a) + \int_a^x (yG + y^*F)$$

2. Definitions. Most of the definitions used in this paper are
the same as those used by MacNerney [7]; where a new definition is
used, the symbol “$^o$” is added ($OA$ to $OA^o$) to indicate a changed, yet
similar, definition. Occasionally a phrase or a symbol defined by Mac-
Nerney will be used without repeating his definition and will be in-
dicated by [7, p. •••].

0 is a linear ordering [7, p. 149] of a nondegenerate set $S$. $N$ is
a ring which has a multiplicative identity element denoted by 1 and has a norm \(| \cdot |\) with respect to which \(N\) is complete and \(|1| = 1\). Lower case letters will be used for functions from \(S\) to a subset of \(N\); from \(S \times S\) to \(N\) by capital letters.

If \(G\) is a function from \(S \times S\) to \(N\) and \([a, b] \in S \times S\), the sum (product) integral of \(G\) exists on \([a, b]\) means there is an element \(J\) of \(N\) such that if \(c\) is a positive number there is an 0-subdivision \(D\) of \([a, b]\) \([7, p. 150]\) for which \(|\sum_{i=1}^{n} G(x_{i-1}, x_i) - J| < c\) \(|\prod_{i=1}^{n} G(x_{i-1}, x_i) - J| < c\), provided \(\{x_i\}_{i=0}^{n}\) is a refinement of \(D\) \([7, p. 150]\). \(\prod_{i=1}^{n} G(x_{i-1}, x_i)\) means

\[
G(x_0, x_1)G(x_1, x_2)G(x_2, x_3) \cdots G(x_{n-1}, x_n).
\]

The symbols \(\int_a^b G\) and \(\prod_a^b G\) will be used to represent the sum and product integrals, respectively.

\(O\alpha^0\) denotes the set of functions \(G\) from \(S \times S\) to \(N\) such that if \([a, b] \in S \times S\) and \([a, x, y, b]\) is an 0-subdivision of \([a, b]\) then \(\int_a^b G\) exists and \(\int_a^b H = 0\), where \(H(x, y) = \left|G(x, y) - \int_x^y G\right|\).

\(O\Pi^0\) denotes the set of functions \(G\) from \(S \times S\) to \(N\) such that if \([a, b] \in S \times S\) and \([a, x, y, b]\) is an 0-subdivision of \([a, b]\), then \(\prod_a^b (1 + G)\) exists and \(\int_a^b K = 0\), where \(K(x, y) = |1 + G(x, y) - \prod_x^y (1 + G)|\).

\(O\beta^0\) denotes set of functions \(G\) from \(S \times S\) to \(N\) such that if \([a, b] \in S \times S\) there is a number \(M\) such that, for each 0-subdivision \(\{x_i\}_{i=0}^{n}\) of \([a, b]\), \(\sum_{i=1}^{n} |G(x_{i-1}, x_i)| < M\).

\(O\Pi^0\) denotes the set of functions \(G\) from \(S \times S\) to \(N\) such that if \([a, b] \in S \times S\) there is a number \(M\) such that, for each 0-subdivision \(\{x_i\}_{i=0}^{n}\) of \([a, b]\), \(|\prod_{i=1}^{n} [1 + G(x_{i-1}, x_i)]| < M\) for \(0 < p \leq q \leq n\). Note that \(O\beta^0\) is a proper subset of \(O\Pi^0\).

The function \(G\) from \(S \times S\) to \(N\) is bounded means if \([a, b] \in S \times S\) there is a number \(M\) such that if \([a, x, y, b]\) is an 0-subdivision of \([a, b]\) then \(|G(x, y)| < M\).

Occasionally, statements such as “the function \(f(x)G(x, y)\)” will be used as a substitute for the statement “the function \(H\) from \(S \times S\) to \(N\) such that for \([x, y] \in S \times S\), \(H(x, y) = f(x)G(x, y)\)”.

\(\alpha f = df(x, y) = f(y) - f(x)\). Where no misunderstanding is likely, \(f_i, df_i\) and \(G_i\) will be used as shortened notations for \(f(x_i), f(x_i) - f(x_{i-1})\) and \(G(x_{i-1}, x_i)\), respectively.

The following special symbols will be used for sum or product integrals of \(G\) whenever \(G\) is defined in terms of functions \(f\) and \(H\) from \(S\) and \(S \times S\), respectively:
(L) \[ \int_a^b fH \sim f(x)H(x, y) ; \]
(R) \[ \int_a^b fH \sim f(y)H(x, y) ; \]
\[ 2(M) \int_a^b Hf \sim H(x, y)[f(x) + f(y)] ; \]
\[ (L) \prod_{i=1}^n (1 + fH) \sim 1 + f(x)H(x, y) ; \]

In Theorem 5.8, \( \prod_{i=1}^n (1 + A_i) \) exists means \( \lim_{n \to \infty} \prod_{i=1}^n (1 + A_i) \) and \( [\lim_{n \to \infty} \prod_{i=1}^n (1 + A_i)]^{-1} \) exist.

3. \( G \in OA^0 \) only if \( G \in OM^0 \). In this section the properties of functions belonging to \( OA^0 \) and to \( OM^0 \) are studied and some interdependencies of the two sets are shown. The first theorem is an example in which the \( OA^0 \) properties are used; the next two theorems are used in the proofs of later theorems.

**Theorem 3.1.** If \( \{a, b\} \in S \times S \) and \( H, F, V, G, K, F_1 \) and \( G_1 \) are functions from \( S \times S \) to \( N \) such that

1. \( H, F, G \) and \( K \) are bounded,
2. \( FV \) and \( VG \) are elements of \( OA^0 \), and
3. for each 0-subdivision \( \{a, x, y, b\} \) of \( \{a, b\} \), \( F_i(x, y) = \int_x^y FV \) and \( G_i(x, y) = \int_x^y VG \),

then \( \int_a^b HF\cdot G_1 = \int_a^b HF \cdot VGK = \int_a^b HFG, K \), provided one of the integrals exist.

**Proof.** Since \( FV \) and \( VG \) are elements of \( OA^0 \), then \( \int_a^b |FV - F_1| = 0 \) and \( \int_a^b |VG - G_1| = 0 \) and, since \( H, F, G \) and \( K \) are bounded, it follows that \( \int_a^b H(F_i - FV)G_1K = 0 \) and \( \int_a^b HF(VG - G_1)K = 0 \). Therefore,

\[ \int_a^b HF\cdot G_1 = \int_a^b HF \cdot VGK + \int_a^b H(F_i - FV)FK \]
\[ = \int_a^b HFVGK \]
\[ = \int_a^b HFG, K + \int_a^b HF(VG - G_1)K \]
\[ = \int_a^b HFG, K . \]

**Theorem 3.2.** If \( \{a, b\} \in S \times S \) and \( F \) and \( G \) are functions from \( S \times S \) to \( N \) such that \( F \) and \( G \) are elements of \( OP^0 \), there is a number \( M \) such that if \( \{x_i\}_{i=0}^n \) is an 0-subdivision of \( \{a, b\} \), then
\[
\left| \prod_{i=1}^{n} \left[ 1 + F(x_{i-1}, x_i) \right] - \prod_{i=1}^{n} \left[ 1 + G(x_{i-1}, x_i) \right] \right| < M^2 \sum_{i=1}^{n} \left| F(x_{i-1}, x_i) - G(x_{i-1}, x_i) \right|. 
\]

**Proof.** Since \( F \in OP^0 \) and \( G \in OP^0 \), there is a number \( M \) such that, for each 0-subdivision \( \{x_i\}_{i=0}^{n} \) of \( \{a, b\} \) and \( 1 \leq p \leq q \leq n \),

\[
\left| \prod_{i=p}^{q} (1 + F_i) \right| < M \quad \text{and} \quad \left| \prod_{i=p}^{q} (1 + G_i) \right| < M.
\]

From the algebraic identity

\[
\prod_{i=1}^{n} b_i - \prod_{i=1}^{n} a_i = \sum_{i=1}^{n} \left( \prod_{j=1}^{i-1} a_j \right) (b_i - a_i) \left( \prod_{t=i+1}^{n} b_t \right)
\]

it follows that for each 0-subdivision \( \{x_i\}_{i=0}^{n} \) of \( \{a, b\} \)

\[
\left| \prod_{i=1}^{n} (1 + F_i) - \prod_{i=1}^{n} (1 + G_i) \right| \\
= \left| \sum_{i=1}^{n} \left( 1 + G_i \right) \left( F_i - G_i \right) \prod_{t=i+1}^{n} (1 + F_t) \right| \\
< \sum_{i=1}^{n} M \left| (F_i - G_i) \right| M.
\]

**Theorem 3.3.** If \( \{a, b\} \in S \times S \) and \( G \) is a function from \( S \times S \) to \( N \) such that \( G \in OP^0 \), \( G \in OA^0 \) and the function \( \int_S G \in OP^0 \), then

\( _a \Pi^b \left( 1 + G \right) = _a \Pi^b \left( 1 + \int_S G \right) \), provided either product integral exists.

**Proof.** From Theorem 3.2 there is a number \( M \) such that for each 0-subdivision \( \{x_i\}_{i=0}^{n} \) of \( \{a, b\} \)

\[
\left| \prod_{i=1}^{n} \left( 1 + \int_{x_{i-1}}^{x_i} G \right) - \prod_{i=1}^{n} \left[ 1 + G(x_{i-1}, x_i) \right] \right| \\
\leq M^2 \sum_{i=1}^{n} \left| \int_{x_{i-1}}^{x_i} G - G(x_{i-1}, x_i) \right|.
\]

Since \( \int_a^b G = \int_a^b \), it follows that \( _a \Pi^b \left( 1 + G \right) = _a \Pi^b \left( 1 + \int_S G \right) \), provided one of the product integrals exists.

**Theorem 3.4.** If \( G \) is a function from \( S \times S \) to \( N \) such that \( G \in OB^0 \), the following statements are equivalent:

1. \( G \in OA^0 \) and 2. \( G \in OM^0 \).

**Proof.** 1 \( \rightarrow \) 2. Let \( V \) be the function from \( S \times S \) to \( N \) such that for each \( \{x, y\} \in S \times S \), \( V(x, y) = \int_{x}^{y} G \). By Lemma 3.1 \cite[7, p. 152]{7} there is a function \( \alpha \) in \( OA^+ \) \cite[7, p. 150]{7} such that the pair of func-
tions $\alpha, V$ satisfy the hypothesis of Theorem 3.1 [7, p. 153]; therefore, for each element $\{x, y\}$ of $S \times S$, $z_{\prod^v(1 + V)}$ exists and, by Theorem 3.3 above, $z_{\prod^v(1 + V)} = z_{\prod^v(1 + G)}$. For each 0-subdivision $\{x_i\}_{i=0}^n$ of an element $\{a, b\}$ of $S \times S$

$$\sum_{i=1}^n |x_{i-1} \prod^{x_i}(1 + G) - [1 + G(x_{i-1}, x_i)]|$$

$$\leq \sum_{i=1}^n |x_{i-1} \prod^{x_i}(1 + V) - [1 + V(x_{i-1}, x_i)]| + \sum_{i=1}^n |G_i - V_i|$$

$$\leq \sum_{i=1}^n |x_{i-1} \prod^{x_i}(1 + \alpha) - [1 + \alpha(x_{i-1}, x_i)]| + \sum_{i=1}^n |G_i - V_i| .$$

Since $G \in OA^0$ and $\alpha \in OM^0$ (by definition and also by our Theorem 4.2), the last member can be made arbitrarily small; therefore

$$\int_a^b |(1 + G) - \prod (1 + G)| = 0$$

and $G \in OM^0$.

2. Let $W$ be the function from $S \times S$ to $N$ such that for each element $\{x, y\}$ of $S \times S$, $W(x, y) = z_{\prod^v(1 + G)}$. By Lemma 3.2 [7, p. 152] there is a function $\mu \in OM^+$ [7, p. 150] such that the pair of functions $\mu, W$ satisfy the hypothesis of Theorem 3.2 [7, p. 153]; hence, for each element $\{a, b\}$ of $S \times S$, $\int_a^b (W - 1)$ exists and for each 0-subdivision $\{x_i\}_{i=0}^n$ of $\{a, b\}$,

$$\sum_{i=1}^n |[\mu(x_{i-1}, x_i) - 1] - \int_{x_{i-1}}^{x_i} (\mu - 1)|$$

$$\leq \sum_{i=1}^n |W(x_{i-1}, x_i) - 1 - \int_{x_{i-1}}^{x_i} (W - 1)|$$

$$= \sum_{i=1}^n |x_{i-1} \prod^{x_i}(1 + G) - 1 - \int_{x_{i-1}}^{x_i} (W - 1)|$$

$$\leq \sum_{i=1}^n |G(x_{i-1}, x_i) - \int_{x_{i-1}}^{x_i} (W - 1)|$$

$$- \sum_{i=1}^n |x_{i-1} \prod^{x_i}(1 + G) - [1 + G(x_{i-1}, x_i)]| .$$

Since $G \in OM^0$ and $(\mu - 1) \in OA^0$ (by definition, also by our Theorem 4.1), it follows that

$$\int_a^b G = \int_a^b (W - 1) ,$$

$$\int_a^b |G - \int_G| = \int_a^b |G - \int(W - 1)| = 0 ,$$

and $G \in OA^0$. 
**Remark.** \( OA^0 \) is not a subset of \( OB^0 \) and \( OB^0 \) is not a subset of \( OA^0 \). Let \( S \) be the set of real numbers. If \( h \) is the function from \( S \) to \( S \) such that \( h(x) = 1 \) for \( x \) rational and \( h(x) = 0 \) for \( x \) irrational, then the function \( H(x, y) = h(y) - h(x) \) is an element of \( OA^0 \) but is not an element of \( OB^0 \). Let \( G \) be the function from \( S \times S \) to \( S \) such that

1. if \( x \leq y \) then \( G(x, y) = y - x \) and
2. if \( x > y \), then \( G(x, y) = y - x \) if both \( x \) and \( y \) are rational, otherwise \( G(x, y) = 0 \). \( G \in OB^0 \) and \( \int_0^1 G \) exists but \( \int_0^0 G \) does not exist and \( G \in OA^0 \).

MacNerney's Lemma 4.3 [7, p. 156], which is used in the proof of Theorem 3.5, could have been stated as follows:

**Lemma 4.3.** If each of \( F \) and \( G \) is in \( OB \) [7, p. 155] and \( \alpha \) is a member of \( OA^+ \) [7, p. 150] such that \( |dF| < \alpha \) and \( |dG| < \alpha \) then, for each \( \{a, b\} \) in \( S \times S \), \( (L) \int_a^b FdG \) and \( (R) \int_a^b FdG \) exist and—if \( e \) is a member of \( S \) such that \( \{e, a, b\} \) is a subdivision of \( \{e, b\} \)—

\[
\left| (R) \int_a^b FdG - F(a)dG(b, a) \right| = \left| (L) \int_a^b FdG - F(a)dG(a, b) \right| \\
\leq (L) \int_a^b \alpha (e, x) \alpha - \alpha (e, a) \alpha (a, b) .
\]

Furthermore, each of the functions

\[
F(x)dG(x, y), \quad F(y)dG(x, y), \quad dG(x, y)F(x)
\]

and \( dG(x, y)F(y) \) is an element of \( OA^0 \) and of \( OM^0 \).

**Indication of proof.** MacNerney gives a proof for

\[
\left| (L) \int_a^b FdG - F(a)dG(a, b) \right| \leq (L) \int_a^b \alpha (e, x) \alpha - \alpha (e, a) \alpha (a, b) .
\]

The definition of the function \( \alpha \) (as well as our Theorem 4.1) assures that the function \( \alpha (e, x) \alpha (x, y) \) is an element of \( OA^0 \); therefore \( F(x)dG(x, y) \) and \( F(y)dG(x, y) \) are elements of \( OA^0 \) and, since the integration by parts theorem (Lemma 4.1, [7, p. 156]) applies, \( dG(x, y)F(x) \) and \( dG(x, y)F(y) \) are element of \( OA^0 \). It follows from Theorem 3.4 that each of these four functions is an element of \( OM^0 \).

**Theorem 3.5.** If each of \( f_1, f_2, f_3 \) and \( f_4 \) is a function from \( S \) to \( N \) and \( df_i \in OB^0 \) for \( i = 1, 2, 3, 4 \), the function \( G \) is an element of \( OB^0 \) and \( OA^0 \) and \( H \) is the function

\[
H(x, y) = [f_1(x) + f_2(y)]G(x, y)[f_3(x) + f_4(y)] ,
\]
then $H \in OA^o$ and $H \in OM^o$.

Proof. Let $V$ be the function $V(x, y) = \sum G$. From Lemma 4.3° it follows that each of the functions $f_1(x)V(x, y), f_2(y)V(x, y), V(x, y)f_3(x)$ and $V(x, y)f_4(y)$ is an element of $OA^o$. Since $f_1(x)V(x, y)$ and $G$ are elements of $OA^o$, and

$$
\sum_{\partial} \left| \sum_{x} f_1(\ )V(\ , \ ) - f_1(x)V(x, y) \right|
$$

$$=
\sum_{\partial} \left| \sum_{x} f_1(\ )V(\ , \ ) - f_1(x)G(x, y) + f_1(x)G(x, y) - f_1(x)V(x, y) \right|
$$

$$\geq \sum_{\partial} \left| \sum_{x} f_1(\ )V(\ , \ ) - f_1(x)G(x, y) \right|
- \sum_{\partial} |f_1(x)| |G(x, y) - V(x, y)|
$$

it follows that $f_1(x)G(x, y) \in OA^o$. Similarly, the other three composite functions of $f_1$ and $G$ are elements of $OA^o$. $H \in OA^o$ because $OA^o$ is closed with respect to addition. Since $H \in OB^0$, it follows from Theorem 3.4 that $H \in OM^o$.

Remark. If $H$ is the function

$$H(x, y) = \sum_{i=1}^{n} F_i(x, y)G_i(x, y)H_i(x, y)$$

where, for $i = 1, 2, 3, \cdots, n$, $G_i$ is an element of $OB^o$ and $OA^o$ and each of the functions $F_i$ and $H_i$ is composed of products and sums of functions $f$ from $S$ to $N$ for which $df \in OB^o$, then, by using Theorems 3.1 and 3.5, it follows that $H \in OA^o$ and $H \in OM^o$.

4. $OA^o, OM^o$ and a special ring. In this section it is shown that if suitable restrictions are placed on the ring $N$, then the existence of the sum integral $\int G$ implies that $G \in OA^o$ and the existence of the product integral $\prod (1 + G)$ implies that $G \in OM^o$.

Let $R$ be a ring which has $K$ subsets $R_1, R_2, \cdots, R_K$ such that

$$R = \bigcup_{i=1}^{K} R_i$$

and $R$ has a norm $| \cdot |$ with respect to which $R$ is complete and $|1| = 1$ and, if $A$ and $B$ are elements of the same subset $R_i$ of $R$, then $|A + B| = |A| + |B|$. The field of complex numbers with the norm of $(a, b)$ defined as $|a| + |b|$ satisfies these conditions.

Theorem 4.1. If $G$ is a function from $S \times S$ to $R$ such that $\int G$ exists for each element $\{x, y\}$ of $S \times S$, then $G \in OA^o$.

Proof. If the theorem is false and $H(x, y) = \int G - G(x, y)$ for each element $\{x, y\}$ of $S \times S$, then there is an element $\{a, b\}$ of $S \times S,$
a positive number $c$ and an 0-subdivision $D = \{x_i\}_{i=0}^n$ of $\{a, b\}$ such that $\sum_{i=1}^n |H(x_{i-1}, x_i)| > c$ and if $\{j\}_{j=1}^p$ is a refinement of $D$, then
\[
\left| \int_a^b G - \sum_{j=1}^p G(y_{j-1}, y_j) \right| < c/2K.
\]

The following definitions are used to define a refinement $D'$ of $D$ which will lead to a contradiction. For each integer $k, 1 \leq k \leq K$, let $A_k$ be the set of integers such that $p \in A_k$ only if $H(x_{p-1}, x_p) \in R_k$. Since $\sum_{i=1}^n |H(x_{i-1}, x_i)| > c$, there is an element $A$ of $\{A_k\}_{k=1}^K$ such that $\sum_{i \in A} |H(x_{i-1}, x_i)| > c/K$. For each integer $i, 1 \leq i \leq n$, let $D_i$ be a subdivision of $\{x_{i-1}, x_i\}$ and $k_i$ be an element of $R$ such that

1. if $i \in A$, then $D_i = \{x_{i-1}, x_i\}$ and $k_i = H(x_{i-1}, x_i)$; and
2. if $i \notin A$, then $D_i$ is an 0-subdivision of $\{x_{i-1}, x_i\}$ such that $k_i = \int_{x_{i-1}}^{x_i} G - \sum D_i G(x_{j-1}, x_j)$ and $|k_i| < c/(2i \cdot 2K)$. Let $D' = \bigcup_{i=1}^n D_i$; then $D'$ is a refinement of $D$ and
\[
c/2K > \left| \int_a^b G - \sum_{D'} G(x_{j-1}, x_j) \right| = \left| \sum D \left( \int_{x_{i-1}}^{x_i} G - \sum_{D_i} G_j \right) \right|
= \left| \sum D \left( \left| \int_{x_{i-1}}^{x_i} G - \sum_{D_i} G_j \right| \right) \right|
= \left| \sum_{i \in A} k_i \right| \geq \left| \sum_{i \notin A} k_i \right| - \sum_{i \notin A} |k_i|
= \left| \sum_{i \in A} k_i \right| - \sum_{i \notin A} c/(2i \cdot 2K);
\]

hence $c/K > |\sum_{i \in A} H(x_{i-1}, x_i)| = \sum_{i \in A} |H_i| > c/K$. This contradiction proves that $\int_a^b |H| = 0$ and that $G \in OA^0$.

**Theorem 4.2.** If $G$ is a function from $S \times S$ to $R$ such that for $\{a, b\} \in S \times S$ there is a number $M$ such that, for each 0-subdivision $\{a, x, y, b\}$ of $\{a, b\}, z\Pi^v (1 + G)$ and $\{z\Pi^v (1 + G)\}^{-1}$ exist and are bounded by $M - 1$, then $G \in OM^0$.

**Proof.** For each element $\{x, y\}$ of $S \times S$ let $F(x, y) = 1 + G(x, y)$ and $H(x, y) = z\Pi^v (1 + G) - [1 + G(x, y)]$. If the theorem is false, there is an element $\{a, b\} \in S \times S$, a positive number $c$ and an 0-subdivision $D = \{x_i\}_{i=0}^n$ of $\{a, b\}$ such that $\sum_{i=1}^n |H(x_{i-1}, x_i)| > c$ and, if $\{j\}_{j=1}^p$ is a refinement of $D$ and $1 \leq i \leq n$, then
\[
\left| z\Pi^v F - \prod_{j=1}^p F(y_{j-1}, y_j) \right| < c/(4M^2 K)
\]
\[
\left| \prod_{j=1}^p F(y_{j-1}, y_j) \right| < M,
\]
and
where \( y_{j-1} = x_i \) for \( j = q_i \).

The following definitions are used to define a refinement \( D' \) of \( D \) which will lead to a contradiction. For each integer \( k, 1 \leq k \leq K \), let \( A_k \) be the set of integers such that \( i \in A_k \) only if

\[
(a \prod_{i=1}^{x_i-1} F)H(x_{i-1}, x_i) \left( \prod_{i+1}^{b} F' \right)
\]

is an element of \( R_k \). Since \( \sum_{i=1}^{n} |H(x_{i-1}, x_i)| > c \), there is an element \( A \) of \( \{A_k\}_{k=1}^{K} \) such that \( \sum_{i \in A} |H(x_{i-1}, x_i)| > c/K \). For each integer \( i, 1 \leq i \leq n \), let \( D_i \) be a subdivision of \( \{x_{i-1}, x_i\} \) and \( k_i \) be an element of \( R \) such that

1. if \( i \in A \), then \( D_i = \{x_{i-1}, x_i\} \) and \( k_i = H(x_{i-1}, x_i) \); and
2. if \( i \notin A \), then \( D_i \) is a 0-subdivision \( \{x_{j-1}, x_j\} \) such that \( k_i = x_{i-1}\prod_{j=1}^{x_i} F - \prod_{j=0}^{p_i} F(x_{j-1}, z_j) \) and \( |k_i| < c/(2^i 4M^n K) \).

Let \( D' = \bigcup_{i=1}^{n} D_i = \{y_{j}\}_{j=1}^{n} \); then \( D' \) is a refinement of \( D \) and

\[
c/(4M^n K) > \left| \prod_{j=1}^{n} F(y_{j-1}, y_j) - a \prod^{b} F \right|
\]

\[
= \left| \prod_{D} \left[ \prod_{D_i} F(y_{j-1}, y_j) \right] - \prod_{D} (x_{i-1}\prod_{i}^{x_i} F) \right|
\]

\[
= \left| \sum_{i=1}^{n} (a \prod_{i=1}^{x_i-1} F)k_i \prod_{j=i+1}^{n} D_j F(y_{k-1}, y_k) \right|
\]

(Identity, Th 3.2)

\[
\geq \left| \sum_{i \in A} [\cdot] - \sum_{i \notin A} a \prod_{i=1}^{x_i-1} F | k_i | \prod_{j=i+1}^{n} D_j F \right|
\]

\[
> \left| \sum_{i \in A} [\cdot] - M \sum_{i \notin A} |k_i| M \right|
\]

hence

\[
\sum_{i \in A} |k_i|/(2M^n) > c/(2M^n K)
\]

\[
> \left| \sum_{i \in A} (a \prod_{i=1}^{x_i-1} F)k_i \prod_{j=i+1}^{n} D_j F \right|
\]

\[
\geq \left| \sum_{i \in A} a \prod_{i=1}^{x_i-1} F k_i \prod_{j=i+1}^{n} D_j F - \prod_{i}^{b} F \right|
\]

\[
- \sum_{i \in A} a \prod_{i=1}^{x_i-1} F | k_i | \prod_{j=i+1}^{n} D_j F - x_{i+1}\prod_{i}^{b} F \right|
\]

\[
> \left| \sum_{i \in A} (a \prod_{i=1}^{x_i-1} F)k_i(x_{i+1}\prod_{i}^{b} F) \right|
\]

\[
- M \sum_{i \in A} |k_i| (1/2M^n) .
\]

Therefore
(1/M^2) \sum_{i \in A} |k_i| > \left| \sum_{i \in A} (a \prod_{i}^{x_{i-1}} F)k_i(x_{i+1}\prod_{i}^{b} F) \right|
= \sum_{i \in A} |(a \prod_{i}^{x_{i-1}} F)k_i(x_{i+1}\prod_{i}^{b} F')|
(See def. of A_k, A and k_i.)
\geq (1/M^2) \sum_{i \in A} |(a \prod_{i}^{x_{i-1}} F)^{-1}|
\times |(a \prod_{i}^{x_{i-1}} F)k_i(x_{i+1}\prod_{i}^{b} F')| \cdot |(x_{i+1}\prod_{i}^{b} F')^{-1}|
\geq (1/M^2) \sum_{i \in A} |k_i| .

This contradiction proves that \( \int_{a}^{b} |H| = 0 \) and that \( G \in OM^0. \)

5. Integral equations; special uses. In this section several theorems are proved showing that product integrals can be used in solving integral equations. Then these theorems are used to show that a nonsingular \( m \times m \) matrix of complex numbers has \( n \) distinct \( n \)th roots and that, with some restrictions, \( \sum_{i=1}^{\infty} A_i \) exists if and only if \( \prod_{i=1}^{\infty} (1 + A_i) \) exists. The first four theorems show interdependencies between equations containing sum integrals and equations containing product integrals. Since the proofs of these theorems are similar except for minor algebraic manipulations, the proof for Theorem 5.1 is given and the other proofs are omitted. We are indebted to the referee for the proof of the following lemma which is used in the proofs of the next four theorems.

**Lemma.** Suppose the functions \( F, G \) and \( H \) are elements of \( OB^0 \) such that \( F \in OA^0 \) and \( \pi \prod_{i}^{x} (1 + H), \pi \prod_{i}^{x} (1 + G) \) and

\[ (RR) \int_{x}^{y} \pi^{i} (1 + G) \cdot F \cdot \pi^{y} (1 + H) \]

exist for \( \{x, y\} \in S \times S \). If \( \{a, b\} \in S \times S \), then

\[ \int_{a}^{b} \left| F(x, y) - (RR) \int_{x}^{y} \pi^{i} (1 + G) \cdot F \cdot \pi^{y} (1 + H) \right| = 0 . \]

**Proof.** Let \( \{a, b\} \) be in \( S \times S \), \( M \) be a positive number, and \( V \) and \( W \) be functions such that if \( \{a, x, y, b\} \) is an 0-subdivision of \( \{a, b\} \) then \( |\pi^{x} (1 + G)| < M, |\pi^{y} (1 + H)| < M, \)

\[ V(x, y) = \int_{x}^{y} F , \]
and

\[ W(x, y) = (RR) \int_{x}^{y} \pi^{i} (1 + G) \cdot F \cdot \pi^{y} (1 + H) . \]
Since $F$ is in $OA^0$ it is clear that if $\{\alpha, x, y, b\}$ is an 0-subdivision of $\{a, b\}$ then

$$W(x, y) = (RR) \int_x^y \prod (1 + G) \cdot V \cdot \gamma \prod (1 + H) \,,$$

and that the assertion of the lemma is equivalent to this:

$$\sum_{i=1}^n |H(t_{p-1}, t_p)| = 0 \,.$$

Since $H$ is in $OB^0$, there exists a function $\beta$ such that if $\{\alpha, x, y, b\}$ is an 0-subdivision of $\{a, b\}$ then $\beta(x, y)$ is the least number $Q$ such that, for each 0-subdivision $\{t_p\}_p$ of $\{x, y\}$, $\sum_{p=1}^n |H(t_{p-1}, t_p)| \leq Q$. If $\{\alpha, x, y, z, b\}$ is an 0-subdivision of $\{a, b\}$ then $\beta(x, y) + \beta(y, z) \leq \beta(x, z)$; hence noting that if $\{t_p\}_p$ is an 0-subdivision of $\{x, y\}$ then

$$\sum_{i=1}^n |H(t_{p-1}, t_p)| \leq \sum_{i=1}^n \beta(t_{p-1}, t_p) \,,$$

one readily finds that $|1 - \prod (1 + H)| \leq M \int_x^y \beta$. Similarly there is a function $\alpha$ such that if $\{\alpha, x, y, b\}$ is an 0-subdivision of $\{a, b\}$ then $\alpha(x, y)$ is the least number $Q$ such that, for each 0-subdivision $\{t_p\}_p$ of $\{x, y\}$, $\sum_{p=1}^n |G(t_p, t_{p-1})| \leq Q$, and $|1 - \gamma \prod (1 + G)| \leq M \int_x^y \alpha$.

Suppose that $c > 0$; let

$$d\left\{1 + M \int_a^b \beta + M^2 \int_a^b \alpha + (M + M^2) \int_a^b |V|\right\} = c \,,$$

and $n$ be a positive integer such that

$$\int_a^b \alpha < nd \,,$$

and

$$\int_a^b |V| < nd \,.$$

Now, let $[a, b]$ denote the subset of $S$ to which $u$ belongs only in case $\{a, u, b\}$ is an 0-subdivision of $\{a, b\}$, and let $A$ be the collection to which $X$ belongs only in case either

(1) there is a positive integer $i$ less than $n$ such that $X$ is the subset of $[a, b]$ to which $u$ belongs only in case

$$(i - 1) \int_a^b \alpha \leq (n) \int_a^u \alpha < (i) \int_a^b \alpha \,,$$

or (2) $X$ is the subset of $[a, b]$ to which $u$ belongs only in case

$$(n - 1) \int_a^b \alpha \leq (n) \int_a^u \alpha \leq (n) \int_a^b \alpha \,.$$
Note that $A$ is a finite collection of mutually exclusive subsets of $[a, b]$ filling up $[a, b]$ such that

1. if $X$ and $Y$ are members of $A$, then either $\{u, v\}$ is in 0 for each $u$ in $X$ and each $v$ in $Y$, or $\{v, u\}$ is in 0 for each $u$ in $X$ and each $v$ in $Y$, and

2. if $\{a, u, v, b\}$ is an 0-subdivision of $\{a, b\}$ and there is a member of $A$ to which both $u$ and $v$ belong then $\int_a^b \alpha < d$.

Let $B$ be the collection obtained in this way by considering $\int_a^b \beta$, and $C$ the corresponding collection obtained by considering $\int_a^b |V|$. Let $D$ be the collection to which $T$ belongs only in case there exists a member $X$ of $A$, a member $Y$ of $B$, and a member $Z$ of $C$ such that $T$ is the set to which $u$ belongs only in case $u$ belongs to $X$, to $Y$, and to $Z$. Now, $D$ is a finite collection of mutually exclusive subsets of $[a, b]$ filling up $[a, b]$ such that

1. if $X$ and $Y$ are members of $D$, then either $\{u, v\}$ is in 0 for each $u$ in $X$ and each $v$ in $Y$, or $\{v, u\}$ is in 0 for each $u$ in $X$ and each $v$ in $Y$, and

2. if $\{a, u, v, b\}$ is an 0-subdivision of $\{a, b\}$ and there is a member of $D$ to which both $u$ and $v$ belong then $\int_a^b \alpha < d$, $\int_a^b \beta < d$, and $\int_a^b |V| < d$.

If $D$ has only one member, let $t$ be the 0-subdivision $\{a, b\}$ of $\{a, b\}$. Otherwise, let $N$ be an integer such that $D$ has only $N + 1$ members, $\{X_p\}_0^N$ be a simple ordering of $D$ such that if $u_p$ is in $X_p$ ($p = 0, \ldots, N$) then $\{a, u_0, \ldots, u_N, b\}$ is an 0-subdivision of $\{a, b\}$, and $\{t_p\}_0^N$ be an 0-subdivision of $\{a, b\}$ such that $t_p$ is in $X_p$ ($p = 0, \ldots, N$). Let $\{r_p\}_0^m$ be a refinement of $t$.

Suppose, temporarily, that $p$ is a positive integer less than $m + 1$, and let $\{s_i\}_0^k$ be an 0-subdivision of $\{r_{p-1}, r_p\}$ such that

$$\left| W(r_{p-1}, r_p) - \sum_{i=1}^k r_p \Pi_i (1 + G) \cdot V(s_{i-1}, s_i) \cdot s_i \Pi_{r_p} (1 + H) \right| < d/m .$$

Denote

$$V(r_{p-1}, r_p) - \sum_{i=1}^k r_p \Pi_i (1 + G) \cdot V(s_{i-1}, s_i) \cdot s_i \Pi_{r_p} (1 + H)$$

by $U$, so that

$$|U| = \left| \sum_{i=1}^k \left\{ V(s_{i-1}, s_i) - r_p \Pi_i (1 + G) \cdot V(s_{i-1}, s_i) \cdot s_i \Pi_{r_p} (1 + H) \right\} \right| \leq \sum_{i=1}^k |V(s_{i-1}, s_i)|.$$
\[
\| 1 - s_i \prod_{r_p} (1 + H) \| + \| 1 - r_x \prod_{s_l} (1 + G) \| \leq \sum_{i} \| V(s_{i-1}, s_i) \| \left\{ M^{r_p}_{s_i} \beta + M^{r_p}_{s_i} \alpha \right\}.
\]

If there exists a member of \( D \) to which each of \( r_{p-1} \) and \( r_p \) belongs, then
\[
|U| \leq \sum_{i} |V(s_{i-1}, s_i)| \left\{ M^{r_p}_{s_i} \beta + M^{r_p}_{s_i} \alpha \right\}
\leq d \left\{ M^{r_p}_{s_i} \beta + M^{r_p}_{s_i} \alpha \right\}.
\]

Otherwise, there exist members \( X \) and \( Y \) of \( D \) and a positive integer \( j \) in \([0, m]\) such that \( s_i \) is in \( X \) for \( 0 \leq i < j \) and \( s_i \) is in \( Y \) for \( j \leq i \leq m \), whence
\[
|U| \leq \sum_{i} |V(s_{i-1}, s_i)| \left\{ M^{r_p}_{s_i} \beta + M^{r_p}_{s_i} \alpha \right\}
+ \sum_{i=j}^{m} |V(s_{i-1}, s_i)| \left\{ M^{r_p}_{s_i} \beta + M^{r_p}_{s_i} \alpha \right\}
\leq d \left\{ M^{r_p}_{s_i} \beta + M^{r_p}_{s_i} \alpha \right\} + \int_{r_{p-1}}^{r_p} |V| \{ M d + M^2 d \}.
\]

Therefore, in either case,
\[
|V(r_{p-1}, r_p) - W(r_{p-1}, r_p)|
\leq d \left\{ 1/m + M^{r_p}_{s_i} \beta + M^{r_p}_{s_i} \alpha + (M + M^2) \int_{r_{p-1}}^{r_p} |V| \right\}.
\]

From the considerations of the preceding paragraph it follows that
\[
\sum_{i} |V(r_{p-1}, r_p) - W(r_{p-1}, r_p)|
\leq d \left\{ 1 + M^{r_p}_{s_i} \beta + M^{r_p}_{s_i} \alpha + (M + M^2) \int_{a}^{b} |V| \right\} = c,
\]
and the proof is complete.

**Theorem 5.1.** Suppose
(1) \( a \in S \), \( f \) and \( h \) are functions from \( S \) to \( N \) such that \( f(a) = h(a) \) and \( dh \in OB^a \),
(2) \( G, H, A \) and \( B \) are functions from \( S \times S \) to \( N \) such that \((1 - H)^{-1}\) exists and is \( B, B \) is bounded, \((dh)B \in OA^a\), and for \( \{x, y\} \in S \times S \), \( A(x, y) = [1 + G(x, y)](1 - H(x, y))^{-1} \) and \( A - 1 \in OB^a \), and
(3) \( h \) is a constant function or \( \prod^v A \) exists for each \( \{x, y\} \in S \times S \).
The following statements are equivalent:
(1) \( f(y)H(x, y) + f(x)G(x, y) \in OA^a \) and
\[ f(x) = h(x) + (RL) \int_a^x (fH + fG) \]

for each element \{a, x\} of \( S \times S \); and

1. if \{a, x, y\} is an 0-subdivision of \{a, y\} \( \in S \times S \), then

\[ (L) \int_a^y f(\ )[\Pi A - A(\ , \ )] = 0 \]

and

\[ f(y) = f(x) \sum_{i=0}^y A \cdot (R) \int_x^y (dh) B \sum_{i=0}^y A \]

Furthermore, if \( f^{-1} \) exists and is bounded, then \( (A - 1) \in OM^0 \).

Proof. We will consider the statements concerning \( OA^0 \) and \( OM^0 \) after the other parts of the theorem have been proved.

1 \( \rightarrow \) 2. If \( \{a, y\} \in S \times S \), \{a, x, y\} and \( \{x_i\}_{i=0}^n \) are 0-subdivisions of \{a, y\} and of \{x, y\}, respectively, and \( 1 \leq i \leq n \), then

\[ f(x_i) - f(x_{i-1}) = h(x_i) - h(x_{i-1}) + (RL) \int_{x_{i-1}}^{x_i} (fH + fG) ; \]

hence

\[ f_i = f_{i-1} + dh_i + f_i H_i + f_i G_i + c_i \]

where \( dh_i = h(x_i) - h(x_{i-1}) \) and

\[ c_i = (RL) \int_{x_{i-1}}^{x_i} (fH + fG) - (f_i H_i + f_i G_i) ; \]

hence,

\[ f_i = dh_i (1 - H_i)^{-1} + f_{i-1} (1 + G_i) (1 - H_i)^{-1} + c_i (1 - H_i)^{-1} \]

\[ = f_{i-1} A_i + (dh_i + c_i) B_i . \]

By iteration, using \( i = 1, 2, \ldots, n \) in order, we obtain

\[ f_n = f_0 \prod_{i=1}^n A_i + \sum_{i=1}^n dh_i B_i \prod_{j=i+1}^n A_j + \sum_{i=1}^n c_i B_i \prod_{j=i+1}^n A_j . \]

Since the product integral \( \prod^y A \) exists, \( dh \in OB^0 \), \( B \) is bounded, \( (A - 1) \in OP^0 \) and \( \sum_{i=1}^n |c_i| \) can be made arbitrarily small, it follows that \( (R) \int_x^y (dh) B \prod^y A \) exists and that

\[ f(y) = f(x) \sum_{i=0}^y A \cdot (R) \int_x^y (dh) B \sum_{i=0}^y A \]

Equation 5.12 shows that if \( h \) is a constant function, the requirement that \( \sum_{i=0}^y A \) exists is not needed.
2 → 1. If \( \{a, x\} \in S \times S \), \( \{x_i\}_{i=0}^n \) is an 0-subdivision of \( \{a, x\} \) and \( 1 \leq i \leq n \), then

\[
f(x_i) = f(x_{i-1}) \prod_{z=1}^{x_i} A + (R) \sum_{z=1}^{x_i} (dh_i)B_i \prod_{z=1}^{x_i} A
\]

\[
= f_{i-1}(1 + G_i)(1 - H_i)^{-1} + f_{i-1}d_i + dh_iB_i + e_i,
\]

where

\[
d_i = \prod_{z=1}^{x_i} A - A(x_{i-1}, x_i)
\]

and

\[
e_i = \sum_{z=1}^{x_i} [(dh_i)B_i \prod_{z=1}^{x_i} A] - dh_iB_i.
\]

Hence,

\[
f_i(1 - H_i) = f_{i-1}(1 + G_i) + f_{i-1}d_i(1 - H_i) + dh_i + e_i(1 - H_i),
\]

and

\[
f_i - f_{i-1} = f_iH_i + f_{i-1}G_i + f_{i-1}d_i(1 - H_i) + dh_i + e_i(1 - H_i).
\]

Since \( \sum_{i=1}^{n} |f_{i-1}d_i| \) and, by using the lemma, \( \sum_{i=1}^{n} |e_i| \) can be made arbitrarily small, it follows that

\[
f(x) = h(x) + (RL) \sum_{a}^{x} (fH + fG).
\]

To prove the statements concerning the sets \( OM^0 \) and \( OA^0 \), we combine equations 5.11 and 5.13 and obtain

\[
c_i = f_{i-1}d_i(1 - H_i) + e_i(1 - H_i)
\]

A review of the definitions of \( c_i, d_i \) and \( e_i \) shows that if \( c \) and \( d \) are defined as functions, then \( \int_{a}^{x} |c| = 0 \) if and only if \( (L) \int_{a}^{x} |fd| = 0 \); also, \( \int_{a}^{x} |d| = 0 \) if \( f^{-1} \) exists and is bounded.

**Remark.** If \( N \) is the field of complex numbers, then

\[
\prod_{p} A_i = \prod_{p} (1 + G_i)(1 - H_i)^{-1} = \prod_{p} (1 + G_i)/\prod_{p} (1 - H_i)
\]

and

\[
e_\pi^* A = _e_\pi^* (1 + G)/_e_\pi^* (1 - H);
\]

for the special case where
THEOREM 5.2. Suppose

1. $a \in S$, $f$ and $h$ are functions from $S$ to $N$ such that $f(a) = h(a)$ and $dh \in OB^0$, and
2. $G, H, A$ and $B$ are functions from $S \times S$ to $N$ such that $(1 - H)^{-1}$ exists and is bounded, $B(dh) \in OA^0$, for $\{x, y\} \in S \times S$

\[ A(y, x) = \left[1 - H(x, y)\right]^{-1} \left[1 + G(x, y)\right] \quad \text{and} \quad A - 1 \in OB^0 \]
3. $h$ is a constant function or $\int \Pi^x A$ exists for each $\{x, y\} \in S \times S$.

The following statements are equivalent:

1. $H(x, y)f(y) + G(x, y)f(x) \in OA^0$ and
2. if $\{a, x, y\}$ is an $O$-subdivision of $\{a, y\} \in S \times S$, then

\[ f(y) = (\int \Pi^x A)f(x)(x \Pi^y A) - \left(1 - H\right)^{-1} dh(x, y) \]

Furthermore, if $f^{-1}$ exists and is bounded, then $(A - 1) \in OM^0$.

THEOREM 5.3. Suppose

1. $a \in S$, $f$ and $h$ are functions from $S$ to $N$ such that $f(a) = h(a)$ and $dh \in OB^0$ and
2. $G, H, A$ and $B$ are functions from $S \times S$ to $N$ such that $(1 - H)^{-1}$ exists, $B(y, x) = \left[1 - H(x, y)\right]^{-1}, (1 - H)^{-1} dh \in OA^0, (B - 1) \in OB^0, (B - 1) \in OM^0, G \in OB^0, G \in OM^0$ and $A = 1 + G$. The following statements are equivalent:

1. $H(x, y)f(y) + f(x)G(x, y) \in OA^0$ and for each element $\{a, x\} \in S \times S$

\[ f(x) = h(x) + (RL) \int_a^x (Hf + Gf) \quad \text{and} \]

2. if $\{a, x, y\}$ is an $O$-subdivision of $\{a, y\} \in S \times S$, then

\[ f(y) = (\int \Pi^x B)f(x)(x \Pi^y A) + (RR) \int_x^y [(\int \Pi^x B)(1 - H)^{-1} dh(x, y)](x \Pi^y A) \]
THEOREM 5.4. Suppose

(1) \( a \in S, f \) and \( h \) are functions from \( S \) to \( N \) such that \( f(a) = h(a) \) and \( dh \in OB^0 \) and

(2) \( G, H, A \) and \( B \) are functions from \( S \times S \) to \( N \) such that \((1 - H)^{-1} \exists \) exists and is \( B \), \((B - 1) \in OB^0\), \((B - 1) \in OM^0\), \( dhB \in OA^0\), \( G \in OB^0\), \( G \in OM^0\) and \( A(y, x) = 1 + G(x, y) \in S \times S \). The following statements are equivalent:

(1) \( f(y)H(x, y) + G(x, y)f(x) \in OA^0 \) and for each element \( \{a, x\} \in S \times S \)

\[
f(x) = h(x) + (RL) \int_a^x (fH + Gf) ; \quad \text{and}
\]

(2) if \( \{a, x, y\} \) is an \( 0 \)-subdivision of \( \{a, y\} \in S \times S \), then

\[
f(y) = (\iota \Pi A)f(x)(\iota \Pi B) + (RR) \int_a^y ((\iota \Pi A)(dh)B(\iota \Pi B)) .
\]

REMARK. The integrals \((R) \int_a^x fG, (L) \int_a^x Gf, (R) \int_a^x Gf, (L) \int_a^x Gf, (M) \int_a^x fG\) and \((M) \int_a^x Gf\) are special cases of the integrals \((RL) \int_a^x (fH + fG)\) and \((RL) \int_a^x (Hf + Gf)\) used in Theorems 5.1 and 5.2. Hildebrandt [4, p. 354] defines a modified Riemann-Stieltjes integral as follows \([g(x) \text{ has bounded variation and } g_c(x) \text{ denotes the continuous part of } g(x)]: \)

\[\text{"If } \int_a^b f dg \text{ exists as an } R - S \text{ integral, then for any closed interval } (c, d) \text{ of } (a, b) \text{ we define}
\]

\[
\int_c^d f(x)dg(x) = \int_c^d f(x)dg_c(x) + f(c)[g(c + 0) - g(c)]
+ \sum_{c < x < d} f(x)[g(x + 0) - g(x - 0)]
+ f(d)[g(d) - g(d - 0)] .
\]

This integral also simplifies to a special case of \((RL) \int_c^d (fH + fG)\) because the right member can be simplified as follows:

\[
R - S \int_c^d f(x)dg(x) = 1/2(R) \int_c^d fdg_c
+ 1/2(L) \int_c^d fdg_c + \sum_{c < x < d} f(x)[g(x) - g(x - 0)]
+ \sum_{c < x < d} f(x)[g(x + 0) - g(x)]
= 1/2(R) \int_c^d fdg_c
+ 1/2(L) \int_c^d fdg_c + (R) \int_c^d fdg_l + (L) \int_c^d fdg_r,
\]
\[(RL) \int_0^d [fd(1/2g_0 + g_i) + fd(1/2g_e + g_r)] = (RL) \int_0^d (fH + fG),\]

where \(g_i\) and \(g_r\) are the functions of the "left breaks" and the "right breaks", respectively.

**Theorem 5.5.** If \(a \in S, f\) and \(h\) are functions from \(S\) to \(N\) and \(f^{-1}\) exists and is bounded, \(H\) and \(G\) are functions from \(S \times S\) to \(N\) such that \(H\) and \(f(x)G(x, y)\) are elements of \(OA^a\) and, for each \(\{a, x\} \in S \times S,\)
\\[
\int_a^x H + h(x) = (L) \int_a^x fG,
\]
then for \(\{a, x\} \in S \times S\)
\\[
(L) \int_a^x f^{-1}H + (L) \int_a^x f^{-1}dh = \int_a^x G,
\]
provided two of the integrals exist.

**Proof.** Since \(H\) and \(f(x)G(x, y)\) are elements of \(OA^a\), for each \(x \in S\) and for each \(0\)-subdivision \(\{x_i\}_{i=0}^n\) of \(\{a, x\}\) there is a sequence \(\{c_i\}_{i=1}^n\) of element of \(N\) such that
\\[
H(x_{i-1}, x_i) + h(x_i) - h(x_{i-1}) = f(x_{i-1})G(x_{i-1}, x_i) + c_i
\]
and
\\[
f^{-1}(x_{i-1})H(x_{i-1}, x_i) + f^{-1}(x_{i-1})dh_i = G(x_{i-1}, x_i) + f^{-1}(x_{i-1}, x_i)c_i.
\]

Since \(f^{-1}\) is bounded and since \(\sum_{i=1}^n |c_i|\) can be made arbitrarily small, it follows that for each \(\{a, x\} \in S \times S\)
\\[
(L) \int_a^x f^{-1}H + (L) \int_a^x f^{-1}dh = \int_a^x G,
\]
provided two of the integrals exist.

**Theorem 5.6.** Suppose \(\{a, b\} \in S \times S, F\) and \(G\) are functions from \(S \times S\) to \(N\) such that
\\[
\int_a^b |FG| = 0, \quad \int_a^b |G^2| = 0,
\]

\(F \in OB^a, G \in OB^a, \pi^b (1 + F)\) and \(\pi^b (1 + G)\) exist and \(G(x, y), G(p, q), F(x, y)\) and \(F(p, q)\) commute for all elements \(\{x, y\}\) and \(\{p, q\}\) of \(S \times S\); then

(1) \(\pi^b (1 + F) \pi^b (1 + G) = \pi^b [1 + (F + G)];\)

(2) \([\pi^b (1 + G)]^n = \pi^b (1 + nG),\) for \(n\) a positive integer; and

(3) \(\pi^b (1 - G) = [\pi^b (1 + G)]^{-1},\) provided \(\pi^b (1 - G)\) exists.
Proof of (1). If \( \{x_i\}_{i=0}^n \) is an \( \mathbb{O} \)-subdivision of \( \{a, b\} \) then
\[
\left| \prod_{i=1}^n (1 + F_i) - \prod_{i=1}^n (1 + G_i) \right|
= \left| \prod_{i=1}^n (1 + F_i + G_i + F_iG_i) - \prod_{i=1}^n (1 + (F_i + G_i)) \right|
\leq M^2 \sum_{i=1}^n |F_iG_i|
\tag{Th. 3.2}.
\]

Since \( \int_a^b FG = 0 \), it follows that
\[
\Pi^b (1 + F) \Pi^b (1 + G) = \Pi^b [1 + (F + G)].
\]

Parts (2) and (3) are corollaries to part (1).

Theorems 5.7 and 5.8 are stated for matrices of complex numbers but these proofs can be extended to other rings, provided a function \( g \) exists having properties similar to those of the function \( g \) used in these proofs.

**Theorem 5.7.** If \( A \) is a nonsingular \( m \times m \) matrix of complex numbers and \( n \) is a positive integer, then \( A \) has \( n \) distinct \( nth \) roots.

**Proof.** Since \( A \) is nonsingular, there is only a finite number of values of \( z \) for which \( \det |1 + z(A - 1)| \) is zero; therefore, since \( \det |1 + z(A - 1)| \) is not zero for a complex number \( z \) near \( (0, 0) \) and \( (1, 0) \), there is a continuous function \( g \) from the real numbers to the complex numbers such that \( g(0) = (0, 0) \), \( g(1) = (1, 0) \), \( dg \in OB^o \) and \( \det |1 + g(x)(A - 1)| \neq 0. \) Let \( M(x) = 1 + g(x)(A - 1) \); then \( M(0) = 1, M(1) = A, \) and \( M^{-1} \) exists and is bounded on \( \{0, 1\} \). Let \( H(x, y) = M^{-1}(x)[M(y) - M(x)] \); then \( M(x) = (L)_o \Pi^x (1 + M^{-1}dM) = (L)_o \Pi^x (1 + H), H \in OM^o, H \in OB^o, \int_0^1 \|H^2\| = 0, H(p, q) \) and \( H(r, t) \) commute for all number pairs \( (p, q) \) and \( (r, t) \). By Theorem 3.4, \( H \in OA^o \); hence \( (1/n)H \in OA^o \), \( (1/n)H \in OM^o \) and \( (L)_o \Pi^x [1 + (1/n)H] \) exists for \( 0 \leq x \leq 1 \). For each \( nth \) root \( a \) of the complex number \( (1, 0) \)
\[
\{a_o \Pi^1 [1 + (1/n)H]\}^n = a_o \Pi^1 (1 + H) = M(1) = A.
\]

Since \( g \) is continuous, \( \{a_o \Pi^1 [1 + (1/n)H]\}^{-1} \) exists; therefore each distinct \( nth \) root of the complex number \( (1, 0) \) gives a distinct \( nth \) root of \( A \).

**Theorem 5.8.** If \( \{A_i\}_{i=1}^n \) is a sequence of \( m \times m \) matrices of complex numbers such that \( \sum_{i=1}^n A_i^2 \) exists and, for \( 0 < i \leq j, |A_i| < 1/4 \)
and $A_i$ and $A_i$ commute, then the following statements are equivalent:

1. $\sum_{i=1}^{\infty} A_i$ exists and
2. $\prod_{i=1}^{\infty} (1 + A_i)$ exists.

**Proof.** Let $g$ be the function from the real numbers to the complex numbers such that $g(x) = (x, 0)$ and let $\{h_i\}_{i=1}^{\infty}$ be the sequence of functions such that for each positive integer $i$, $h_i(x) = 1 + A_i g(x)$. For each integer $i$ and each number $x$, $0 \leq x \leq 1$, $|A_i g(x)| < 1/2$, $h_i(0) = 1$, $h_i(1) = 1 + A_i$, $h_i^{-1}$ exists on $[0, 1]$, $|h_i^{-1}(x)| < 2$ and

$$h_i(x) = h_i(0) \cdot (L) \prod_{x} (1 + h_i^{-1} dh_i)$$

$$= (L) \prod_{x} [1 + (1 + A_i g)^{-1} A_i dg]$$

$$= (L) \prod_{x} \{1 + [A_i - (1 + A_i g)^{-1} A_i g] dg\}$$

$$= (L) \prod_{x} (1 + A_i g) \cdot (L) \prod_{x} [1 - (1 + A_i g)^{-1} A_i g dg] .$$

For each pair $m, n$ of positive integers, with $m < n$, there are elements $\alpha(m, n)$ and $\beta(m, n)$ of $N$ such that

$$\prod_{i=m}^{n} (1 + A_i) = \prod_{i=m}^{n} h_i(1)$$

$$= \prod_{i=m}^{n} \left(1 + \sum_{i=m}^{n} A_i dg\right) \prod_{i=m}^{n} \left[1 - \sum_{i=m}^{n} (1 + A_i g)^{-1} A_i g dg\right]$$

$$= (L) \prod_{x} (1 + B dg)[1 + \alpha(m, n)] ,$$

where

$$B = \sum_{i=m}^{n} A_i$$

$$= \prod_{x} (1 + B dg) + \beta(m, n)$$

and such that $\alpha(m, n) \to 0$ as $m, n \to \infty$ and, if $L \prod_{x} (1 + B dg)$ is uniformly bounded as $m, n \to \infty$, then $|\beta(m, n)| \to 0$ as $m, n \to \infty$.

1 $\to$ 2. Since $\sum_{i=m}^{\infty} A_i$ exists, $L \prod_{x} (1 + \sum_{i=m}^{n} A_i dg)$ is uniformly bounded as $m, n \to \infty$ and $|\beta(m, n)| \to 0$ as $m, n \to \infty$. Let $m, n$ be an integer pair and $f$ be the function such that, for $0 \leq x \leq 1$, $f(x) = (L) \int_{0}^{x} (1 + B dg)$, where $B = \sum_{i=m}^{n} A_i$; by Theorem 3.5 and 5.1, $f(x) = 1 + (L) \int_{0}^{x} B dg$; hence,

$$\prod_{i=m}^{n} (1 + A_i) = f(1) + \beta(m, n)$$

$$= 1 + (L) \int_{0}^{1} B dg + \beta(m, n) ,$$

and
Since there are maximum values for \( f(x) \) and \( \sum |dg| \) on \( \{0, 1\} \) which are independent of \( m \) and \( n \) and since \( |\beta(m, n)| \) and \( |\sum_{i=m}^{n} A_i| = |B| \) can be made arbitrarily small, it follows that \( |\prod_{i=m}^{n} (1 + A_i) - 1| \to 0 \) as \( m, n \to \infty \). Since the sequence \( \{\prod_{i=1}^{n} (1 + A_i)\}_{n=1}^{\infty} \) is bounded,

\[
\lim_{n \to \infty} \prod_{i=1}^{n} (1 + A_i) \exists.
\]

exists. Since for each integer \( i \)

\[
h_i^{-1}(x) = h_i^{-1}(0) \cdot (L) \cdot \prod_{i=1}^{x} (1 - h_i^{-1} dh_i),
\]

by repeating the above manipulations for \( h_i^{-1} \) and for \( \prod_{i=m}^{n} (1 + A_i)^{-1} \), we can show that \( \lim_{n \to \infty} \prod_{i=m}^{n} (1 + A_i)^{-1} \) exists and then show that

\[
\lim_{n \to \infty} \prod_{i=1}^{n} (1 + A_i)^{-1} = \left[ \lim_{n \to \infty} \prod_{i=1}^{n} (1 + A_i) \right]^{-1}.
\]

2 \( \not\to \) 1. Since \( dg \in OB^0 \), \( \prod_{i=1}^{n} (1 + \sum_{i=m}^{n} A_i dg) \) exists for each pair of positive integers \( m, n \). Since \( \prod_{i=m}^{n} (1 + A_i) \) and \( \prod_{i=m}^{n} (1 + A_i)^{-1} \) exists and since \( |\alpha(m, n)| \to 0 \) as \( m, n \to \infty \), it follows that \( \{\prod_{i=1}^{n} (1 + A_i)\}_{n=1}^{\infty} \) and \( \{\prod_{i=m}^{n} (1 + A_i)^{-1}\}_{n=1}^{\infty} \) are bounded and \( |\beta(m, n)| \to 0 \) as \( m, n \to \infty \).

If 2 \( \not\to \) 1, there is a positive number \( c \) such that if \( J \) is an integer there are integers \( n \geq m > J \) such that \( 1/4 > |\sum_{i=m}^{n} A_i| > c \). Therefore, there are positive integers \( m \) and \( n \) such that \( c/6 > |\prod_{i=m}^{n} (1 + A_i) - 1| \), \( c/6 > |\beta(m, n)| \) and \( 1/4 > |\sum_{i=m}^{n} A_i| > c \). Since \( \prod_{i=1}^{n} (1 + \sum_{i=m}^{n} A_i dg) \) exists, there is an 0-subdivision \( \{x_j\}_{j=0}^{p} \) of \( \{0, 1\} \) of evenly spaced numbers such that if \( v = g(x_i) - g(x_0), B = \sum_{i=m}^{n} A_i \) and

\[
u = \prod_{i=1}^{p} (1 + Bdg) - \prod_{j=1}^{p} \{1 + B[g(x_j) - g(x_{j-1})]\},
\]

then

\[
u = \prod_{i=1}^{p} (1 + Bdg) - (1 + Bv)^p
\]

and \( c/6 > |\nu| \). Hence,

\[
c/6 > |\prod_{i=m}^{n} (1 + A_i) - 1|
= |\prod_{i=1}^{p} (1 + Bdg) + \beta(m, n) - 1|
\geq |(1 + Bv)^p - 1| - |\beta(m, n)| - |\nu|.
\]

By using the binomial theorem and the above inequalities, we obtain
\[ c/2 > \left| (1 + Bv)^p - 1 \right| \]
\[ = \left| 1 + pBv + p(p - 1)(Bv)^2/2! \right. \]
\[ + p(p - 1)(p - 2)(Bv)^3/3! + \cdots + (Bv)^p - 1 \right| \]
\[ = |B| - \left| |B|^p \cdot pBv \right| |(p - 1)v|/2! \]
\[ + |B|^p \cdot pv \cdot |(p - 1)v| |(p - 2)v|/3! + \cdots + |B|^p \cdot v^p |. \]

If \( 0 \leq j \leq p, |(p - j)v| \leq 1 \); therefore,
\[
c/2 > |B| - |B| \left[ \frac{1}{4} \cdot \frac{1}{2!} + \left( \frac{1}{4} \right)^2 \cdot \frac{1}{3!} + \cdots \right] > \frac{1}{2} |B|. \]

Hence, \( c > |B| = \sum_{i=m}^{n} A_i > c \); this contradiction proves that 2 → 1.

6. Solutions for integral equations. In this section we present several examples to show how product integrals can be used in the solution of several types of integral equations. In each example we assume that all elements commute, that all the preceding theorems hold when needed and that functions such as \( n^f, f^x, \) and \( f^{-1} \) exist for \( n \) a rational number. Lower case letters will be used for functions from \( S \) to \( N \) and capitals for functions from \( S \times S \) to \( N \). All integrals will be of the type \((L) \int_a^b f \, dg\) and \((L) \int_a \Pi_b (1 + f \, dg)\). Observe that

\[ f(x) = f(a)(L) \Pi^x (1 + f^{-1} \, df) \]

and that, under the conditions stated above,

\[ [f(x)]^n = [f(a)]^n (L) \Pi^x (1 + nf^{-1} \, df) \]
\[ = [f(a)]^n + (L) \int_a^x nf^{-1} \, df. \]

**Example 1.** \((n + 1) \int_a^b f^x \, df = [f(b)]^{n+1} - [f(a)]^{n+1} \).

**Proof.** \([f(x)]^{n+1} = [f(a)]^{n+1} \Pi^x (1 + (n + 1)f^{-1} \, df) \]
\[ = [f(a)]^{n+1} + (n + 1) \int_a^x f^{-1} \, df. \]

**Example 2.** \( \int_a^b g^{-x}(gd\, f - f \, dg) = f(b)g^{-1}(b) - f(a)g^{-1}(a) \).

**Proof.** \( f(x)g^{-1}(x) = f(a) \Pi^x (1 + f^{-1} \, df)g^{-1}(a) \Pi^x (1 - g^{-1} \, dg) \]
\[ = f(a)g^{-1}(a) \Pi^x (1 + f^{-1} \, df - g^{-1} \, dg) \]
\[ = f(a)g^{-1}(a) + \int_a^x fg^{-1}(f^{-1} \, df - g^{-1} \, dg). \]
EXAMPLE 3. \( \int_a^b (fhdg + fdhg + dfhg) = f(b)h(b)g(b) - f(a)h(a)g(a) \).

Proof. \( f(x)h(x)g(x) = f(a)h(a)g(a) \int_a^x (1 + f^{-1}df + g^{-1}dg + h^{-1}dh) \)
\( = f(a)h(a)g(a) + \int_a^x fhdg(f^{-1}df + g^{-1}dg + h^{-1}dh) \).

EXAMPLE 4. If \( y(x) = y(a) + \int_a^x (yG + y^nF) \) and \( n \neq 1 \), then
\( y(x) = a \int_a^x (1 + G) \left\{ [y(a)]^{1-n} + (1 - n) \int_a^x [\Pi (1 - G)]^{1-n} \right\}^{1/(1-n)} \).

Proof. \( y(x) = y(a) \int_a^x (1 + G + y^{n-1}F) \)
\( = y(a) \int_a^x (1 + y^{n-1}F) \int_a^x (1 + G) \)
\( = y(a) \int_a^x [1 + (1 - n)y^{n-1}F] \)
\( = [y(a)]^{1-n} + (1 - n) \int_a^x [\Pi (1 - G)]^{1-n} \).

EXAMPLE 5. If \( k \) is a constant and
\( y(x) = y(a) + \int_a^x (y + k)(hy + f)G \),
then
\( y(x) + k = a \int_a^x [1 + (f -hk)G] \)
\( \times \left\{ [y(a) + k]^{-1} - \int_a^x [\Pi^t (1 + (f - hk)G)hG]^{-1} \right\} \).

Proof. \( y(x) + k = [y(a) + k] \int_a^x [1 + (hy + f)G] \)
\( = [y(a) + k] \int_a^x [1 + (hy + hk)G] \int_a^x [1 + (f - hk)G] \)
\( = [y(a) + k]^{-1} \int_a^x [1 + (f - hk)G]hG \).

EXAMPLE 6. If \( f(x)u(x) = f(a) + \int_a^x f^pG \), then \( f(x) = ? \) Indication of proof. \( f(x)u(x) = f(a) + \int_a^x [f^p u^p] u^{-p}G \); the remainder of this proof is similar to Example 4.

EXAMPLE 7. If \( y(x) + (p + q) \int_a^x yG + pq \int_a^x (\int_a^x yG)G = f(x) \), where \( p \) and \( q \) are constants, \( y(x) = ? \).
Indication of proof. The given equation can be rewritten
\[
[y(x) + p\int_{a}^{x} yG] + \int_{a}^{x} [y(t) + p\int_{a}^{t} yG]qG = f(x),
\]
which is covered by Theorem 5.1 with \(y(t) + p\int_{a}^{t} yG\) treated as one function. Then Theorem 5.1 is used a second time.

**Example 8.** If \(y(x) = c + \int_{a}^{x} (y + p)^{1/2}(y + q)^{1/2}G\), and \(c, p\) and \(q\) are constants, \(y(x) = \) ?

**Indication of proof.**
\[
[y(x) + p]^{1/2} = (c + p)^{1/2} \Pi \left[1 + \frac{1}{2} (y + p)^{-1/2}(y + q)^{1/2}G\right]
\]
\[
= (c + p)^{1/2} + \frac{1}{2} \int_{a}^{x} (y + q)^{1/2}G.
\]
Similarly,
\[
[y(x) + q]^{1/2} = (c + q)^{1/2} + \frac{1}{2} \int_{a}^{x} (y + p)^{1/2}G.
\]
Substituting \([y(t) + q]^{1/2}\) in the preceding equation gives
\[
[y(x) + p]^{1/2} = (c + p)^{1/2} + \frac{1}{2} \int_{a}^{x} (c + q)^{1/2} + \frac{1}{2} \int_{a}^{t} (y + p)^{1/2}G\right]G,
\]
and this can be rewritten as a special case of Example 7,
\[
\left\{[y(x) + p]^{1/2} - \frac{1}{2} \int_{a}^{x} (y + p)^{1/2}G\right\}
\]
\[
+ \frac{1}{2} \int_{a}^{x} (y + p)^{1/2} - \frac{1}{2} \int_{a}^{t} (y + p)^{1/2}G\right]G
\]
\[
= (c + p)^{1/2} + \frac{1}{2} \int_{a}^{x} (c + q)^{1/2}G .
\]

**Example 9.** If \(k\) is a constant and \(G, s\) and \(c\) are functions such that \(s(x) = k + \int_{a}^{x} cG\) and \(c(x) = -\int_{a}^{x} sG\), then \(s^{2}(x) + c^{2}(x) = k^{2}.

**Proof.** Since \(s(x) = k \Pi (1 + s^{-1}cG)\), then
\[
s^{2}(x) = k^{2} \Pi (1 + 2s^{-1}cG) = k^{2} + 2 \int_{a}^{x} scG
\]
\[
= k^{2} - 2 \int_{a}^{x} \left(\int_{a}^{t} sG\right) sG = k^{2} - \left(\int_{a}^{x} sG\right)^{2} = k^{2} - c^{2}(x) .
\]
Remark. In the preceding examples the function $G(x, y)$ was used instead of the function $dg$ because $G(x, y)$ might be a more general function such as

$$G(x, y) = f(x)h(y)[g(y) - g(x)][p(x) + q(y)].$$
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