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In generalizing Grace's Theorem on apolar polynomials, it
was convenient (see reference 1) to use a set of relations among
the coefficients of a pair of polynomials which is invariant
under nonsingular linear transformations of the polynomials.
Other invariant relations among their coefficients will define
other classes of pairs of polynomials. The present paper
establishes a set of relations which is both necessary and
sufficient to guarantee that two polynomials of degree n either
have a common zero of multiplicity at least n — 1 or have
their zeros all lying on one circle and so related that if the
zeros of one polynomial are transformed, by a linear trans-
formation, into the nth. roots of + 1 then the zeros of the other
are carried, by the same transformation, into the nth roots
of - 1 .

A generalization of Grace's theorem [2] on apolar polynomials [1]
makes use of a set of relations among the coefficients of a pair of
polynomials. An important feature of this set of relations is its in-
variance under nonsingular linear fractional transformations of the
polynomials. Other sets of relations which are similarly invariant will
define other classes of polynomials. It is the purpose of this paper to
investigate one such class.

For a discussion of Grace's theorem and related results, as well
as an extensive bibliography, the reader is referred to Marden's volume
[4] in the Mathematical Surveys series.

Let the complex polynomials

/(*) = Σ ft
( i ) j=

be given. Application of the linear transformation

z = aw + β
ΊW + δ

to these polynomials gives the transformed polynomials

F(w) = (jw + W(2Z±ψ) = ΣΣ
0
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G(w) =

LEMMA. The conditions

(2a) ajbj + aόb0 - asbβ_s - aά_sbs = 0

(2b) a,?), + a A - aβ6n+i-. - an + J _,&β = 0

are invariant under nonsingular linear transformations of the poly-
nomials (1).

Proof. Any nonsingular linear transformation is equivalent to a
succession of transformations of the types

z = μw (μ Φ 0) ,

z = w + μ .

Hence we can prove that the set of conditions under consideration is
invariant under a general nonsingular linear transformation by showing
that it is invariant under each of these three types.

Suppose the polynomials (1) satisfy conditions (2a) and (2b).
If z = μw is applied to (1), the transformed polynomials have coef-

ficients

Ar = μrar ,

Br = μ% (r = 0, - . . , t t ) .

Thus

AJSj + AjBo - AsBό_s - A3_SBS = μj{aQbό + aόb, - asbj_s - a^sbs) = 0

Similarly

A3Bn + AnB3- - Aβ^ j ^ - An+j_sBs = μi+n(a}iΛ 4- anb.:

- a*h+i-s - an+i-fis) = 0

(β = i + 1, , [^y^-]; 3 = 1, , n - 2)
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When z — 1/w, we have

Ar = an_r ,

Br = bn_r (r = 0, . . . , w ) .

so that the left sides of conditions (2a) for the transformed polynomials
are

With jf — n — j and sr — j r + s, these become

( 3) α ^ , + ctj'bn — Un-s'+jbs' — α ^

(s* = i ' + l, •• , i / + p ~ ^ - ] ; j v = Λ - 2, , 0) .

Since i ' is an integer,

Thus the expressions (3) for which j ' Φ 0 are exactly the left sides of
equations (2b), whence they vanish. Using j r — 0 in (3) gives

anb0 + aQbn - an_sbs - asbn_s (s = 1,

and these expressions are the left sides of (2a) with j = n, so that
they also vanish. Thus conditions (2a) all hold for the transformed
polynomials. Now consider conditions (2b). We have

(8 = j + 1, , p ^ ] i 3 = 1, , n - 2)

With j ' = π — j and s' = s — π + i', these become

(4) ajfb0 + ao6^ - aά,_a,ba, - α A ,_s

(s' = 1, , [rc - |-] - n + i' i' = n - J, -, 2)

Since — ?ι — f is an integer, we have
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Thus the expressions (4) are the left sides of equations (2a) with j Φ n,
and therefore they vanish. We have now seen that the entire set of
conditions (2a) and (2b) is invariant under the inversion z = 1/w.

We have left to show that the conditions of the lemma are in-
variant under the translation z = w + μ. Under this transformation,
the polynomials (1) are carried [1] into

n ίn\
F(w) = f(w + μ) = Σ \Arw

r ,
0 \r

where

* ln\
G(w) = g(w + μ) = Σ \BrV)r ,

r=0 \r

n — r\
)l>sF~r (r = 0,

Thus we have

in — τ\ln — s
ArBs + AsBr = 7

(r = 0, . .- , w s = 0, -- ,n) .

Equations (2a) and (2b) can clearly be rewritten so that their left sides
are all of form

ArBs + AsBr - Ar+ιBs_x - As^Br+1

Using the well known fact that the binomial coefficients satisfy the
relations

• ; ) • ( : ) - •

we can write this last expression as follows:

n-ι n In

Σ Σ . 7
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Thus the left side of every equation (2a) and (2b) for the transformed
polynomials is a linear combination of the left sides of the original
equations (2a) and (2b). Hence they all vanish and the conditions are
invariant under translations.

THEOREM. A necessary and sufficient condition that there exists
a nonsingular linear transformation τυhich carries the polynomials
(1), with n Ξ> 2, either into the pair

c2(wn — 1)

or into the pair

C{Wn ,

c2(wn + Bwn~ι) ,

where cx Φ 0, c2 Φ 0 cmd S are constants, is that the coefficients of
(1) satisfy conditions (2a) αwd (2b).

Proof. Since changing a polynomial by a multiplicative constant
does not affect its zeros, we may, without loss of generality, assume

^1 ~ ^2 — •*-•

To prove the necessity, let us assume first that (1) are transforma-
ble into wn + 1 and wn — 1. Since (2a) and (2b) are invariant under
linear transformations, it is sufficient to check that they hold for the
transformed polynomials. Since An = Bn — 1, AQ = 1 and -Bo = — 1 are
the only nonvanishing coefficients, the only equations among (2a) and
(2b) which have nonvanishing terms are

AQBn + AnB0 - AsBn_s - An_sBs - A0Bn + 4 n B 0 - 0 .

If (1) are transformable into wn and wn + Bwn~\ the only nonvanishing
coefficients are 4 n — Bn — 1 and Bn_j = B/n. Since the product AJB^
is the only nonvanishing A3Bk and since it does not occur in any of
the equations (2a) or (2b), all the equations are satisfied.

The proof of the sufficiency will be by mathematical induction.
Let n = 2 and suppose one of the polynomials, say f(z), has distinct

zeros. These can be transformed into the points w ~ 1 and w = — 1,
so that f(z) is carried into

F{w) = w2 - 1 ,

with A2 = 1, 4i = 0, 4 0 = — 1 . If #(z) has a zero distinct from those
of f(z), the same transformation can carry this zero into w = i, so that
g(z) is transformed into
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G(w) = B2w
2 + 2Bxw + BQ ,

where

G(i) = -J3 2 + 2Bxi + Bo = 0 .

The coefficients of F(w) and G(w) now satisfy

0 = A0B2 + A2B0 - 2A1B1 = -2BΛ .

Thus

5 , - 0 ,

BQ = B2 ,

as we want. Suppose now that f(z) has distinct zeros, but that both
zeros of g(z) are also zeros of f(z). We can transform the zeros of f(z)
into w — 0 and w — — 1, at the same time taking one zeros of g(z)
into w = 0. Then

2Bλw ,

so that

0 = AQB2 + ^ 2 B 0 - 2A1B1 = -2Bιm

Thus J5i = 0 and F(w) and G(tι ) are of one of the specified forms. If
neither polynomial has distinct zeros, we can transform f(z) into

F(w) — w2.

We have

G(w) = B2w
2 + 2J5iW 4- 5 0 ,

with coefficients which satisfy

0 = A0B2 + A2B0 - 2A1B1 = 5 0 .

Thus

G(w) = B2w
2 + 2Bxw ,

and F(w) and G(w) are again of one of the specified forms.

Now assume that f(z) and g(z) are of degree n and that the theorem
is known to hold for polynomials of degree n — 1. The derivatives

* ln\ w-i /w — 1
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n (n\ n-1 (n — 1\

are (n — l)st degree polynomials which satisfy conditions (2a) and (2b).
Thus f'(z) and g'{z) are the transforms of either

ίXw) == w - 1 - 1 ,
( ' G(w) = w"-1 + 1

or

6 F(w) = w - 1 ,

G(w) = tt;^-1

under a linear transformation

w az + β

Suppose /'(«) and flf'(«) are the transforms of (5). Then

( 7 ) U + ' ;

2; + δ

Since βy — ad Φ 0, the coefficients α and 7 cannot vanish simultaneously.
Suppose 7 = 0. Then

f\z) = (az + β)*-1 - δ - 1 ,

flr'^) = (az + βY~ι + 8n~ι ,

f(z) = — (as + β)» - Ŝ -1 ;̂ + fe ,

^(s) = — (az + β)n 4- o^z + k ,
wa

where h and fc are constants of integration. The coefficients of f(z)
and g(z) are

α0 = -£1 + h ,

n n

+
n n
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i d {j , , )

n
Equations (2a) and (2b) now give

0 == aQbn + anb, - α 1δn_ 1 - an_λb, = ^— (h + k) .
n

Since a Φ 0, we must have k — —h. We also have

2δ2n~2

0 = α 0 δ 2 + a2b0 - 2α1δJL = — .
n2

Thus we have δ = 0, so that 7 and δ vanish simultaneously. Since
βy — aδ Φ 0, this cannot happen. Hence 7 ^ 0 . If a = 0, 7 ^ 0, we
can proceed similarly:

f'(z) - β*-1 - (yz + δ)- 1 ,

1
yn
1

g(*) =

δn

nj

D u - 1 S w - 1

iθM-1

δ i = - ^ ( i = 2, •• , ^ ) .

Λ = fc ,

0 = α 0δ 2 + 2̂&o — 2^61 = — ——-— ,

β = 0 .

Again, since βj — aδ Φ 0, a and /3 cannot vanish simultaneously.
Thus a Φ 0. Now we have <x Φ 0 and 7 ^ 0 , and integration of (7)
gives
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f(z) = JL(az + βY - — (7s + δy + h
(8)

g(z) = -λ-(az+ β)n + — (ΊZ + δy + k
na ΎIΊ

Thus

1 (n
= — Σ

1 ln\
Φ) = — Σ . (α''-1^-'" + 7i-1δ-J>i +

and the coefficients of these polynomials are

α0 = Po + h ,

where

+ y-^-O (i = o,..., n - l ) ,

p w = —
n

qn = JL

(Note that p% and qn need to be written separately only if β = 0 or
§ = 0.) Now we observe that

so that the value of Pjqk + pkqj depends on the sum j + k but not on
j and k individually. Thus we can write

0 = aQb2 + a2b0 — 2a1bί = /ιg2 + A:̂>2 ,

0 = αo63 + α360 — afi2 — α26x = Λg2 + fcp3 .

We now have two simultaneous linear homogeneous equations in h and
k. For them to have any solution other than h ~ k — 0, their deter-
minant must vanish. This determinant is
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( ) q M &

Since ay Φ 0, this determinant can vanish only if β = 0 or δ = 0.
Note that β = <? — 0 is impossible since ad — βy Φ 0. Suppose δ = 0.
Then py = gy Φ 0 for all j " = 0, , n — 1. Thus from the equation

0 = hq2 + kp2 — (ft + k)p2

we find that h + k = 0, that is, k = —ft. We now have

2ft0 = αoδπ + αA - α^^ ! - aw_A = —7 7 1 " 1 .

Thus we must have h — k •=• 0. Assume now that the determinant
vanishes because β = 0. We have p^ = —qjΦO for j = 0, , ̂  — 1.
Thus from

0 = hq2 + kp2 = (ft — k)q2

we find t h a t ft = fe. Now

2ft
0 = aobn + αwδ0 - aj)^ - αn-1&! = — a n ~ x .

n
Again we must have ft = 0. That is, the assumption that the deter-
minant (9) vanishes leads to the conclusion that ft = k — 0. Thus
whenever ay Φ 0, we must have ft = k = 0. Using these values and
applying to the polynomials (8) the transformation

where

gives

and, similarly,

ny

We have left to deal with the case where f'(z) and g'(z) are trans-
forms of (6). Suppose they are obtained from (6) by the transformation

z = β ~ ^ w ψt - aj =
yμw — a

~ δ μ w ) = —
— a / ^7
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w = az+ & (βy - aδ = 1) .

yz + o

In this event

f'(z) = (az + β)*-1 ,
g\z) = {az + β)*-1 + B(az + β)n-2(jz + δ) .

Now we can assume, without loss of generality, that all the zeros of
both f(z) and g(z) are finite. For, if they are not, we can perform a
linear transformation which will make them all finite and which will
preserve conditions (2a) and (2b). Thus in the above polynomials we
can assume a Φ 0; for a = 0 would give f'(z) = βn~\ f(z) = β^z + h,
so that f(z) has n — 1 zeros at infinity. Integration by parts gives

\(az
J

o)dz = (Ίz + o)^+JTl - ««* + f)" + C ,
a(n — 1) a2(n — l)n

so that

f(z) -
an

g(z) = -L \ a(n — 1)>

4- (μz + β)n~ι(jz + 3) + k .

By assumption f(z) and #(2) satisfy conditions (2a) and (2b). Applying
the transformation

__ β — ow

Λve have

72 + 0 = ,

so that /(JS) and 0(2) have transforms

1
F(w) = — w n + h(yw — a)n ,

Ώ

wn + wn~λ + ^(77^ — α) %

a(n — 1)

which also satisfy conditions (2a) and (2b). These polynomials have
coefficients
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— + hpn ,an

(j = 0,

^ ) fcp. ,
α(n — 1) /

bj = kps (j = 0, . . . ,

where

py = (-lJ-Yα ^ (j = 0,

Now

and this quantity depends only on j + k, not on j 1 and k individually.
We have

0 = aQbn + α%60 - α1δw_] - α%_161

an i " \ a(n — 1)/ ° xw — 1

Since 1/αw 7̂  0, the second factor must vanish. Thus

0 = (-l)ΎT(ft + k) ,

so that k = —ft. We also have

Since p0 = ( —l)%αn =£ 0, we must now have either B — 0 or ft = 0.
If ft, = 0, then k = —ft — 0, and F(w) and G(tt ) are of the desired form
at once. Using B = 0 and k = —ft, we have

1

F(w) = —w™ + ft(τ^ — a)n ,

G(w) = — w n — ft(τ^ — a)n .

If we now perform the transformation
w=

where
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μ = (harijΰ ,

we have

F(w) = Fλ(u) = an~lμ\n + han

n

= han(un + 1)

and, similarly,

G(w) = G^u) = /&<**(%» - 1) .

These polynomials are of one of the desired forms, and the proof of
the theorem is complete.

The results we have just obtained can be stated in terms of the
geometry of the zeros of the two polynomials. When a linear trans-
formation is applied to a polynomial, the zeros of the transform are
the transforms [3] of the zeros of the original polynomial. Hence we
can state: Conditions (2a) and (2b) are both necessary and sufficient to
guarantee that either

( i) f(z) and g(z) have a common, repeated zero of multiplicity
at least n — 1 or

(ii) their zeros all lie on the same circle or straight line and the
zeros of the two polynomials separate each other in such a way that
a linear transformation will, at the same time, carry those of one poly-
nomial into the wth roots of unity and those of the other into the wth
roots of negative unity.
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