
Pacific Journal of
Mathematics

MINIMAL GERSCHGORIN SETS. II

BERNARD WERNER LEVINGER AND RICHARD STEVEN VARGA

Vol. 17, No. 2 February 1966



PACIFIC JOURNAL OF MATHEMATICS
Vol. 17, No. 2, 1966

MINIMAL GERSCHGORIN SETS II

B. W. LEVINGER AND R. S. VARGA

The Gerschgorin Circle Theorem, which yields n disks
whose union contains all the eigenvalues of a given n X n
matrix A = (fli,j), applies equally well to any matrix B = φi,i)
of the set ΩA of n x n matrices with bi,i—aiti and 16^1 = 1 aitj\f

1 <; i, j ^n. This union of n disks thus bounds the entire
spectrum S(ΩΛ) of the matrices in ΩA. The main result of
this paper is a precise characterization of S(ΩΛ), which can be
determined by extensions of the Gerschgorin Circle Theorem
based only on the use of positive diagonal similarity trans-
formations, permutation matrices, and their intersections.

Given any nxn complex matrix A = (α ί t ί ), it is well known that
the simplest of Gerschgorin arguments, which depends upon row sums
of the moduli of off-diagonal entries of the matrix X~XAX, X a positive
diagonal matrix, yields the union of n disks which contains all the
eigenvalues of A. It is clear that this union of n disks necessarily
contains all the eigenvalues of any nxn matrix in the set ΩA defined
as follows: J?=(6 i f i) 6 ΩΛ if biti = aifi, 1 <£ i ^ n, and | biyό | = | aifj \ for
all 1 S i, j ^ n, i Φ j - Hence, this union of n Gerschgorin disks can
be viewed as giving bounds for the entire spectrum S(ΩΛ) =
{z I det (zl - B) = 0 for some B e ΩΛ} of the set ΩA.

It is logical to ask to what extent the spectrum S(ΩΛ) can be
more precisely determined by extensions of Gerschgorin's original
argument [3], In the previous paper [6], it was shown that

(1.1) dG(ΩΛ) c S(ΩΛ) c G(ΩΛ) ,

where G(ΩA) is the minimal Gerschgorin set deduced from A and
dG(ΩΛ) is its boundary. The first inclusion of (1.1) states that every
point of the boundary dG(ΩΛ) of the minimal Gerschgorin set is then
an eigenvalue of some B e ΩΛ. We now extend the results of [6] by
making use of results of Schneider [4], and Camion and Hoffman [1],
In so doing, we shall precisely determine S(ΩΛ).

To begin, let Pφ — (^,φ(y)) be an n x n permutation matrix, where
φ is a permutation of the integers 1 ^ i ^ n and δitj is the Kronecker
delta function, and let X = diag (xlf x2, , α?n), where Λ: > o. Given
B G ΩA, we define the nxn matrix Mφ(x) by

(1.2) M*(x) = {X-ιBX - XI)PΦ = (mifί) ,

so that
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200 B. W. LEVINGER AND R. S. VARGA

(1.3) m u = biMi)xM)IXi - \δitM), l S i , j ^ n .

Following Schneider [4], if λ is an eigenvalue of B, then j|f*(jc) is
surely singular and thus not strictly diagonally dominant. Hence,

(1.4) Im^l^Σlm^l

must be true for at least one ί, 1 ^ i ^ n. Defining first

(1.5) A{(x)

then (1.4) implies that either

(1.6) I λ - aiti I S At{x) if φ(i) = i ,

or

(1.60 ZxφM I «*,*(.•) l/» ^ I λ - α ί f< | + J^(x) if ^(i) Φ i .

For any complex number σ, we consequently define

(1.7) rf(σ; x) = At(x) - | σ - aifi \ if φ(i) - i ,

and let

(1.70 rt(σ; x) = \σ- aiti \ + A^x) - 2 | α ί f φ ( i ) | xM)/Xi if ^(ΐ) ^ i .

With this, we next define the set Gf(x) as

(1.8) Gf(x) = {σ I rf(σ; x) ^ 0} , 1 g i g n .

If ^(ί) = i, then Gf(jc) reduces to the familiar Gerschgorin disk
I z - aiti I ^ Ai{x). If ^(i) ^ i, we observe from (1.70 t h a t Gf(ΛΓ) is
the closed exterior of a disk, and is thus an unbounded set.

Defining Gφ(x) to be the union of the sets Gf(x):

(1.9) G*(x) = U Gf (*) ,
i—l

the inequalities of (1.6) and (1.60 show that if XeS(ΩΛ), then XeGf(x)
for some i, and hence λG Gφ(x). Thus, S ( β J c Gφ(x) for every x > 0,
and we then have that

(1.10) G*(ΩA) = Π Gφ(x) ,
JC>0

called the minimal Gerschgorin set relative to the permutation φ, is
such that

(1.11)

for every permutation φ. It is clear that GΦ(ΩΛ) is a cίosed set for
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any permutation φ. Since Gf(x) is a bounded set only when φ(i) — i,
it follows that GΦ(ΩΛ) is a bounded set only when φ is the identity
permutation. We remark that the results of [6] are for the special
case when φ is the identity permutation.

Since (1.11) is valid for any permutation φ, it then follows that

(1.12) S(ΩA)aH(ΩΛ),

where

(1.13) H(ΩΛ) = Π GΦ(ΩΛ) .
Φ

In § 2, we first characterize (Theorem 1) the minimal Gerschgorin sets
GΦ(ΩA), and then show (Theorem 2) that their boundaries dGφ(ΩΛ) are
subsets of S(ΩΛ). Finally, using a result of Camion and Hoffman [1],
we prove (Theorem 3) in § 3 our main result that

(1.14) S(ΩΛ) = H(ΩΛ) .

Summarizing, the now elementary Gerschgorin Circle Theorem [3],
applied to a particular matrix A, actually gives eigenvalue bounds
for a set ΩΛ of related matrices. Our main result is that the exact
spectrum S(ΩΛ) of ΩΛ can be determined from extensions of the
Gerschgorin Circle Theorem based only on positive diagonal similarity
transformations, permutation matrices, and intersections.

In §4, we include an extension of a result of [6] concerning the
number of eigenvalues of any Be ΩA in a bounded component of
GΦ(ΩΛ). Finally, in § 5 we include several examples to show how
S(ΩΛ) can be determined.

2* The Function vφ(σ). In order to determine GΦ(ΩA), let σ be
any complex number, and consider the real n x n matrix Qφ(σ) — (qiyj)
whose entries are defined by

(2.1) qifj = ( - l ) δ - ; I aiMj) - σδiMj) | , 1 g i, j ^ n .

Since the off-diagonal entries of Qφ(σ) are nonnegative, then Qφ(σ) is
essentially nonnegative [2; 5, p. 260], and hence we can associate
with the matrix Qφ(σ) the real number Vφ(σ), where vφ(σ) is the
(possibly multiple) eigenvalue of Qφ(σ) with largest real part. From
the Perron-Frobenius theory of nonnegative matrices [5, pp. 46-47],
vφ(σ) corresponds to a nonnegative eigenvector y ^ 0, i.e., Qφ{σ)y =
vφ(σ)y, and it is further known that

(2.2) vΦ(σ) = in
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We remark that vφ(σ) is a continuous function of σ.

THEOREM 1. Let A = (aitj) be an n x n complex matrix, let φ be
any permutation, and let σ be a complex number. Then, σ e GΦ(ΩΛ)
if and only if vφ{σ) ̂  0.

Proof. From the definitions of Qφ(σ) in (2.1) and rf(σ; x) in (1.7)-
(1.7'), it follows that

(2.3) rf(σ; x) = {^JMψhJ^ , where z< = x
φ{i) .

Now, if σ e GΦ(ΩΛ), then σ e Gφ(x) for every x > 0. But for every
Λ: > 0, there is an i such that σe Gf(x), so that rf(σ; x) ^ 0. Since
x > 0, then (xφ{i)/Xi) is positive for all 1 <̂  i ^ n, and it therefore
follows from (2.2) that

max [(Qφ(σ)z)Jzi] ^ 0 for every x > 0 .

Clearly, as x > 0 runs over all positive vectors, so does the corresponding
vector z > 0. Hence, vφ(σ) ̂  0 from (2.2). Conversely, assume that
v*{σ) ^ 0. From (2.2) and (2.3), it follows that rf(σ; x) ^ 0 for some i
for every x > 0. Hence, σ e Gφ(x) for every Λ: > 0, and thus σ e GΦ(ΩΛ),
which completes the proof.

Our interest turns now to the boundary dGφ(ΩA) of the minimal
Gerschgorin set GΦ(ΩΛ). As usual, it is defined by

(2.4) dGφ(ΩA) = Gφ(ΩΛ) n Gφ(ΩAγ ,

where Gφ(ΩA)
f is the closure of the complement Gφ{ΩA)

f of GΦ(ΩA). It
follows from Theorem 1 that Gφ(ΩAy is the set of all σ which satisfy
Vφ(0) < 0. Similarly, the boundary dGφ(ΩA) of the minimal Gerschgorin
set is the set of all σ for which vφ{σ) — 0, and to which there exists
a sequence of complex numbers {^jJU with lim^^ z3- = a such that

< 0.

As in [6], we now show that every point of the boundary dGφ(ΩA)
is an eigenvalue of some matrix Be ΩA.

THEOREM 2. Let A — (ait3) be an nx n complex matrix, and let
φ be any permutation. If vφ(σ) = 0, then σ is an eigenvalue of
some matrix BeΩA, and thus σeS(ΩA).

Proof. If vφ(σ) — 0, then there exists a vector y ^ 0 with y Φ 0
such that Qφ(σ)y = 0. Writing (σ — akfk) = | σ — ak,k \ exp (iψk),
1 ^ k ^ w, let the n x n matrix £> = (bk)j) be defined by
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(2.5) bktk = ak,k;bk,3- = \ak>j\expi{ψk + π[-l+ δkMk) + S5Mk)}},kΦj .

It is evident that BeΩΛ, and if y3- = zφ{j], it can be verified (upon
considering separately the cases when φ(i) = i and Φ(i) Φ i) that
Qφ(σ)y — 0 is equivalent to

(2.6) X bk,jZj = σzk , 1 ^ fc ^ n .

Since # ^ 0, then z Φ 0, and we conclude from (2.6) that σ is an
eigenvalue of B, which completes the proof.

In order to prove a somewhat stronger result, let σ e dGφ(ΩΛ).
Then, vφ(σ) = 0 and σeS(ΩΛ). But as S(ΩΛ)c:Gφ(ΩΛ) from (1.11),
we have the

COROLLARY 1. Let A be an n x n complex matrix. Then, for
any permutation φ,

(2.7) dGφ{ΩA)czdS(ΩA).

In [6], an interesting geometrical property of the boundary dGφ(ΩΛ)
was given when φ was the identity permutation, and A was assumed
to be irreducible. In that case, each boundary point of GΦ(ΩA) was
shown to be the intersection of n Gerschgorin circles. An analogous
result is true for an arbitrary permutation φ, under slightly stronger
hypotheses.

COROLLARY 2. Let A be an n x n complex matrix, let φ be any
permutation, and let σ e dGφ(ΩΛ). If Qφ(σ) is irreducible, then there
exists a vector x > 0 such that σedGt(x) for all 1 ^ i ^ n.

Proof. If Qφ(σ) is irreducible, then Qφ(σ) is essentially positive
[5, p. 257], Thus, there exists a vector z>0 such that Qφ(σ)z =
vφ(σ)z. But, if σedGφ(ΩΛ), then vφ(σ) = 0, and Qφ(σ)z = 0. Letting
x > 0 be defined component-wise by zt = Xφ{i)f it then follows from
(2.3) that rf(σ; x) = 0 for all 1 <; i ^ w. Now, rf(σ; x) is obviously a
continuous function of σ from (1.7)-(1.7')> and from (1.8) we deduce
that dGf(x) = {̂  I rf(μ; x) = 0}. Hence, <τ e 3Gf(x) for all l ^ i ^ n ,
which completes the proof.

We remark that is φ if the identity permutation, then Qφ(σ) is
irreducible for any σ if and only if A is irreducible. For general φ,
it is not difficult to show that A irreducible implies that Qφ(σ) is
irreducible when σ Φ aiΛ for any i.

3. Main Result. We shall now show that S(ΩΛ) = H(ΩΛ) ==
Γ)ΦGΦ(ΩA). Since S{ΩΛ)c:H{ΩΛ) by (1.12), it suffices to prove that
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S(ΩAy c HψA)\ where SψΛ)' denotes the complement of S(βΛ). This
last inclusion will follow quite easily from the following theorem of
Camion and Hoffman [1]:

Given an arbitrary n x n complex matrix B = {bifj), let ΩB be the
set of all matrices C = (citj) with | cifj \ = \ bifj | for all 1 ^ i, j ^ w.
Then, if all matrices C e ΩB are nonsingular, there exists a positive
diagonal matrix X = diag(^x, , xn), xi > 0, and a permutation matrix
Pφ ~ (δi)φij)) such that the matrix M ~ BXPΦ = (m ί f i) is strictly diag-
onally dominant, i.e.,

(3.1) I m i t i I > Σ I m ι > i I f o r a l l l ^ i ^ n .

We first prove

o

LEMMA 1. σ e S(ΩA)' if and only if each R e ΩA^σ.I is non-

singular.

Proof. It is clear that each R e ΩΛ^σI can be uniquely expressed
as R = D(B — σl), where D = diag (β^1, , β***), ^5- is real, and 5 e β 4 .
Then, σ e S(ΩA)

r implies that det (B - σl) Φ 0 for any £ e ΩA. But as
] detD I = 1, then det R ~ det D det (B - σl) Φ 0 for any β e β^. The
converse follows similarly.

Now, suppose a e S(ΩA)'. From Lemma 1 and the result of Camion
and Hoffman applied to B — A — σl, there exists a positive diagonal
matrix X = diag (xu •••,#») and a permutation matrix Pφ = (δ ί>φ(i))
such that the matrix M = (A — σI)XPφ = {mifj) is strictly diagonally
dominant, where

(3.2) mίfj = (<&<,*(,.) - σδitφ{ί))xΦU) .

Comparing (3.2) with the definition of Qφ(σ) in (2.1) and setting z5 =
i), 1 ^ 0 ^ ^, (3.1) can be equivalently expressed as

(3.3) 0 > X I m i ( i I - I miti \ = (Qφ(σ)z), , 1 ^ i ^

Since z > 0, it follows from (2.2) that vφ(σ) < 0, and hence from
Theorem 1 we deduce that σ g GΦ(ΩA). Consequently, σ 0 S(ΩA) implies
that σ g GΦ(ΩA), which in turn implies that (7 g H(ΩA), or

(3.4)

This, coupled with the result that &(βj c H(ΩA), gives us

T H E O R E M 3 . Let A ~ (aifj) be any nxn complex matrix. Then
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S(ΩΛ) = H(ΩΛ).

4* Disconnected minimal gerschgorin sets* A familiar result
of Gerschgorin [3] states that if k disks of the Gerschgorin set G*(x)
(where I is the identity permutation) are disjoint from the remaining
n — k disks, then these k disks contain exactly k eigenvalues of any
matrix BeΩΛ. In this section, we give a generalization of this result
(cf. Theorem 5 of [6]). For a given n x n matrix A = (aitj) and an
arbitrary permutation φ, let G%QA) denote the nonempty disjoint closed
connected components of the minimal Gerschgorin set GΦ(ΩΛ);

(4.1) GΦ(ΩA) = U
3=1

For each bounded component Gφ

ό{ΩA), let the order sφ> be defined as
the number of diagonal elements aifj of A contained in GΦ (ΩΛ) for
which φ(i) — i. We shall show that each matrix B e ΩΛ contains exactly
s$ eigenvalues in each bounded component Gφj(ΩΛ) of the minimal
Gerschgorin set GΦ(ΩΛ).

To begin, we enlarge the set ΩΛ. An n x n matrix B = (bi>3) is
defined to be an element of the extended set ΩΦ

A if

11 biyj I ̂  I tti^ I, 1 g ΐ, i ^ w, for which j Φ i and j Φ φ(i) .

Clearly, ΩΛaΩφ

A.

LEMMA 2. G'mm 5 G i 2 t ίfee^ Gφ(ΩB)aGφ(ΩΛ).

Proof. For any vector u > 0 and any complex number o", consider
the vector Q%{σ)u1 where we are using an obvious subscript notation.
With BeΩφ, one verifies from (4.2) and (2.1) that Qφ

B{σ)u ̂  Qί(σ)u
for any u > 0 and any σ, from which it follows that

(4.3) max \I9MΞkλ * max

Thus, from (2.2), vφ,B(σ) ^ vφtjσ). Hence, by Theorem 1, σeGφ(ΩB)
implies that σeGφ(ΩΛ), which completes the proof.

For this extended set ΩΦ

M we remark that it can be further shown
that S(Ω%) = GΦ(ΩΛ) for any permutation φ. This generalizes another
result (Theorem 6) of [6].

In the spirit of Gerschgorin's original continuity argument [3],
we prove
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THEOREM 4. Let A — (aitj) be any n x n complex matrix, and
let φ be any permutation. If GΦ(ΩΛ) has a bounded component
GΦ-(ΩΛ) of order sφ , then, for any matrix B e ΩΛ, B contains exactly
sφ- eigenvalues in G%ΩA).

Proof. For any B = (bitj) e ΩAi consider the family of matrices
BJa) = (bii3(a)) defined by

(4.4) :i)\u) — biiφU)[m(l — vi) -t- αj v>

α) = αδt.,y for any l ^ i , i ^

α) + a] when ^(i) ^ i

" for which j Φ i and j Φ φ(i)n

By definition, BJμ) e Ω\ for all 0 ^ a S 1 and all m ^ 1, and 5 m (l) = 5 .
Moreover, Bm(a) e Ω%m{a>) for all 0 ^ α: ̂  α' ^ 1. Thus, from Lemma 2,
Gφ(ΩBm(a)) c Gφ(i2J for all 0 g α: ̂  1 and all m ^ 1, and it is clear that the
set Gφ(ΩBm(a)) increases monotonically with a. We shall show that Bm(0)
has exactly sφ- eigenvalues in the bounded component G%Ωj)9 and the
theorem will follow by continuously increasing a from zero to unity.

From (4.4), the only possibly nonzero entries of the matrix Bm(0)
are 6^(0) and bi,φ(i)(0) where φ(i) Φ i. Hence, by considering the dis-
joint cycles of the permutation φ, we can find an n x n permutation
matrix P such that

(4.5) PBmφ)Pτ =
0

0
^ N < n

Here, BU1 is a diagonal matrix corresponding to all disjoint cycles
with φ{%) = i. The other matrices Bjtj have the cyclic form

(4.6)

'W.1 bίU 0

9 < ή < Kf

where the off-diagonal entries of Bjtj are, from (4.4), given by mbi>ΦU)r

φ(i) φ i. Obviously, the eigenvalues of all the Bj>3 are the eigenvalues
of Bm(0).

The spectrum of matrices of the form (4.6) is discussed in Example 1
of the next section, and in § 6 of [6]. We now assert that

(4.7) I δ#&# &#! I ̂  0 for any 2 ^ j rg N .

Otherwise, bk>φ{k) = 0 for some integer fc, where φ(k) Φ k, and, as shown
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in the next section, this implies that GΦ(ΩΛ) is the entire complex
plane. This contradicts the hypothesis that GΦ(ΩΛ) has a bounded
component. From (4.4), we can write the product in (4.7) as mri-Kh

where K3 is independent of m and a. Then, it is readily verified
that the eigenvalues λ of B3,3 satisfy

(4.8) Π!
k=l

- λ I - i K3 ,

for any Bm(0) derived from BeΩA. Since J3w(O)e42| for all m ^ 1,
we may choose m to be arbitrarily large, and it is clear from (4.8)
that the eigenvalues of B3)3 must lie in an unbounded component of
GΦ(ΩA) for any 2 ^ j S N. Hence, the number of eigenvalues of J3w(0)
which lie in the bounded component GΦ

3(ΩA) is just the number of
diagonal entries of Bul in Gφ (ΩA)f which by definition is precisely sφ

3.
Now, increasing a continuously from zero to unity, it follows that B
has exactly sφ eigenvalues in GΦ (ΩA), which completes the proof.

We remark that the order sφ of a bounded component GΦ (ΩA) is a
positive integer. For, if sφ were zero, no BeΩA would have an
eigenvalue in GΦ (ΩA), so that S(ΩA) Π G%ΩA) would be empty, which
is a contradiction.

5. Some examples* We now give three examples to illustrate
our results concerning the sets S(ΩΛ), Gφ(ΩA)y and H(ΩA).

EXAMPLE 1. It was previously shown [6] for the matrix

(5.1) A =

where

(5 .2) I c&i,2#2,3 #«,i I — 1 y

that dGτ(ΩA) = S(ΩA), I being the identity permutation. Let ψ be the
permutation1 (12 3 n). If φ is any permutation other than ψ or
I, there is a positive integer &, 1 fg k S n, such that φ(k) Φ k, and
φ(k) Φ ψ(k), so that akMk) = 0. Thus, from (1.7'),

(5.2) rt(σ; x) — \ σ — aktk \ + \ aktφ(k) \ xψ{k)\xk > 0

for all x > 0, and for all complex numbers σ. Hence, we deduce from

lJ*».i

1 That is, in this section we are describing a permutation by its disjoint cycles.
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(2.2), (2.3), and Theorem 1 that GΦ(ΩΛ) is the entire complex plane.
This argument shows more generally for an arbitrary matrix A that
any permutation φ which places a zero on the diagonal of Qφ(σ) yields
a minimal Gerschgorin set GΦ(ΩΛ) which is the entire complex plane.

For φ — I, it was shown [6] for the matrix of (5.1) that

(5.3) G\ΩA) = - ahi\

and in an identical fashion, we can show that

(5.4) G^ΩΛ) = \σ\il^\σ - aui\^:

Hence, it follows that

(5.5) S(ΩΛ) = H(ΩΛ) = GΣ(ΩΛ) n G*(ΩΛ) -

EXAMPLE 2. Consider the matrix

(5.6) A =

"2 0 1"

O i l

1 1 2

In this case, there are only three permutations, corresponding to ψ =
I, Φ = (13), and φ = (23), for which GΦ(ΩA) is not the entire complex
plane, and it is readily verified that

(5.7) = {σ I 12 - a \

1 - σ I ^ — 11 — o11 + 12 — σ\)

The boundaries dGφ(ΩΛ) are obviously determined by choosing the
equality signs in (5.7). The spectrum S(ΩΛ) in this case is a multiply
connected region and is illustrated in Figure 1.

Pig. 1
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EXAMPLE 3. Consider the matrix

(5.8) A =

which is the companion matrix of the polynomial

p,(z) = z4 + z3 + z2 + 5z + 1 .

As previously shown, any permutation φ which places a zero on the
diagonal of Qφ(σ) yields a minimal Gerschgorin set GΦ(ΩΛ) which is the
entire complex plane. Consequently, we need consider only the permu-
tations I, (1234), (234), and (34). The associated minimal Gerschgorin
sets are given by

(5.9)

G\ΩA) = {σ I I σ |3 11 + σ \ <Z 1 + 5 | σ \ + | σ |2} ,

G ί m ) ( Ω Λ ) = { σ \ \ σ \ 3 - \ l + σ\^ - 1 + 5 \ σ

G m ) ( Ω Λ ) — {σ I I σ

The last minimal Gerschgorin set G(3i)(ΩΛ) is the entire complex plane,
and thus yields no boundary components of S(ΩΛ). The set G{2U)(ΩΛ)
yields, however, two separate boundaries, and G{2Zi)(ΩΛ) has a bounded
component. Applying Theorem 4, we can assert that each matrix of
the set ΩΛ has exactly one eigenvalue in this component, and hence
each matrix of ΩΛ has exactly one eigenvalue in the inner annular
region of Figure 2.

These examples have interesting common features. In each ex-

Fig. 2
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ample, the minimum number of permutations necessary to define all
the boundary components of S(ΩΛ) does not exceed the order n of the
matrix A. Similarly, the total number of boundary components of
S(ΩΛ) does not exceed 2n. We conjecture this to be true in general.
We do point out that examples can be constructed where these upper
bounds are attained.
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