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This paper is devoted to proving the existence of solutions (in the classical sense) for a certain Dirichlet problem in the theory of quasi-linear elliptic partial differential equations of the second order. The principal equation considered is one which can be written in the form

\[
\frac{\partial}{\partial x_k} [a_k(\varphi)] = \frac{\partial a_k(\varphi)}{\partial \varphi_{x_k}} \frac{\partial^2 \varphi}{\partial x_k \partial x_l} = a_k(\varphi)\varphi_{x_k x_l} = g(x, \varphi, \varphi) .
\]

If the matrix \((a_{kl})\) is positive definite, if the functions \(a_{kl}\) and \(g\) are Hölder continuous in all arguments, and if the ratio of \(|g|\) to the minimum eigenvalue of \((a_{kl})\) grows less rapidly than the first power of \(|\varphi\varphi^*|\) for large \(|\varphi\varphi^*|\), then the Dirichlet problem for \(\varphi\) satisfying the above equation with its values given on the sufficiently smooth boundary of a bounded domain has a solution.

The general quasi-linear partial differential equation of second order in \(n\) variables is:

\[
(1) \quad a_{kl}(x, \varphi, \varphi_x)\varphi_{x_k} + a(x, \varphi, \varphi_x) = 0 ,
\]

where \(x\) and \(\varphi_x\) represent the vectors with components \((x_1, \ldots, x_n)\) and \((\varphi_1, \ldots, \varphi_n)\) respectively. We shall use the notations

\[
\varphi_k = \varphi_{x_k} = \frac{\partial \varphi}{\partial x_k} \quad \text{and} \quad \varphi_{kl} = \varphi_{x_k x_l} = \frac{\partial^2 \varphi}{\partial x_k \partial x_l}
\]

extensively. For (1) to be elliptic, the matrix of coefficients \((a_{kl})\) must be positive definite, i.e., its minimum eigenvalue must be positive. Throughout this paper we shall assume this to be the case, and that, furthermore, equation (1) can be written in divergence form, i.e.,

\[
(2) \quad \frac{\partial}{\partial x_k} [a_k(x, \varphi, \varphi_x)] + a(x, \varphi, \varphi_x) = 0 .
\]

This class of equations includes most of the equations of importance in applications, namely those representing conservation laws or variational principles.
The recent paper of Ladyzhenskaya and Ural'tseva [7] explores the existence problem for (2) in detail. In this work the authors consider problems in which the ellipticity hypothesis takes the form

\[ 0 < C_1(1 + |p|^{2(m-1)/2} |\xi|^2 \leq a_{kl}(x, \varphi, p)\xi_k\xi_l \leq C_2(1 + |p|^{2(m-1)/2} |\xi|^2, m > 1, \]

for all real nonzero \( n \)-vectors \((\xi_1, \ldots, \xi_n)\). Besides this the authors assume that the coefficients \( a_{kl}(x, \varphi, p) \) and \( a(x, \varphi, p) \) behave roughly like powers of \(|p|\) for large \(|p|\), which power does not decrease when the \( a_{kl} \) and \( a \) are differentiated with respect to \( x \) or \( \varphi \), but which decreases by at least one under differentiation by \( p \). Using these and certain other simplifying assumptions, the authors establish a number of interesting existence theorems. Morrey [8] and Stampacchia [14] have also recently considered quasi-linear elliptic partial differential equations in \( n \) variables, usually in connection with variational problems, in which the coefficients likewise satisfy power growth properties in \(|p|\).

On the other hand, using no power growth assumptions at all, Gilbarg [6] has proved the existence of a solution to the boundary value problem

\[ \frac{\partial}{\partial x_k} [a_k(\varphi_x)] = 0 \text{ in } \Omega, \quad \varphi = f \text{ on } \partial \Omega \]

where \( f \) is twice continuously differentiable and \( \Omega \) is a bounded domain with sufficiently smooth boundary \( \partial \Omega \). Only ellipticity and either the boundedness of the ratio of the largest and smallest eigenvalues of the coefficient matrix, or the strict convexity of the domain \( \Omega \), are assumed.

In this paper we shall prove existence theorems for (2) under the weakened ellipticity hypothesis of Gilbarg, as well as in the non-uniformly elliptic case, thus extending and generalizing the work of Gilbarg and Ladyzhenskaya-Ural'tseva. A few additional hypotheses are necessitated by the more general form of the problem, but in many cases the existence theorem does not hold if the hypotheses are weakened, and when this is the case, it will be pointed out with appropriate counterexamples.

2. Statement of the main theorems. Let a bounded domain \( \Omega \) be given in Euclidean \( n \)-space and be fixed for the remainder of the discussion. Assume that its boundary \( \partial \Omega \) is sufficiently smooth for our purposes; this will be made more precise later. We shall first consider the following boundary value problem:

---

2 We shall often use "\( p \)" to represent "\( \varphi_x \)" where convenient without confusion. The notation "\(| \cdot |\)" will mean the Euclidean norm or one of its equivalents.
\( \frac{\partial}{\partial x_k} [a_k(\varphi_x)] = g(x, \varphi, \varphi_m) \) in \( \Omega; \)

(4) \[ \varphi = 0 \text{ on } \partial \Omega. \]

We shall assume that the \( a_k \) possess Hölder continuous first partial derivatives and that \( g \) is Hölder continuous in all arguments. The coefficients

\[ a_{ki}(p) = \frac{\partial a_k(p)}{\partial p_i} \]

will satisfy one of the following hypotheses, where \( \xi = (\xi_1, \ldots, \xi_n) \) is a real, nonzero \( n \)-vector:

I. Uniform Ellipticity.

\[ 0 < \lambda_1(p) | \xi |^2 \leq a_{ki}(p) \xi_k \xi_l \leq \lambda_2(p) | \xi |^2; \quad \frac{\lambda_2}{\lambda_1} (p) \leq \gamma < \infty. \]

II. Non-uniform Ellipticity. \( 0 < \lambda_1(p) | \xi |^2 \leq a_{ki}(p) \xi_k \xi_l; \Omega \) strictly convex. By continuity \( \lambda_1 \) and \( \lambda_2 \) cannot approach zero or infinity unless \( | p | \to \infty. \)

The following theorem, the proof of which is carried out in §3, is the principal result of this paper.

**Theorem 1.** Let either Hypothesis I or II be satisfied. If there exist positive functions \( \lambda(| p |) \) and \( G(| p |) \) which are, respectively, monotone decreasing and monotone increasing in \( | p | \), with \( \lambda_i(p) \geq \lambda(| p |) \) and \( | g(x, \varphi, p) | \leq G(| p |) \) uniformly in \( x \) and \( \varphi \), such that \[ G(| p |)/\lambda(| p |) \leq C | p |^a \] \( (a < 1) \) for sufficiently large \( | p | \), then problem (3), (4) has a solution.

In §4 we shall explore, by means of examples, borderline cases of the hypotheses of Theorem 1 and find that for the most part any relaxation of hypotheses will lead to problems which do not, in general, possess solutions. Note that the hypotheses call for a function \( g(x, \varphi, p) \) on the right side which is majorized by a function \( G(| p |) \) uniformly in \( x \) and \( \varphi \). For such a majorant to exist, it is sufficient, in general, that one be able to find an \( a \text{ priori} \) bound on \( \varphi \), that is, to show that there is a constant \( M \) depending only on the given constants, namely

\[^{3} \text{A more general statement of this is that the integral } \int_{\mathbb{R}^n} \frac{\lambda(\xi + M)}{G(\xi + M)} \, d\xi \text{ should become unbounded as } M \to \infty. \text{ The latter will be used in the proof of the theorem, and the simpler statement for the purpose of formulating examples, etc.}\]
the volume of $\Omega$, $\gamma$, $C$, and $\alpha$, but independent of the particular solution $\varphi$, such that $|\varphi| \leq M$ for any solution $\varphi$ of (3), (4). Some conditions under which such a bound can be found are enumerated and explained in § 5.

When $g$ is a function of $x$ and $\varphi$ alone, Theorem 1 can be restated as follows:

**Corollary.** Let the coefficients of (3) satisfy either I or II. Furthermore, for sufficiently large $|p|$, assume $\lambda_{\alpha}(p) \geq C/|p|^\alpha$ for some $\alpha < 1$. If it is known a priori that any solution to (3), (4) is bounded by a fixed constant independent of the particular solution, then problem (3), (4) indeed has a solution.

This corollary includes as a special case a theorem of Stampacchia (cf. [14], Theorem 10.2). Stampacchia’s theorem holds for the non-uniformly elliptic case when in addition there is a function $f(p)$ with $a_k(p) = \partial f(p)/\partial p_k$, so that (3) is the Euler equation for a variational problem, and when certain additional hypotheses on power dependence of $f$ and its derivatives, enumerated in condition 6° of § 5 of this paper, are satisfied.

In the above corollary, because $\varphi_x$ is not among the arguments of $g$, we can find a solution whenever we can bound $\varphi$. § 5 considers various conditions on $g$ which will ensure the existence of such a bound. The lack of dependence on $\varphi_x$ makes it possible to find new conditions which do not suffice in the general case.

Next we consider a second class of problems:

$$(5) \quad \partial \frac{\partial}{\partial x_k}[a_k(x, \varphi_x)] = 0 \text{ in } \Omega, \varphi = 0 \text{ on } \partial \Omega.$$ 

After the indicated differentiations have been performed, this equation is also inhomogeneous, and a result analogous to Theorem 1 can be stated for it:

**Theorem 2.** Let $a_{ki}(x, p) = \partial a_k(x, p)/\partial p_i$ satisfy Hypothesis I or II. If $\sum_{i,k} |\partial a_k(x, p)/\partial x_i| \leq A(|p|)$ where $A(|p|)$ is monotone increasing in $|p|$, and if there exists a monotone decreasing positive function $\lambda(|p|) \leq \lambda_{\alpha}(p)$ such that $A(|p|)/\lambda(|p|) \leq C|p|^\alpha(\alpha < 1)$ for sufficiently large $|p|$, then a solution to problem (5) exists.

---

4 Or, as in Theorem 1, $\lim_{M \to \infty} \int_0^M A(\xi + M) d\xi = +\infty$.  

Theorems 1 and 2 can now be combined to yield an existence theorem for problems of the form

\[(6) \quad \frac{\partial}{\partial x_k} [a_k(x, \varphi)] = g(x, \varphi, \varphi_x) \text{ in } \Omega, \quad \varphi = 0 \text{ on } \partial \Omega.\]

This theorem can be stated in the same terms as Theorem 2, except that we replace

\[\sum_{i,k} \left| \frac{\partial a_k(x, p)}{\partial x_i} \right| \text{ by } \sum_{i,k} \left| \frac{\partial a_k(x, p)}{\partial x_i} \right| + |g(x, \varphi, p)|\]

where it occurs. This result will be referred to hereafter as Theorem 3.

If, now, we attempt the further generalization of allowing \(\varphi\) among the arguments of the \(a_k\) in (6), the problem is greatly complicated, and one must make further restrictions on the \(a_k\) and their derivatives to assure the existence of solutions. This further generalization will not be treated here.

Before proving these theorems, let us briefly consider the subject of uniqueness of solutions of (6), which of course includes the previous cases also.

**Definition.** A function \(h(x)\) which satisfies the condition

\[|h(x + y) - h(x)| \geq f(y) \text{ with } \int_0^1 \frac{dy}{f(y)} = \infty,\]

where \(f\) is such that \(f'(y) \geq A\), \(A\) being a constant, is said to satisfy an Osgood condition.

**Theorem 4.** (Uniqueness). If all the hypotheses of Theorem 3 are satisfied, and if, in addition, \(g(x, \varphi, p)\) and the \(a_{ki}(x, p)\) and \(\partial a_k(x, p)/\partial x_i\) all satisfy Osgood conditions in the \(p\) variables with the same function \(f\), and if \(g\) is nondecreasing in \(\varphi\) for all \(x\) and \(p\), then (6) has at most one solution.

This result is due to Redheffer ([11], Satz I), who also showed ([10], pp. 36ff) that the Osgood condition is necessary.

3. **Proofs and consequences of the main theorems.** In this section we shall prove a series of lemmas which, taken together, will establish Theorem 1. These lemmas are in the nature of a priori bounds on possible solutions and their derivatives. Using these bounds,
one obtains existence by application of the Leray-Schauder fixed point theorem. First we need the following:

**Remark.** Consider the problem

\begin{equation}
\frac{\partial}{\partial x_k} [a_k(\varphi_x)] = g(x, \varphi, \varphi_x) \text{ in } \Omega;
\end{equation}

\begin{equation}
\varphi = 0 \text{ on } \partial \Omega,
\end{equation}

where all the hypotheses of Theorem 1 are satisfied. Then there exists a constant \( M = M(C, \alpha) \), independent of \( \varphi \) so that \( |\varphi| \leq M \) for all solutions of (7), (8).

**Proof.** The ratio \( |g(x, \varphi, p)|/|M_z \Sigma | p_i | a_{ii}(p)| \leq G(|p|)/M_z |p| \lambda(|p|) \)

\[ \text{can be made less than unity for all } |p_i| > M_z, \text{ for sufficiently large } M_z \text{ (depending on } C \text{ and } \alpha). \]

This implies the desired bound on \(|\varphi|\), for define \( \psi = - M_z \Sigma e^{-M_z x_i} \), where \( M_z = \max e^{M_z x_i} \). If \( \varphi(x) - \psi(x) \) attains its maximum at some \( x_i \) inside \( \Omega \), then at \( x_i, \varphi_x = \psi_x = e^{-M_z x_i} \), and \( a_{ij}(\varphi_x) \psi_{x_j} \leq a_{ij}(\varphi_x) \psi_{x_j} \); but \( a_{ij}(\varphi_x) \psi_{x_j} = g(x, \varphi, \varphi_x) = g(x, \varphi, \psi_x) = - M_z \Sigma a_{ii}(\psi_x) e^{-M_z x_i} = - M_z \Sigma a_{ii} |\psi_i| \). This contradicts the assertion \( |g(x, \varphi, p)|/|M_z \Sigma | p_i | a_{ii}(p)| < 1 \), since \( \psi_x = M_z M_z e^{-M_z x_i} \). Hence \( x_i \in \partial \Omega \) and we conclude that \( \varphi(x) - \psi(x) \leq - \psi(x_i) \), which gives an upper bound on \( \varphi(x) \). Considering \( \varphi(x) + \psi(x) \) where it has a minimum, we obtain similarly a lower bound for \( \varphi \). This proof is due to Ladyzhenskaya-Ural'tseva ([7], p. 79).

**Lemma 1.** Let the coefficients of (7) satisfy all the hypotheses of Theorem 1. Then there exists a constant \( K = K(\max |\varphi|, C, \alpha, \gamma; \Omega) \) independent of \( \varphi \) such that \( \max_{\Omega} |\nabla \varphi| \leq K \) for all solutions \( \varphi \) of (7), (8).

**Proof.** Following Ladyzhenskaya-Ural’tseva ([7], p. 40) we shall construct two functions \( \psi(x) \) and \( w(x) \) to aid us in estimating \(|\nabla \varphi|\).

Let \( \varphi \) and \( \psi \) be related by the equation \( \varphi = f(\psi) \). Then \( \varphi_i = f' \psi_i \) and \( \varphi_{ij} = f'' \psi_i \psi_j + f' \psi_{ij} \). Hence (7) yields

\[ a_{ij} \psi_{x_j} + \frac{f''}{f'} a_{ij} \psi_i \psi_j = \frac{g}{f'} \]

Assume for the moment that \( f \) can be chosen so that \( f''/f' > 0 \) and \( f' > 0 \). Then

\[ a_{ij} \psi_{x_j} + \frac{f''}{f'} a_{ij} \psi_i \psi_j = \frac{g}{f'} \]

\[ 5 \text{ In this and what follows, dependence on } \gamma \text{ occurs only in the uniformly elliptic case.} \]
Let a constant\(^6\) \(C\) be chosen so that \(| V\varphi |^\alpha \leq C(| V\varphi |^2 + 1)\). Then putting this expression into (9), we obtain

\[
(10) \quad a_{ij}\psi_{ij} \geq \lambda_1 \left[ | V\psi |^\alpha \left( -\frac{f''}{f'} - Cf' \right) - \frac{C}{f'} \right]
\]

It is possible to choose \(f\) so that the quantity in square brackets is bounded from below by a constant \(C_i\); for choose \(f\) such that

\[
(11) \quad \varphi = f(\psi) = \frac{1}{C} \ln(1 + \psi) .
\]

Then \(- f''/f' - Cf' = 0\), \(f(0) = 0\), and \(\psi = -1 + e^{\varphi} > -1\); in fact \(\varphi\) is bounded away from \(-1\) and \(\infty\) in terms of \(\max |\varphi|\). Hence we can choose \(C_i = -C/\min f'\).

Our next task is to construct a function \(w(x)\) such that

\[
a_{i,j}(w_{ij} + \psi_{ij}) > 0, \text{ and } w(x) \text{ takes its maximum at some point } q \in \partial\Omega.
\]

First we choose a twice continuously differentiable function \(u(x)\) such that

(i) \(u(x) > 0\) in \(\Omega\);
(ii) \(|Vu| \geq \text{const.} > 0\);
(iii) \(u(x) = 0\) at \(q\). Such a function exists if \(\partial\Omega\) is sufficiently reasonable; for instance, if Hypothesis I is satisfied, and if \(\partial\Omega\) is such that for each \(q \in \partial\Omega\) there exists a sphere of radius \(\rho(\text{constant})\), the closure of which intersects \(\bar{\Omega}\) only at \(q\), then we can take \(u(x) = 1/\rho - 1/r\) where \(r\) is the distance of \(x\) from the center of the circle. If Hypothesis II is satisfied, \(u(x)\) can be taken to be the function which measures the distance to \(x\) from a plane intersecting \(\partial\Omega\) only at \(q\). Since \(\Omega\) is strictly convex, such a plane exists for each \(q \in \partial\Omega\) and \(u(x) > 0\) throughout \(\Omega\). Now define

\[
w(x) = me^{-au(x)} .
\]

Clearly \(w\) assumes its maximum \(m\) in \(\bar{\Omega}\) at \(q\), and a simple calculation using the specific functions \(u\) mentioned above shows that the constants \(a\) and \(m\) can be chosen so that

\[
(12) \quad a_{i,j}w_{ij} = m \left( -a \frac{a_{i,j}}{\lambda_1} u_{ij} + a^\alpha \frac{a_{i,j}}{\lambda_1} u_{i}u_{j} \right)e^{-au} > -C_1 ,
\]

\(^6\) Following the usual custom, we shall use the same letter \(C\) to represent all absolute constants. No confusion will result from this practice.
where $C_x$ is the constant bounding from below the expression in square brackets in (10). In the case of Hypothesis I, $a$ must be chosen sufficiently large (depending on $\gamma$, $n$, $\rho$ and the diameter of $\Omega$) so that the quantity in parentheses in (12) is positive, then $m$ chosen so that the product exceeds $-C_x$. When Hypothesis II is satisfied, however, the function $u$ depends only on one variable, since the origin of coordinates can be translated to $q$ and the axes rotated so that $u = x_i$ for some fixed $i$. Note that the changes of variables caused by translation and rotation do not affect the ellipticity properties of (7) or the constants involved. Hence in this case the first term on the right of (12) vanishes entirely, and the quantity exceeds zero for any $a > 0$.

Now $\psi = 0$ on $\partial \Omega$ by construction, so (10) and (12) imply

$$a_{ij}(\psi + w)_{ij} > 0 \text{ in } \Omega, \text{ and}$$

$$\max_{\partial \Omega} (\psi + w) = \max_{\partial \Omega} w = m.$$  

Hence $\psi + w$ assumes its maximum $m$ in $\bar{\Omega}$ at $q$, and therefore $[\partial (\psi + w)/\partial y](q) \geq 0$ for any direction $y$ from $\bar{\Omega}$ into $q$. This gives a lower bound for $\partial \varphi(q)/\partial y$ in terms of the constants $a$, $\gamma$, $\rho$, etc., involved in the problem, and since $q$ is arbitrary on $\partial \Omega$, this bounds $\partial \varphi/\partial y$ from below on $\partial \Omega$. In a similar way we can obtain an upper bound, which yields the desired estimate on $|\nabla \varphi|$.

In the above proof we chose a constant $C$ so that $|\nabla \varphi|^\alpha \leq C(|\nabla \varphi|^2 + 1)$. Such a $C$ can always be found if $\alpha \leq 2$, and since this was the only place in the proof of Lemma 1 where $\alpha$ appeared explicitly, we immediately have the following consequence of Lemma 1:

**Corollary 1.** Suppose that all the hypotheses of Theorem 1 are satisfied, except that now $G(||p||/\lambda ||p||) \leq C||p||^\alpha$ with $\alpha \leq 2$. If there exists a constant $M$ such that $|\varphi| \leq M$ for any solution $\varphi$ of (7), (8), and if it is known a priori that $|\nabla \varphi|$ assumes its maximum on $\partial \Omega$, then problem (7), (8) has a solution.

For, then $|\nabla \varphi|$ is bounded by the constant of Lemma 1 in $\bar{\Omega}$ and hence Lemma 3 (below) is true, from which existence follows. Similar corollaries hold for Theorems 2 and 3. One very important class of equations in two dimensions for which $|\nabla \varphi|^2 = \varphi_x^2 + \varphi_y^2$ assumes its maximum on $\partial \Omega$ is the following, having to do with the mean curvature of a surface:

$$\frac{\partial}{\partial x} \left( \frac{\varphi_x}{\sqrt{1 + |\nabla \varphi|^2}} \right) + \frac{\partial}{\partial y} \left( \frac{\varphi_y}{\sqrt{1 + |\nabla \varphi|^2}} \right) = f(1 + |\nabla \varphi|^2),$$
where \( f \) is continuously differentiable and \(|f(p)| \leq C|p|^\beta (\beta \leq -1)\). This is proved in the classical paper of Bernstein [3]. Another simple general example, this time in \( n \) dimensions, where Corollary 1 holds is the following:

\[
\Delta \varphi = q(\varphi_x),
\]

where \( q \) is a quadratic function.

The task of the next lemma is to demonstrate that \(|\nabla \varphi|\) is bounded in the interior of \( \Omega \). This is done by showing that it cannot grow more than a fixed amount larger than its maximum on \( \partial \Omega \).

**Lemma 2.** Let the conditions of Lemma 1 be satisfied. Then there is a constant \( K = K(C, \alpha, \gamma, n; \Omega) \) independent of \( \varphi \) such that \(|\nabla \varphi| \leq K\) throughout \( \Omega \), for all solutions \( \varphi \) of the problem (7), (8).

**Proof.** For the purpose of this proof, fix an integer \( j \) between 1 and \( n \) and let \( v = \partial \varphi / \partial x_j \). Let \( \xi \) be a smooth function of compact support in \( \Omega \). Then (7) implies that

\[
\int_{\Omega} \left\{ \frac{\partial}{\partial x_j} [a_k(\varphi_x)] - g(x, \varphi, \varphi_x) \right\} \xi dx = 0.
\]

If we now integrate the first term of this expression by parts, moving the \( x_k \) derivative to \( \xi \) and the \( x_\alpha \) derivative to \( a_k \), we obtain the expression

\[
\int_{\Omega} \left( a_{kl} \frac{\partial v}{\partial x_l} \xi_k - g \xi_j \right) dx = 0.
\]

By a simple limiting procedure it is easy to see that (13) holds for piecewise differentiable \( \xi \) of compact support in \( \Omega \). Let \( m = \max_{\partial \Omega} |\nabla \varphi| \) and \( M = \max_{\partial \Omega} |\nabla \varphi| \). If \( M \leq m \), the proof is complete, by Lemma 1. If \( M > m \), it is our task to show that \( M \) is independent of any particular choice of \( \varphi \), and only depends on \( \alpha, m, C, \) the volume of \( \Omega \), and the number of dimensions. Let us fix a number \( h \) between \( m \) and \( M \) and define

\[
\xi(x) = \begin{cases} 
v(x) - h & \text{for } v \geq h \\
0 & \text{for } v < h \end{cases}.
\]

Clearly \( \xi(x) \) is of compact support in \( \Omega \), and furthermore is an admissible function for (13), as can be seen by going to the limit in (13). Thus we obtain

\[
\int_{v \geq h} a_{kl} v_k v_l dx = \int_{v \geq h} g v dx.
\]
What follows is not strictly rigorous, since the surface $v = h$ may in principle be very complicated. However, the details will not be pursued, with the note that the alternate method of proof based on Stampacchia's work, which is outlined later, avoids this difficulty. So, proceeding heuristically, we can write (14) in the form

$$
\int_{v=h}^M dv \int_{v=\text{const}} \frac{a_{kl} v_k v_l}{|F v|} dS = \int_{v=h}^M dv \int_{v=\text{const}} \frac{g v_j}{|F v|} dS,
$$

where $dS$ is the surface element of the surface $v = \text{constant}$. Since this must hold for all possible $h$ and $M$, we have

$$
\int_{v=h}^M \frac{a_{kl} v_k v_l}{|F v|} dS = \int_{v=h}^M \frac{g v_j}{|F v|} dS.
$$

By the hypothesis of the lemma and Schwarz's inequality,

$$
\int_{v=h}^M \lambda(|\varphi_z|) |F v| dS \leq \int_{v=h}^M G(|\varphi_z|) dS,
$$

or finally, since $v = \varphi_j = h$ and $(\sum_{i \neq j} |\varphi_i|^2)^{1/2} \leq M$, we have

$$
\int_{v=h}^M |F v| dS \leq \frac{G(h + M)}{\lambda(h + M)} S(h)
$$

where $S(h)$ is the area of the surface where $v = h$. This is the step in which the hypotheses on the monotonicity of $G$ and $\lambda$ are necessary, in order to pull both quantities through the integral sign, preserving the same arguments in each. The present hypotheses on $G$ and $\lambda$ are retained for simplicity, but we remark that they could be generalized to allow $G$ and $\lambda$ to be functions of $(p_1, p_2, \cdots, p_n)$ instead of $|p|$, such that if $G$ is monotone one way in a given $p_i$, $\lambda$ is monotone the opposite way in the same $p_i$.

To continue (following Weinberger [15]), if $V(h)$ is the volume of the region where $v \geq h$, we know that

$$
V'(h) = -\int_{v=h}^M |F v|^{-1} dS \leq -\frac{S^2(h)}{\int |F v| dS}
$$

by Schwarz's inequality; and by the isoperimetric inequality

$$
S(h) \geq CV(h)^{1-1/n}
$$

where $C$ is a constant depending only on $n$. Combining (15), (16), and (17), we obtain
for a new $C$. Integrating this inequality from $h$ to $k$, we finally have

$$V(h)^{1/n} - V(k)^{1/n} \geq C \int_h^k \frac{\lambda(\xi + M)}{G(\xi + M)} d\xi.$$

This holds in particular for $k = M$, where

$$V(h)^{1/n} \geq C \int_h^M \frac{\lambda(\xi + M)}{G(\xi + M)} d\xi$$

since $V(M) = 0$. Now the left side is bounded, since $V(h)$ is always no greater than the volume of $\Omega$, which we have assumed finite. By the hypothesis of Theorem 1 (cf. footnote 3), the right side becomes unbounded as $M \to \infty$. Hence we conclude that $M$ is bounded by a constant depending only on $n, \gamma, \alpha, C$ and the volume of $\Omega$, and $m$, which by Lemma 1 also only depends on $n, \gamma, \alpha, C$ and $\Omega$.

From the crucial inequality of the above lemma

$$V(h)^{1/n} \geq C \int_h^M \frac{\lambda(\xi + M)}{G(\xi + M)} d\xi,$$

we see that since the right side is monotone increasing in $M$, $M$ must be bounded if $\Omega$ has sufficiently small volume, depending on the magnitude of the constants involved. Hence we have

**Corollary 2.** Suppose that all the hypotheses of Theorem 1 are satisfied, except that now $G(\|p\|)/\lambda(\|p\|) \leq C\|p\|^\alpha$ with $\alpha \leq 2$. If there exists a constant $M$ such that $|\varphi| \leq M$ for any solution of (7), (8), and if the volume of $\Omega$ is sufficiently small as defined by the above inequality, then problem (7), (8) has a solution.

For, as we have seen, Lemma 2 then holds, and hence so does the rest of the proof of Theorem 1. This corollary, and indeed, the entire theory can be generalized in the uniformly elliptic case to include the boundary condition $\varphi = f$ on $\partial \Omega$, $f$ being twice continuously differentiable; in the nonuniformly elliptic case a similar generalization is possible under the additional assumption that $\Sigma |a_{kl}(p)|^2 \leq C(\|p\|^2 + 1)$ for some constant $C > 0$. In either case only a slight alteration of the proof of Lemma 1 is necessary.

Unfortunately the difficulties in extending the theory of the
uniformly elliptic case to continuous but nonsmooth boundary conditions are at present unsurmountable without further assumptions (see Akô [1, 2]), and without such an extension this "existence in the small" cannot be used to prove existence in the large by a method such as the Perron process.

One can construct a second proof of Lemma 2 using a technique of Stampacchia's, as outlined below for the case when $\lambda$ and $G$ are constants. The reader can easily see how the proof can be modified to include the use of variable $\lambda$ and $G$ considered above.

We begin with (14) and obtain the following:

$$
\lambda \int_{v \geq h} |Fv|^2 \, dx \leq \int_{v \geq h} a_{ik} v_i v_k \, dx
$$

$$
= \frac{1}{2} \int |Fv|^2 \, dx + \frac{1}{2\lambda} \int g \, |v|^2 \, dx,
$$

which leads to

$$
\int_{v \geq h} |Fv|^2 \, dx \leq \frac{G^2}{\lambda^2} \, V(h) .
$$

Now, by a variation of the Sobolev inequality (see [9]), we obtain for $k > h$ and $1/q = 1/2 - 1/n$

$$
(k - h)^2 V(k)^{2/q} \leq \left[ \int_{v \geq k} (v - h)^2 \, dx \right]^{2/q} \leq C \left( \int_{v \geq h} |vF|^2 \, dx \right),
$$

and hence by combining (18) and (19) we get an inequality of the form

$$
V(k) \leq \frac{C}{(k - h)^\alpha} \, V(h)\beta
$$

where $\alpha > 0$ and $\beta > 1$, for all $k > h > m$. By Stampacchia's lemma ([13], pp. 400-401), for any function $V$ satisfying this inequality, there exists a constant $d$ depending on $C$, $\alpha$, $\beta$, and hence on the constants of the problem, such that $V(m + d) = 0$. This implies that

$$
|v| \leq m + d ,
$$

and completes the proof. In the more general case where $\lambda$ and $G$ are not constants, we obtain an inequality of the form

$$
|v| \leq m + C|v|^\alpha ,
$$

where $\alpha < 1$, which still yields a bound of the desired type for $|v|$. 
Lemma 3. Let equation (7) satisfy the conditions of the preceding lemmas. Then there exist constants $D$ and $a$ depending only on $C, \alpha, \gamma, n$ and $\Omega$, independent of $\varphi$, such that

$$|\nabla \varphi(x) - \nabla \varphi(y)| \leq D|x - y|^a$$

for all solutions $\varphi$ of (7), (8), and all $x, y \in \Omega$.

Proof. Since by Lemma 2, $|\nabla \varphi| \leq K(C, \alpha, \gamma, n; \Omega)$, $\lambda_i(\varphi)$ is bounded from above and below (away from zero); this plus the boundedness of $|\varphi|$ and continuity ensure that the $a_{ij}$ and $g$ are also bounded by constants. In addition we assume that in a neighborhood of each boundary point $q \in \partial \Omega$ there is a twice continuously differentiable one-to-one transformation $x \to y$ that takes the surface element of $\partial \Omega$ at $q$ into a plane element $y_n = 0$. This is what we mean by the assumption that $\partial \Omega$ is "sufficiently smooth." These facts imply the required result, by a generalized version of de Giorgi’s theorem ([7], p. 56, Theorem 11) which states that under these conditions the Hölder continuity of $|\nabla \varphi|$ can be estimated in terms of $\max |\varphi|$, $\max |\nabla \varphi|$, $\max |a_{ij}|$, $\max |g|$, and $\min |\lambda_i|$. Each of these quantities, by the preceding work, depends on $\alpha, \gamma, C, n$, and $\Omega$, and not on any choice of $\varphi$. This completes the proof.

Having now proved these three lemmas, we can proceed to complete the proof of Theorem 1. This proof is by a relatively standard technique, so we shall be brief. We shall assume that $g$ and the $a_{kl}$ are Lipschitz continuous in all arguments, with the understanding that once existence is proved, we can obtain existence when $g$ and the $a_{kl}$ are Hölder continuous by applying the Schauder theory to a sequence of equations with Lipschitz continuous coefficients which coverage to the given equation, and passing to the limit.

Let $\mathcal{S}$ be the Banach space of functions $\varphi$ which are differentiable and whose gradients are Hölder continuous with exponent $a$, where $a$ is the number determined in Lemma 3. The norm on $\mathcal{S}$ is

$$||\varphi|| = \sup_{x} |\varphi(x)| + \sup_{x} |\nabla \varphi(x)| + \sup_{x, y} \frac{|\nabla \varphi(x) - \nabla \varphi(y)|}{|x - y|^a}.$$

Now we choose a function $\varphi \in \mathcal{S}$ and place it and its appropriate partial derivatives in the coefficients of (7); setting

$$A_{ik}(x) = \frac{a_{ik}(\varphi) + a_{ik}(\varphi_x)}{2}$$

and $G(x) = g(x, \varphi, \varphi_x)$ we obtain a uniformly elliptic linear equation
The solution \( \psi \) of this equation with zero boundary values exists by the Schauder theory of linear equations (see [5], pp. 331 ff), and Lemmas 1, 2, and 3 show that \( \psi \in \mathcal{S} \). Thus we have defined a mapping \( \varphi \rightarrow T\varphi = \psi \) of \( \mathcal{S} \) onto itself; the complete boundary value problem (7), (8) has a solution if there is a \( \varphi \) such that \( \varphi = T\varphi \).

Consider the family of equations

\[
(20) \quad \varphi - \sigma T\varphi = 0, \quad 0 \leq \sigma \leq 1.
\]

We now note that for each \( \sigma \in [0,1] \), a solution \( \varphi(x; \sigma) \) of (20) would coincide with a solution of (7), (8) where the right side is replaced by \( \sigma g \). Thus the inequalities of our lemmas hold uniformly for \( \sigma \in [0,1] \), and we can conclude that solutions of (20), when they exist, are uniformly bounded in \( \mathcal{S} \) independent of \( \sigma \), i.e., \( ||\varphi(x; \sigma)|| \leq C \) where \( C \) does not depend on \( \sigma \). The Leray-Schauder fixed-point theorem in the form due to Schaefer [12] asserts that if the latter is true and if \( T \) is a completely continuous transformation of a linear, complete, locally convex Hausdorff space into itself, then (20) has a solution for each \( \sigma \in [0,1] \). Since the complete continuity of \( T \) follows from the classical Schauder theory ([5], pp. 331 ff) and \( \mathcal{S} \) is a Banach space, the proof of Theorem 1 is complete.

The proofs of Theorems 2 and 3 are almost identical with that of Theorem 1, \( g \) being replaced and augmented, respectively, by the derivatives of the \( a_k \) with respect to the \( x \) variables. It is now also clear how the corollaries follow from the theorems and the lemmas of this section.

4. On the necessity of certain of the hypotheses. We proved Theorem 1 under two hypotheses, namely, uniform ellipticity and nonuniform ellipticity. In the latter case part of the hypothesis was that \( \Omega \) be strictly convex. That some convexity condition is necessary to prove an existence theorem in the nonuniformly elliptic case is illustrated by the following example in two variables:

\[
\frac{\partial}{\partial x} \left( \frac{\psi_x + f_x}{\sqrt{(1 + |\psi + f|^2)}} \right) + \frac{\partial}{\partial y} \left( \frac{\psi_y + f_y}{\sqrt{(1 + |\psi + f|^2)}} \right) = 0 \quad \text{in} \ \Omega, \quad \psi = 0 \quad \text{on} \ \partial\Omega,
\]

where \( \psi \) is the unknown function and \( f \) is a smooth function given in \( \Omega \). A routine calculation serves to verify that this equation is nonuniformly elliptic. But if we set \( \varphi = \psi - f \), this is equivalent to
the well-known minimal surface equation, which in general has no solution unless \( \Omega \) is convex.

In Lemma 1 we used the strict convexity of \( \Omega \) (or the boundedness of \( \lambda_2/\lambda_1 \)) to prove the boundedness of \( |\nabla \phi| \) on \( \partial \Omega \). In the nonuniformly elliptic case we required the assistance of a function which measured the distance from a point \( x \) of \( \Omega \) to the plane intersecting \( \partial \Omega \) at some point \( q \). Of course if \( \Omega \) were convex but not strictly convex, that is, if \( \partial \Omega \) has a "flat" portion, the same argument would suffice. The only essential thing is that the plane in question should intersect \( \overline{\Omega} \) only in points of \( \partial \Omega \). This is still possible if \( \Omega \) is convex, and hence the adverb "strictly" can be stricken from the wording of Hypothesis II. One should bear in mind, however, that we are considering solutions which vanish on \( \partial \Omega \). If nonzero boundary values are allowed, then strict convexity is required.

Next we shall consider the necessity that we have \( \alpha < 1 \) in the inequality

\[
\frac{G(|p|)}{\lambda(|p|)} \leq C|p|^\alpha
\]

of Theorem 1. As we saw in §3, Theorem 1 holds for \( \alpha \leq 2 \) provided we know \( a \) priori that \( |\nabla \phi| \) assumes its maximum on \( \partial \Omega \). We have analogous results for Theorems 2 and 3. And Corollary 2 shows that "existence in the small," i.e., existence in small enough domains, is guaranteed if the boundary values are smooth and if \( \alpha \leq 2 \). Another result is the following:

**Theorem 4.** Let us consider the problem

\[
(21) \quad \frac{\partial}{\partial x_k} \left[ a_k(x, \phi_x) \right] = 0 \text{ in } \Omega, \quad \phi = 0 \text{ on } \partial \Omega,
\]

where the hypotheses of Theorem 2 are satisfied, except that how \( A(|p|)/\lambda(|p|) \leq C|p|^\alpha \) with \( \alpha \leq 2 \). If in addition it is known that there is a constant \( K \) such that \( |\phi| \leq K \) for all solutions \( \phi \) of problem (21), and that the \( a_{ki} \) are differentiable such that for sufficiently large \(|p|\) there are constants \( C_i \) with

\[
\sum_{i,j,k} \left| \frac{\partial a_{ij}}{\partial p_k} \right| \leq C_1 \frac{\lambda_1}{|p|}, \quad \sum_{i,j,k} \left| \frac{\partial a_{ij}}{\partial x_k} \right| \leq C_2 \lambda_1, \quad \sum_{i,j,k} \left| \frac{\partial a_k}{\partial x_i \partial x_j} \right| \leq C_3 \lambda_1 |p|^\varepsilon,
\]

then a solution to problem (21) exists.
For, if the above hypotheses are true, one can prove that $|F\varphi|$ is bounded throughout $\Omega$ using the techniques of Ladyzhenskaya-Ural’tseva ([7], pp. 41 ff; esp. p. 45). Our hypotheses are slightly more general than theirs, but it is clear how their proofs can be modified. From the boundedness of $|F\varphi|$ in $\Omega$, Lemma 3 and existence follow immediately.

The following result, due to Akδ [1], is also significant:

**Theorem 4.** Consider the elliptic equation

$$a_{kl}(x)\varphi_{kl} = g(x, \varphi, \varphi_x), \text{ with } \varphi = f \text{ on } \partial\Omega \ (f \text{ continuous}).$$

If $|g(x, \varphi, p)| \leq C_1(M)p + C_2(M)$ when $|\varphi| \leq M$, and $g$ is nondecreasing in $\varphi$ for all $x$ and $p$, then this problem has a solution, which is unique if $g$ satisfies an Osgood condition in the $p$ variables.

Akδ has also recently shown [2] that Theorem 3 holds in the uniformly elliptic case for $\alpha = 1$ provided that $\gamma$ (the bound on the ratio of $\lambda_2$ to $\lambda_1$) is sufficiently near 1. Other than these results the case $\alpha = 1$ is still open. Certainly if in general Theorem 3 is not true for $\alpha = 1$, counterexamples will be hard to come by, thanks to the results of Akδ.

However, we can definitely state that for $\alpha > 1$, Theorem 1 is not in general true. The following example in two dimensions will serve to illustrate this:

\begin{equation}
\varphi_{xx} + \varphi_{yy} = \begin{cases} 1 & \text{for } \varphi_x^2 + \varphi_y^2 \leq 1 \\ \left(\varphi_x^2 + \varphi_y^2\right)^{\alpha/2} & \text{for } \varphi_x^2 + \varphi_y^2 > 1 \end{cases} \text{ in } \Omega (1 < \alpha < 2), \quad \varphi = 0 \text{ on } \partial\Omega.
\end{equation}

It is clear that this equation satisfies all the conditions of Theorem 1; in particular, the right side is Hölder continuous. We shall take $\Omega$ to be a circle in the $(x, y)$ plane with center at the origin and radius $R > R_0 = \left(\frac{\alpha}{\alpha - 1} \ 2^{1-\alpha}\right)^{1/(2-\alpha)}$.

In such a region with radial symmetry and boundary values which depend only on $r$, a solution of (22) must be a function of $r$ alone, since the equation itself is invariant under rotation of coordinates. In fact, if we convert (22) to polar coordinates, we obtain the two equations

$$(r \varphi_r')' = r \quad \text{for } |\varphi_r| \leq 1$$
where the prime denotes differentiation with respect to \( r \). Because of
the symmetry of the problem, one of these equations must hold in a
circle around the origin, and then, at worst, the equations hold
alternately in concentric annular regions. Integrating these equations
once, we obtain \( \psi' \) and \( \psi'' \) as functions of \( r \):

\[
\psi' = \frac{r}{2} + \frac{C_1}{2}; \quad \psi'' = \frac{1}{r} \left[ \frac{1-\alpha}{2-\alpha} \left( r^{a-\alpha} + C_2 \right) \right]^{1/(1-\alpha)}
\]

where \( C_1 \) and \( C_2 \) are arbitrary constants to be chosen so that \( \psi' \) and
\( \psi'' \) are defined in their respective regions and match on the boundary
or boundaries between.

By examining these functions, we see that \( \psi'' \) is never defined at
the origin. \( \psi' \) is, provided that \( C_1 = 0 \). Hence \( \psi' \) is the solution for
\( 0 \leq r \leq 2 \). For \( r > 2 \), \( \psi' > 1 \) and hence \( \psi'' \) must be the solution. Since we
must have \( \psi'(2) = \psi''(2) \), we compute \( C_2 = 2^{1-a}(\alpha/(1-\alpha)) \). By examining
\( \psi'' \), we see that \( \psi'' \) is monotone increasing in \( r \) for \( r > (\alpha 2^{1-a})^{1/(2-\alpha)} \),
hence for \( r > 2 \), and approaches infinity as \( r \to R_0 = (-C_2)^{1/(2-\alpha)} \). For
\( r \geq R_0 \), \( \psi'' \) is not defined.

We must therefore conclude that no solution exists in a circle of
radius \( R \geq R_0 \). Note, however, that a solution does exist in a circle
of radius \( R < R_0 \), which agrees with our comments that a solution is
always possible for \( \alpha \leq 2 \) provided that the domain \( \Omega \) is small enough.

The above example also serves to illustrate that Theorem 3 does
not in general hold for \( \alpha > 1 \). For Theorem 2, the same example
suffices, but in somewhat modified form:

\[
\frac{\partial}{\partial x} \left[ \varphi_x + \varphi_y - \frac{e^{\varphi_x} + e^{\varphi_y}}{2} \right] + \frac{\partial}{\partial y} \left[ \varphi_x + \varphi_y - \frac{e^{\varphi_x} + e^{\varphi_y}}{2} \right] = 0
\]

for \( e^{-2\varphi_x^2} + e^{-2\varphi_y^2} \leq 1 \);

\[
\frac{\partial}{\partial x} \left[ \frac{\varphi_x + \varphi_y}{1-\alpha} - \frac{\left( e^{\varphi_x} + e^{\varphi_y} \right)^{1-a/2}}{2-\alpha} \right] + \frac{\partial}{\partial y} \left[ \frac{\varphi_x + \varphi_y}{1-\alpha} - \frac{\left( e^{\varphi_x} + e^{\varphi_y} \right)^{1-a/2}}{2-\alpha} \right] = 0
\]

for \( e^{-2\varphi_x^2} + e^{-2\varphi_y^2} > 1 \),

with \( 1 < \alpha < 2 \) and where \( \Omega \) is the domain \( e^{\varphi_x} + e^{\varphi_y} = R^2 \geq R_0 \), \( R_0 \)
being the same constant as before. By making the substitution \( x' = e^x, y' = e^y \) in the above and noting that the new equation has radial
symmetry in the \((x', y')\) plane, and hence that the solution is a function
of \( r = [(x')^2 + (y')^2]^{1/2} \) alone provided the boundary values are zero or constant, one can see that the above reduces to the same equation as was considered in connection with Theorems 1 and 3. Hence the same conclusion holds; namely, that no solution exists if \( R \geq R_0 \).

5. Conditions on the inhomogeneous term. Now, finally we shall explore some conditions on the inhomogeneous term \( g(x, \varphi, \varphi_x) \) sufficient to establish the existence of an \emph{a priori} bound on \(|\varphi|\), which will show that there is a function \( G(|\varphi|) \geq |g(x, \varphi, p)| \) satisfying the hypotheses of Theorem 1.

1.° If there is a constant \( M \) such that \( \varphi g(x, \varphi, p) > 0 \) for all \(|\varphi| > M\), uniformly in \( x \) and \( p \), then \(|\varphi| \leq M\). For if \( \varphi \) assumes a positive maximum exceeding \( M \) at a point \( x_0 \), then at \( x_0 \) we have

\[
0 \geq a_{ij} \varphi_{ij} = \varphi g(x, \varphi, \varphi_x) > 0,
\]

an obvious absurdity. The case of a negative minimum is treated similarly. Note that in the nonuniformly elliptic case, when \( g \) does not depend on \( \varphi_x \), this condition is a special case of Stampacchia's ([14]; see also 6° below). Example: \( g(\varphi) = \varphi - 2 \sin \varphi + \varepsilon \). (The small constant \( \varepsilon \) is added to eliminate the possibility of the trivial case \( \varphi \equiv 0 \)).

2.° Suppose there exists a constant \( M \) independent of \( x \) and \( p \) such that for each fixed \( x \) and \( p \), \( g(x, \pm M, p) = 0 \). Then it is clear that we can alter the definition of \( g \) for \(|\varphi| > M\) so that \( \varphi g > 0 \) for \(|\varphi| > M\). One can then prove the existence of a solution to (3), (4) bounded in absolute value by \( M \), using condition 1°. But this is also a solution of the current problem since for \(|\varphi| \leq M\), the original \( g \) and the redefined \( g \) coincide.

Example: \( g = \varphi \sin \varphi + \varepsilon \).

3.° Let a constant \( \beta > 0 \) exist such that \( \int_0^1 g_\varphi(x, t \varphi, t \varphi_x) dt \geq \beta \) uniformly in \( x \), \( \varphi \) and \( p \). Then by examining the linear equation for \( \varphi \)

\[
a_{kl} \varphi_{kl} = \varphi_k \int_0^1 g_{\varphi_k}(x, t \varphi, t \varphi_x) dt + \varphi \int_0^1 g_\varphi(x, t \varphi, t \varphi_x) dt + g(x, 0, 0)
\]

obtained by replacing

\[
g(x, \varphi, p) \quad \text{by} \quad \int_0^1 \frac{dg(x, t \varphi, t p)}{dt} dt + g(x, 0, 0),
\]
at points where $\varphi$ attains a positive maximum and negative minimum, we easily see that
\[ |\varphi| \leq \frac{\max \, |g(x, 0, 0)|}{\beta}. \]
Example: $g(\varphi) = \begin{cases} -\frac{1}{\varphi + 1} & \text{for } \varphi \geq 0 \\ \varphi - 1 & \text{for } \varphi < 0. \end{cases}$

4.° Suppose there exist constants $\lambda > 0$, $k > 0$, and functions $h(x, \varphi, p)$ and $C(x, p)$, and an integer $i$ between 1 and $n$, such that $a_{ii}(p) > \lambda$, $g(x, \varphi, p) = C(x, p)\varphi + h(x, \varphi, p)$, where $h$ is bounded and $C(x, p) \geq -k$; and suppose $\Omega$ is small enough so that its diameter $d$ satisfies $|\exp(d/\sqrt{\lambda}) - 1| < 1/k$. Then
\[ |\varphi| \leq \frac{(\exp[d/\sqrt{\lambda}] - 1) \max \, |h(x, \varphi, p)|}{1 - k(\exp[d/\sqrt{\lambda}] - 1)}. \]

In fact, this even gives a bound on $|\varphi|$ if there exist two constants $C$ and $\alpha < 1$ such that $|h(x, \varphi, p)| < C|\varphi|^\alpha$. This bound is a generalization of a result known for linear equations (see [4]). Example of an equation in three variables where this holds:
\[ \varphi_{xx} + \frac{\partial}{\partial y} [a_2(\nabla \varphi)] + \frac{\partial}{\partial z} [a_3(\nabla \varphi)] = f(x) - \frac{1}{26} \varphi \]
where $\Omega$ is the cube $0 < |x|, |y|, |z| < \pi$ and where $a_1 = \varphi_x$, $a_2$, and $a_3$ satisfy Hypothesis I or II.

This list gives an idea of the conditions on $g(x, \varphi, p)$ under which $|\varphi|$ is uniformly bounded. That some such conditions are necessary is illustrated by the equation in three variables
\[ \Delta \varphi = f(x) - 3\varphi \]
where $\Omega$ is the cube of $4^\circ$ above. It is well known that for arbitrary $f(x)$, this equation does not in general have a solution. Note that the given $g(x, \varphi) = f(x) - 3\varphi$ satisfies none of conditions $1^\circ - 4^\circ$.

If $g$ is a function of $x$ and $\varphi$ alone, as in the corollary following Theorem 1, it is possible to restate conditions $1^\circ - 4^\circ$, removing any of the statements regarding dependence on $\varphi_x$. Since this is a simple exercise, it will not be carried through here. It should be instructive, however, to state two new conditions which will suffice to give an a priori bound on $\varphi$ when $g$ does not depend on $\varphi_x$.

5.° This is a variation of condition $4^\circ$, and illustrates how such statements can often be improved by removing dependence on $\varphi_x$. 
\[ g(x, \varphi) = \varphi \int_0^1 g_\varphi(x, t\varphi) dt + g(x, 0). \]

Hence if \( \int_0^1 g_\varphi(x, t\varphi) dt \geq -k \) for all \( x \) and \( \varphi \), \( k \) being a positive constant, and if the other conditions are as in 4°, we can obtain a bound on \( |\varphi| \) of the same form.

6° If there exists a function \( f(p) \) such that for each \( k \),

\[ a_k(p) = \frac{\partial f}{\partial p_k}, \]

and Hypothesis II (non-uniform ellipticity) is satisfied with \( \lambda_i(p) = \nu(1 + |p|^\tau)^i (\nu > 0, -\frac{1}{2} \leq \tau < 1) \) and \( g(x, \varphi) \) is such that there exist constants \( K > 0, R, \) and \( M \) with

\[ g(x, \varphi) \geq -\alpha q |\varphi|^{\alpha-1} - R \text{ if } \varphi \geq K > 0, \]
\[ g(x, \varphi) \leq M |\varphi|^{\beta} \text{ if } \varphi \leq -K < 0, \]

where \( \alpha = 2(\tau + 1) > 1, \beta < (\alpha n/\alpha - n) - 1, \) and

\[ q < [\nu/\alpha] \inf_{\{\varphi: \varphi = 0 \text{ on } \partial \Omega\}} \int_\Omega |\varphi|^\alpha dx \int_\Omega |\varphi|^{\alpha} dx, \]

then an \textit{a priori} bound for \( \varphi \) exists. This result is due to Stampacchia [14]. As long as we are considering the nonuniformly elliptic case, this condition includes 1° as a special case when \( g \) does not depend on \( \varphi_x \). An example in three dimensions of an equation satisfying this condition but not 1° is

\[ \Delta \varphi = f(x) - \frac{9\pi}{10} \varphi \]

where \( \Omega \) is the cube of 4°.
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