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OPERATORS OF RIESZ TYPE

S. R. CARADUS

The concept of an operator of Riesz type was introduced
by A. F. Ruston by using as an axiomatic system those pro-
perties of compact operator used by F, Riesz in his original
discussion of integral equations, In this paper we first show
that this system of axioms can be somewhat simplified, and
that in fact the class <2 of operators of Riesz type coincides
with the class of bounded linear operators whose Fredholm
region consists of all nonzero complex numbers. It is further
shown that the class of strictly singular operators introduced
by T. Kato and the class of inessential operators introduced
by D. C. Kleinecke both lie within 2. Next, perturbation
theory is considered and it is shown that with suitable com-
mutativity conditions, <% has the defining properties of a
closed ideal. Finally, if f is analytic on an open set con-
taining o(T) and f(0) =0, then f(T)e G2 if Te <. More-
over, if Tc SZ, then the algebra generated by 7T also lies
within #2.

Let X denote an arbitrary complex Banach space and B(X) the
space of bounded linear operators on X. For T e B(X), define the
null manifold N(T) and the range R(T), also the ascent «(7) and
the descent o(T) as in [13]. We shall write n(T) to denote the
nullity of 7, i.e., dim N(T), and d(T') for the defect of 7, i.e., the
codimension of R(T). Finally we define d(T), the closed defect of T,
as the codimension of the uniform closure of R(T). We shall not
distinguish between infinite cardinals.

The five quantities a(T), 6(T), w(T), d(T) and d(T) are useful in
discussions of linear operators. It has been known for many years
that if «(T) and 6(T) are finite, then they are equal. More recently,
T. Kato showed [7] that if d(T) is finite, then d(T) = d(T). This is
clearly equivalent to concluding that R(T) is closed. A more sys-
tematic attempt to relate the first four of our quantities is found in
the dissertation [5] of H. Heuser. Two important relations discovered
were as follows:

(1) Suppose at least one of the quantities #(7T) and d(T) is
finite. Then

(a) if a(T) < oo, then d(T) = n(T);
(b) if 6(T) < oo, then d(T) = w(T).
(2) Suppose n(T) = d(T) < o and one of the quantities a(T),
o(T) is finite. Then the other of these two quantities is finite.
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62 S. R. CARADUS

If we define o(T), P,(T), C(T) and R.(T) as in [13], and we write
a(n), o(N), ete. for a(n — T'),d(n — T) ete., then the following table
gives a useful characterisation.

Y a(x) 8wy AN AN
o(T) 0 0 0 0 0
PAT) | =0 #0
C(T) 0 o 0 o 0
RA(T) 0 0 =0 =0

To verify this table, we begin with the elementary observation that
a(y) = 0 if and only if n(\) = 0 and 6(\) = 0 if and only if d(A) = 0.
If xepo(T),x — T has an inverse in B(X) and it follows that all
entries must be zero. For Ae P(T), N(» — T) # {0}. Hence n(\)
and consequently «(\) are nonzero. If aeC.T), N» — T) = {0},
Bx—T)=* X but R\—T)=X. We then deduce the entries in
the table using the result of Kato cited above. Finally, if nve R(T),
NAM—T)={0}, Rn — T)# X. Using Heuser’s result (2), we con-
clude this proof.

Riesz Operators. A. F. Ruston [12] defines T to be an operator
of Riesz type in B(X) if the following requirements are fulfilled:

R1: «a(\) and 6(\) are finite for all » = 0,

R2: n[(x — T)*™] is finite for all N # 0,

R3: R[(» — T)"] is closed for all » == 0 and all positive integers =,

R4: P, T) has no nonzero points of accumulation.
We shall denote the class of Riesz operators by 2. It is well known
that <Z contains &, the class of compact operators in B(X).

We begin by showing that R3 and R4 are redundant and that
R2 can be replaced by a somewhat simpler requirement.

Lemma 1. (i) R1 and R2 imply RS,
(ii) Rl and R3 imply R4,

Proof. (i) Assume R1 and R2 and let A= 0. Then by RI1,
a(\) and 6(\) are finite and hence equal. Call their common value p.
Let » be any positive integer and write S = (A — T')*. Then by R2,
n(S) is finite since N(S) & N[(A — T)?]. Moreover, a(S) = i(S) < ».
Hence by (1), d(S) is finite and thus R(S) is closed.

(ii) Assume R1 and R3. Let )\, be a nonzero point of accumu-
lation of P.(T). Then there exist eigenvalues A, N\, --- of T such



OPERATORS OF RIESZ TYPE 63

that », — X, and A, # A\, and eigenvectors x,, a,, +-+ in X such that
Tz, = N, and ||z, || =1. Now (v, — T)z, = (% — N\,)@, so that

HOv% — T, [[ — 0.

We now use a lemma due to Heuser, [5] p. 49; if a(:\) = d(N) = p < oo,
then for all A # A, and all integers n = 0, N[(x» — T)*] & B[(N, — T)7].
This enables us to deduce the fact that each =, belongs to B[(», — T)"].
If we denote the latter subspace by R, then by R3, R is closed and
can hence be considered as a Banach space. It is well known that
Ny — T maps R onto itself in a one-to-one manner. Let 7T; be the
operator defined in B(R) by T = Tx for xcE. Then xep(T).
Since (A, — T\)x, — 0, it follows that x,— 0. But ||z,||=1. Thus
we have the required contradiction.

LEMMA 2. If we define R2:m(\) ts finitte for all . # 0, then
P 1s characterised by R1 and R2'.

Proof. We need only prove the inequalities n(A) = n[(A» — T)*™V]
and n[(x — T)?] < pn(n) for all nonnegative integers p. The first of
these is obvious and the second will be proved by induction. It is
clearly valid for p = 0,1. Assume its validity for p = k. Let

N[(x = T)Y*]=N[»—-T)1Y .

If we can show dim Y = n(\), our proof is complete.
Suppose %, %, +++, &, are linearly independent in Y. Since these
elements belong to N[(A — TH]**Y], we know that {(» — T)*zx;}, ¢ =

1,2, ---,s, belongs to N(» — T'). Suppose >3 ¢, (A — T)*x; = 0. Then
(O — T) Siex; = 0 so that

e e YN NIw— T)
so that all ¢; = 0. Hence dim Y < n(\).

COROLLARY. &2 comsists of those T in B(X) which have the
property that, for each N = 0, a(n), 6(\), n(\), d(N), d(?\:)_ are all finite,
Moreover in such case a(\) = 0(\) and n(\) = d(\) = d(\).

This is a consequence of the above lemmas and (1) and (2).

REMARK. In [5], an operator which has the property that, for
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each M == 0, a(\), o(v), »(\) and d(\) are finite is called “vollfinit”, Thus
we have identified the class of such operators with 2.

Fredholm Operators, 7T is an operator of Fredholm type in B(X)
if %(T) and d(T) are finite. For any T in B(X), the Fredholm region
@, ={:Nn—T is of Fredholm type}. It is well known that @, is
always an open set.

THEOREM, In a space X of infinite dimension, & = {T e B(X):
@, consists of all nonzero complex numbers}.

Proof. Let TeB(X) and @, = {M: N 0}, From [3], Corollary
to Theorem 3.3, we have the following fact: If G is a component of
@, such that GNo(T) # &, then each point of G N o(T) is isolated
in G. In our case, taking G = @,, we can conclude that the nonzero
points of ¢(T) are isolated. Let N,eo(T) and A+ 0. If N\, is not
an eigenvalue, either € C.(T) or e R (T). But we have seen that
M€ C(T) implies that d(\) = oo, contrary to assumption. Suppose
then that N e R.(T). Then by the table, we know n(A,) =0 and
d(n) > 0. We will show that a neighborhood of X, lies in R.(T),
thus contradicting the fact that A, is isolated in o(T'). In [7], Y(T)
is defined for any operator T as the greatest number % for which
| T2 || = k d(x, N(T)) for all . Since n(:\,) = 0,

YO — T) = inf [ Qe = D]l
TH0 ”xH

From [7, p. 272] we know that v(T') > 0 if and only if R(T) is closed.
Since d(n,) < o, we know R(\, — T') is closed so that v(», — T) > 0.
Define N = {A:|x — X <v(M — T)}. Then by Theorem 1 in [7], if
Ae N and N # 0,

w\) = (), AN) = d(M)
and
d(N) — n(N) = d(n) — 1Ny

Hence, for 0 re N, n(A) =0 and d(\) = d(n,). Moreover d(\) =
d(n) since d(A) < oo, so that

PMreN, M= 0= RAT).

Then \,€ P,(T).

Now suppose E, is the spectral projection associated with the
spectral set {\,} according to the usual operational calculus described,
for instance, in [13]. Then if T, is the operator defined in B(R(E,))
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by T = Tx for xze R(E,), it is well known that o(T,) = {\}. More-
over, it is obvious that n(x,—T}) < . We will show that d(\,—T) < oo,
From the decomposition X = R(E,) @ N(F,), we Obtain

B — T) = [(A — T)R(E)] B [(M — T)N(E)]
- RO\'O - Tl) ) N(Eo)

since A, — T maps N(E,) onto itself, Suppose

R(E)=RXN—-T)DPY.
Then
X=NE)BRN—-T)BY
=R —T)BY.

Since d(Ay — T) < o,dimY < « and hence d(», — T,) < . Thus
@, consists of the entire complex plane. According to [3], Theorem
3.2, this means that R(E,) is finite dimensional. It is well known
that this ensures that ), is a pole of the resolvent R,(7). But this
in turn implies that a(»,) and o(n,) are finite. Hence R1 and R2’
satisfied so that Te 2.

On the other hand, if Te¢ &#, then we have by the Corollary to
Lemma 2, that @, contains all nonzero ». Since X is infinite dimen-
sional, » = 0 must be excluded from @, by [3], Theorem 3.2.

REMARK. In a space of infinite dimension, the Fredholm operators
form a class disjoint from <2. For, if a Fredholm operator belonged
to &#, its Fredholm region would be the entire plane,

Meromorphic Operators. In [2,14,15] a class _#Z of operators of
so-called meromorphic type are defined by the requirement: 0 ==\, € o(T")
implies A, is a pole of Ry(T). It is well known that an isolated point
in o(T) is a pole of R\(T) if and only if (i) a(n,) and o(7\,) are finite,
and (ii) R[(A, — T)?] is closed where p is the common value of a(),)
and 6(\,). From this, it is clear that <# = .#. Moreover . is char-
acterised by R1 and R3'.

R3": R[(» — T)*™] is closed for all » = 0.

Strictly Singular Operators. The concept of a strictly singular
operator was introduced by Kato [7] as follows: a linear transforma-
tion T: X — X' is called strictly singular if, given any subspace M
of X such that T: M — TM is a linear homeomorphism, then it fol-
lows that M is finite dimensional. It is not difficult to see that every
compact operator is strictly singular. Examples of strictly singular
operators which are not compact were given by Goldberg and Thorp

[4].
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THEOREM. FEwvery strictly singular operator in B(X) is also a
Riesz operator.

Proof. Let T be strictly singular in B(X). If X is finite dimen-
sional, the theorem is obviously true. If X is of infinite dimension,
we shall show that &, = {M: A 0}. In [7, p. 285], the idea of one
linear operator being strictly singular relative to another is introduced.
In our case, it is trivial to verify that T is strictly singular relative
to I. We now apply Theorem 8 of [7] to obtain: n(l — AT) and
d(I — \T) are constant for all \ except for a set S which is at most
a countable set of isolated points. Moroever, if n and d are these
constant values, then n(I — AMT) =% + r(\) and d(I — AT) =d + r(\)
for each N in S, where r(\) is an integer valued function. In parti-
cular, since Te€ B(X),n(I —\T) and d(I — AT) have constant value
zero when | ) |-|]| T'|| < 1. Thus % = d = 0. This shows that n(I — A\ T)
and d(I — \T) are finite for all A, so that n(\) and d(\) are finite for
all nonzero N. Thus @, 2 {\: X # 0} and since X is infinite dimen-
sional, we must have equality. Thus Te Z#.

Inessential Operators. In [8], Kleinecke introduced the follow-
ing notions: let & represent the closed ideal generated by the set of
finite operators in B(X) and write ¢ for the canonical homomorphism
B(X)— B(X)/#. Then T is inessential if ¢(T) lies in the (Jacobson)
radical of B(X)/#. The notation used is that of [6] where the qua-
siradical ¢ and the radical p of an algebra are defined. In the case
of an algebra 2 with identity, it is well known that ¢ coincides with
the class {x € A: || 2" ||Y* — 0}, i.e., the class of elements whose spectrum
consists of the point A = 0. For a point )\, isolated in o(T'), Kleinecke
gives the following definition: A\, has finite multiplicity if there exists
a finite projection E such that TE = ET and if T, is the restriction
of T to R(I — E), then N, ¢ o(T,). Finally, T has Riesz spectrum if
every nonzero point of o(T) is an isolated eigenvalue of finite multi-
plicity.

LEMMA. The class #, of operators with Riesz spectrum coincides
with 2.

Proof. Clearly &2, 2 #; for if Te &2, the spectral projections
have the required properties so that Te .<,. Conversely, let Tec <Z,,
0 # A, be isolated in o(T) and E, be the corresponding projection.
It is sufficient to show n(\,) and d(\,) are finite, Writing

X =R(E)D R — E,),
if xe X, we can write v = @, + ., ¥, € R(E,), ®,€ R(I — E,). Then, if
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To = na, Tx, + T, = M, + N, S0 that T, = Ny, © = 1,2, But
T — A, is injective on R(I — E,). Hence z,=0. Thus N(T — ))&
R(E,). Thus n(\,) < . Similarly

N —T)X = N — T)R(Ey) D (N — T)R(I — E))
=N — T)R(E)D R(I — E) ,

Writing (A, — T)R(F,) © Z = R(E,), we have X = — T)X @ Z.
Since Z = R(E,), d(\,) < <.

THEOREM. FEwvery inessential operator lies in 2.
Proof. This merely restates Thm. 8 of [8].

COROLLARY. The class of imessential operators in a proper sub-

set of A,
For 2 is not an ideal, as the examples below make clear.

Perturbation Theory.

THEOREM. (i) If A,Be 2, and AB = BA, then A+ Be .

(i) If Ae .2 and Be B(X) and AB = BA, then ABe 2.

(i) If {A,} is a sequence in % and A,— A in B(X), where
A, A = AA, for all sufficiently large n, then Ae 2.

Proof. In [12], Ruston showed that if M(T) = inf || T'— C|| where
the infimum is taken over all compact C, then

@ = {TeB(X): [MT"]""— 0} .

If we take ¢ to denote the canonical homomorphism B(X)— B(X)/&
where % is the ideal of compact operators in B(X), then we can
rewrite the above characterisation as % = {Te B(X): 0[¢(T)] = {0}}.
The assertions (i) and (ii) then follow from the known facts:

olg(A + B)] S alg(A)] + o[4(B)]
ol¢(AB)] < olg(A)]-a[#(B)]

when AB = BA. For part (iii), we need the fact proven by New-
burgh [9]: in any Banach algebra 2, if {x,} is a sequence of elements
such that x, —« in % and 2z, = xx, for sufficiently large =, then
o(x,) — o(xr) with convergence in the Hausdorff metric in the plane.
In our case, ¢ is continuous and hence ¢(4,) — #(A) so that p[s(4)] =

{0}.

REMARK., If we omit the condition AB = BA from (i) and (ii),
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the conclusions are not valid. For suppose X = I’ and A has matrix
representation (a@;;) where
aijzl. when 7 = j
%
=1 when 4 =7+ 1 and j is even

= 0 elsewhere
and B has matrix representation (b;;) where

b; = ———1,— when %2 = j
%
=1 when ¢ =7+ 1 and j is odd
= 0 elsewhere .

Then both A and B belong to .Z2; this can be deduced from [2, pp.
108-111]. Moreover, clearly AB == BA; for in the matrix representa-
tion of AB, the (2,1) element equals 1/2, while the corresponding
element of BA equals 1, Now A + B is the operator whose matrix
elements are all zero except when % = 7 + 1 in which case the matrix
element has value 1. But this operator is considered in [13, p. 266]
in which it is shown that o(A + B) consists of the entire unit disc
PN =1

If we now replace B by the operator B, whose matrix representa-
tion is (b;) where

bl; =1 when 7 =7 and ¢ is even
t—1
4

when ¢ =45 — 1 and ¢ is even

= 0 elsewhere ,

we again easily verify that AB, + B,A since the (2,2) elements in the
matrix multiplications are respectively 1/2 and 1. Now I — B,A has
infinite nullity so that B,A cannot belong to 2.

THEOREM, Let Te .Z and f(\) be a function whose domain of
holomorphy contains a neighbourhood of o(T). Then if we define
f(T) according to the usual operational calculus

1 S FOOVR(T)dn,  (see [13, pp. 287-290])
2t J+B(D)

AT =
then f(T)e #, whenever f(0)= 0.

Proof. The present author has shown elsewhere [1] that if _#Z
is the class of meromorphic operators in B(X) and f(\) is defined as
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above, then f(T)e .# whenever Te_#. Since “# <& #, we can
conclude that f(T)e _#. Hence R1 holds for f(T). If we can prove
that f(T) satisfies R2', our proof is complete, Clearly we need show
only that if g, is a nonzero eigenvalue of f(T'), then n(y, — f(T)) < co.
This is equivalent to showing that R(E,) is finite dimensional, where
E, is the spectral projection associated with g, and f(T). For if
a(, — f(T)) = o(pe — f(T)) = p, then it is well known that R(E)) =
N[(¢#, — f(T))*?]. But we have previously proven that

(o — f(T)) = nl(1o — f(T))] = pu(pee — f(T)) -

Hence to complete the proof of this theorem, we need only show that
R(E,) is finite dimensional.

Suppose we write {\;} £ =1, 2, ... for the nonzero points of ¢(T)
and E, for the spectral projection corresponding to )\, and 7. Then
since n(\, — T') is finite for each k, E, has finite dimensional range.
But it is possible to deduce from the spectral mapping theorem and
the operational caleulus that E, = 3\,c . B, where & = {k: f(\e) = o},
See for example Theorem 5.71-C in [13]. Since o(T) has no nonzero
points of acecumulation, it is easy to see that & must be a finite set
and thus E, has finite dimensional range.

THEOREM. Let Te B(X) and f(\) be analytic on a region which
contains o(T). Suppose that whenever \, is a nonzero element of
o(T), f(x) # 0 and that f(T)e .c#. Then Te . FA#.

Proof. If N\, is a nonzero element of o(T), then f(\,) is isolated
in o(f(T)). Write ¢ = M heoa(T); FOV) = f(\)}. Then it is known
(see [13, p. 304]) that o is a spectral set for T and that E, = K,
where E, is the spectral projection associated with ¢ and T, and E,
that associated with f(»,) and f(T). We know that f(T)e.&Z so
that R(E,) is finite dimensional. We can thus consider R(E,) as a
(finite dimensional) Banach space. It is well known that if 7; is the
restriction of T to R(E,), then o(T,) = o¢. Since R(E,) is finite dimen-
sional, ¢ is a finite set., Since \,€ o, this means that A, is isolated in
o(T). Moreover, if E(\,; T) is the projection associated with A, and
T and E(o,; T) that associated with ¢ — {}\,} and T, then

E, = E(o; T) + EQ; T)

with E(o,; T) 1L E(\; T). Hence R[E(\,; T)] & R(E,) so that E(\; T)
has finite dimensional range. When T is restricted to R[E (N, T)], its
resolvent must therefore have a pole at A,, But it is known (see [13,
p. 313]) that this implies that X, is a pole of R,(T). Finally, since
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N, — T)<E R[E(\; T}, n(n, — T) is finite, We can therefore con-
clude that Te 2.

THEOREM. Let Te #Z and {p,(\)} be a sequence of polynomials
such that

(i) 2.(0) = 0 for each n

(i) 2.(T) converges uniformly to S in B(X). Then Se 2.

Proof. The present author has shown elsewhere [1] that the
above theorem holds with <# replaced by .#. In our case, this
enables us to make the same conclusion and it remains only to prove
that S satisfies R2. As previously, this is equivalent to showing
that if g, is a nonzero point of ¢(S) and E, is the spectral projection
associated with g, and S, then R(E,) is finite dimensional. In the
proof referred to above, an expression for FE, is obtained showing that
it is a finite sum of finite dimensional projections, This completes the
proof.

We conclude with a theorem similar to those proved by Nikolskii
[10].

THEOREM. Let TeB(X) and Re.<Z and TR = RT. Suppose
0co(T + R). Then there exists a finite operator F' such that
0epo(T + F).

Proof. We can write
T=[I—-R(T+ R™(T+ R)=(T+ R)I[I— (T + R)'R]

sinee (T + R)™* exists in B(X). Since R commutes with (T + R)™,
(T + R)'R lies in 2.

Thus n(I — (T + R)™R) = d(I — (T + R)™'R) < co.

It is simple to deduce that n(7T) = d(T) < . The remainder of
the proof follows as for Theorem 7 in [8].
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