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For a fixed $\nu > 0$ we set

$$2^n\left(\nu + \frac{1}{2}\right)_n W_\nu(n, x) = (-1)^n(1 - x^2)^{-\nu+1/2}\left(\frac{d}{dx}\right)^n[(1 - x^2)^{\nu-1/2}]$$

where $\left(\nu + \frac{1}{2}\right)_n = \Gamma\left(\nu + \frac{1}{2} + n\right)/\Gamma\left(\nu + \frac{1}{2}\right)$. The $W_\nu(n, x)$ are the ultraspherical polynomials of index $\nu$ normalized so that $W_\nu(n, 1) = 1$. If

$$\Omega_\nu(dx) = (1 - x^2)^{-\nu+1/2}dx, \quad \omega_\nu(n) = \frac{\Gamma(\nu)(n + \nu)\Gamma(n + 2\nu)}{\pi^{1/2}\Gamma\left(\nu + \frac{1}{2}\right)\Gamma(2\nu)n!}$$

then the $W_\nu(n, x)$ satisfy the orthogonality relations

$$\int_{-1}^{1} W_\nu(n, x)W_\nu(m, x)\Omega_\nu(dx) = (\omega_\nu(n))^{-1}\delta_n, m .$$

Because

$$W_\nu(n, x)W_\nu(m, x) = \sum_{k=0}^{\infty} c_\nu(m, n, k)W_\nu(k, x)\omega_\nu(k)$$

where the $c_\nu(m, n, k)$ are nonnegative, the $[W_\nu(n, x)]_{n=0}^{\infty}$ behave rather like characters on a compact group. Consequently certain portions of harmonic analysis, which do not extend to orthogonal polynomials in general, have interesting analogues for ultraspherical polynomials.

In the present paper this fact is exploited to study the moments of the eigenvalues of generalized Toeplitz matrices constructed using ultraspherical polynomials.

Statement of results. Since we will always work with a fixed $\nu$ we will drop the subscript and write

$$W_\nu(n, x) = W(n, x), \quad \Omega_\nu(dx) = \Omega(dx), \quad \omega_\nu(n) = \omega(n) .$$

For $f(x) \in L^1(\Omega)$ we set

(1) \hspace{1cm} f(x) \sim \sum_{j=0}^{\infty} b(j) W(j, x)

if

(2) \hspace{1cm} b(j) = \omega(j) \int_{-1}^{1} f(x) W(j, x)\Omega(dx) .
For \( f(x) \in L^1(\Omega) \) let

\[
(3) \quad a(n, m) = \left[ \omega(n)\omega(m) \right]^{1/2} \int_{-1}^{1} W(n, x) W(m, x) f(x) \Omega(dx).
\]

The Toeplitz matrix of index \( N \) associated with \( f \), \( A_N[f] \), is defined by

\[
A_N[f] = [a(n, m)] \quad n, m = 0, 1, \ldots, N.
\]

Let \( [\lambda(k, N)] \), \( k = 1, \ldots, N + 1 \), be the eigenvalues of the symmetric matrix \( A_N[f] \). We will show that if

\[
(4) \quad \sum_{j=0}^{\infty} |b(j)| < \infty
\]

then

\[
(4') \quad \sum_{k=1}^{N+1} \lambda(k, N)^s = \pi^{-1}(N + 1) \int_{-1}^{1} f(x)^s (1 - x^2)^s \Omega(dx) + o(N) \quad \text{as} \quad N \to \infty
\]

for \( s = 0, 1, \ldots \). We will show further that if in addition to (4) we have

\[
(5) \quad \sum_{j=0}^{\infty} |b(j)|^2 j < \infty,
\]

then

\[
(5') \quad \sum_{k=1}^{N+1} \lambda(k, N)^s
\]

\[
= \int_{-1}^{1} f(x)^s \left\{ \sum_{k=0}^{N} \omega(n) W(n, x)^2 \right\} \Omega(dx)
\]

\[
- \sum_{j_1, \ldots, j_s = 0}^{\infty} b(j_1) \cdots b(j_s) \sum_{A_1 + \cdots + A_s = 0} E(A_1, j_1) \cdots E(A_s, j_s)
\times \max (0, A_1, A_1 + A_2, \ldots, A_1 + \cdots + A_{s-1}) + o(1)
\]

as \( N \to \infty \).

Here

\[
W(j, \cos \theta) = \sum_{A = -\infty}^{\infty} E(A, j)e^{ia\theta}.
\]

This is an analogue of a theorem on Toeplitz forms associated with Fourier series due to Kac [9].

Consider more generally

\[
f(q, r; x) = \sum_{j=0}^{\infty} b(q, r; j) W(j, x)
\]

where \( b(q, r; j) \) is a continuous function of \( q \) and \( r \) for \( 0 \leq q, r \leq 1 \) for each \( j = 0, 1, \ldots \) and where
(6) \[ \sum_{j=0}^{\infty} b^t(j) < \infty \ , \quad b^t(j) = \max_{q,r} |b(q, r; j)| \ . \]

Let

\[ a(n, m; N) = [\omega(n)\omega(m)]^{1/2} \int_{-1}^{1} W(n, x) W(m, x) f\left(\frac{n}{N}, \frac{m}{N}; x\right) \Omega(dx) \]

and let

(7) \[ A_N[f] = (a(n, m; N)) \quad n, m = 0, 1, \ldots N \ . \]

Then \( A_N[f] \) is the "variable coefficient" Toeplitz matrix of index \( N \) associated with \( f(q, r; x) \). We will show that if (6) holds then

\[ (6') \sum_{k=1}^{N+1} \lambda(k, N)^t = \pi^{-1}(N + 1) \int_{[0,1]} f(r, r; x)^t (1 - x^2)^{-\nu} \Omega(dx)dr + o(N) \]

which is the analogue of a theorem of Kac, Murdock, and Szegö [10].

As is well known, results on moments of eigenvalues can be translated into global distribution theorems. If \( f(x) \in L^1(\Omega) \) is real then \( A_N[f] \) is a real symmetric matrix and then \( \lambda(k, N) \) are real. Let (4) hold; if we set

\[ \alpha_N(E) = (N + 1)^{-1} \sum_{\lambda(k, N) \in E} 1 \]

and if

\[ \alpha(E) = \pi^{-1} \int_{f(x) \in E} (1 - x^2)^{-\nu} \Omega(dx) \]

then it follows from (4') that

\[ \alpha_N \longrightarrow \alpha \text{ as } N \to \infty \ . \]

Here \( \longrightarrow \) indicates weak convergence on \(( -\infty, \infty) \). This is of course a very special case of a general result due to Szegö [4]. More significantly let \( b(q, r; j) = b(r, q; j) \) for \( 0 \leq r, q \leq 1, j = 0, 1, \ldots \) and let (6) hold. Then the variable coefficient matrix (7) is Hermitian symmetric and has real eigenvalues. If \( \alpha_N \) is the corresponding distribution function and if

\[ \beta(E) = \pi^{-1} \int_{f(r, r; \cos \theta) \in E} d\theta \]

it follows from (6') that

\[ \alpha_N \longrightarrow \beta \text{ as } N \to \infty \ . \]

2. Properties of ultraspherical polynomials. The formulas below play a basic role in what follows. Let \( k, j, n \) be nonnegative
integers and let $2\sigma = k + j + n$. If $k + j + n$ is even and if 
$\max(k, j, n) \leq \sigma$ we set

$$c_v(k, j, n) = \frac{k! j! n!}{\Gamma(\nu)^2} \frac{(\nu)_{\sigma-k}(\nu)_{\sigma-j}(\nu)_{\sigma-n}}{(2\nu)_k(2\nu)_j(2\nu)_n} \frac{1}{(\nu)_{\sigma+\nu} \sigma + \nu}.$$ 

$c_v(k, j, n) = 0$ otherwise. Here

$$(a)_n = \Gamma(a + n)/\Gamma(a).$$

With this definition we have

$$\sum_{n=0}^{\infty} c_v(k, j, n) W_v(n, x) \omega_v(n) = W_v(k, x) W_v(j, x).$$

See Hsü [8]. We note that this series is only formally infinite since 
$c_v(k, j, n) = 0$ if $n > k + j$. Since $W_v(n, 1) = 1$ we have

$$\sum_{n=0}^{\infty} c_v(k, j, n) \omega_v(n) = 1.$$ 

Because $\nu > 0$ will be fixed we now drop the subscript and write 
$c_v(k, j, n) = c(k, j, n)$, etc. From (2) we see that

$$\int_{-1}^{1} W(n, x) W(m, x) W(k, x) \Omega(dx) = c(n, m, k).$$

Hence

$$\int_{-1}^{1} W(n, x) W(m, x) W(k, x) W(p, x) \Omega(dx)$$

$$= \int_{-1}^{1} \left[ \sum_{j=0}^{\infty} c(m, n, j) \omega(j) W(j, x) \right] W(k, x) W(p, x) \Omega(dx)$$

$$= \sum_{j=0}^{\infty} c(m, n, j) \omega(j) c(j, k, p).$$

There is no problem interchanging the integration and summation as 
the sums are actually finite. It follows that

$$W(n, x) W(m, x) W(k, x) = \sum_{p=0}^{\infty} \sum_{j=0}^{\infty} c(m, n, j) \omega(j) c(j, k, p) \omega(p) W(p, x).$$

Repeating the above argument, we find that

$$\int_{-1}^{1} W(j_1, x) W(j_2, x) \cdots W(j_s, x) \Omega(dx)$$

$$= \sum_{k_2, \ldots, k_s-2=0} c(j_1, j_2, k_2) \omega(k_2) c(k_2, j_3, k_3) \omega(k_3) \cdots \omega(k_{s-2}) c(k_{s-2}, j_{s-1}, j_s).$$

Since $\max_{-1 \leq x \leq 1} |W(k, x)| = W(k, 1)$, see Erdélyi [2], page 206, we have
(6) \[ |W(k, x)| \leq 1 \quad k = 0, 1, \ldots, -1 \leq x \leq 1. \]

Let \( E(h, j) \) be defined as in § 1. Then

(7) \[ \pi^{-1} \int_{-1}^{1} (1 - x^2)^{-1/2} W(2j, x) dx = E(0, 2j). \]

This is because

\[
\pi^{-1} \int_{-1}^{1} (1 - x^2)^{-1/2} W(2j, x) dx = \pi^{-1} \int_{0}^{\pi} W(2j, \cos \theta) d\theta \\
= \pi^{-1} \int_{0}^{\pi} \left\{ \sum_{h=-j}^{j} E(h, 2j) e^{ih\theta} \right\} d\theta \\
= (2\pi)^{-1} \int_{0}^{2\pi} \left\{ \sum_{h=-j}^{j} E(h, 2j) e^{ih\theta} \right\} d\theta \\
= E(0, 2j). \]

Here we have used the fact that \( E(h, 2j) \) is 0 if \( h \) is odd.

We will have occasion to use the following inequality,

(8) \[ |\omega(k)^{1/2} (\sin \theta)^{\nu} W(k, \cos \theta)| \leq c(\nu), \]

which is given in Szegö [12; § 7.32].

Using asymptotic estimates for Jacobi and ultraspherical polynomials, see Szegö [12; § 8.21], and adjusting for our normalization we obtain

(9) \[ W_{v}(k, \cos \theta) = 2 \frac{\Gamma(2\nu)\Gamma(k + \nu)}{\Gamma(\nu)\Gamma(k + 2\nu)} \left\{ \frac{\cos [(k + \nu)\theta - \nu\pi/2] + (k \sin \theta)^{-1}\theta(1)}{(2 \sin \theta)^{\nu}} \right\} \]

for \( \delta k^{-1} \leq \theta \leq \pi - \delta k^{-1} \) (here \( 0(1) \) is uniform in \( \theta \) and \( k \) if \( \delta > 0 \) is fixed) and

(10) \[ W_{v}(n, \cos \theta) = 2 \frac{\Gamma(2\nu)\Gamma(n + \nu)}{\Gamma(\nu)\Gamma(n + 2\nu)} \left\{ \frac{\cos [(n + \nu)\theta - \nu\pi/2]}{(2 \sin \theta)^{\nu}} - \frac{\nu(\nu - 1)}{(n + \nu - 1)} \frac{\sin [(n + \nu - 1)\theta - \nu\pi/2]}{(2 \sin \theta)^{\nu+1}} \right\} \\
+ 0(n^{-\nu-3/2}) \]

for \( \theta \) fixed, \( 0 < \theta < \pi \).

We will have occasion to use the following asymptotic formula

(11) \[ \frac{\Gamma(z + \alpha_{1})\Gamma(z + \alpha_{2}) \cdots \Gamma(z + \alpha_{r})}{\Gamma(z + \beta_{1})\Gamma(z + \beta_{2}) \cdots \Gamma(z + \beta_{r})} = 1 + (2z)^{-1} \left( \sum_{n=1}^{r} \alpha_{n}^{3} - \beta_{n}^{3} \right) + O(z^{-3} \left[ \sum_{n=1}^{r} |\alpha_{n}|^{3} + |\beta_{n}|^{3} \right]), \]

as \( |z| \to \infty \) where \( \alpha_{1} + \alpha_{2} + \cdots + \alpha_{r} = \beta_{1} + \beta_{2} + \cdots + \beta_{r}, |\arg z| < \pi \).

See Erdélyi [2], page 47.
We further note

(12) \[ \frac{d}{dx} W_\nu(n, x) = \frac{n(n + 2\nu)}{2\nu + 1} W_{\nu+1}(n - 1, x). \]

We conclude this section by deriving the following limit relation.

**Theorem 2a.** With the notations of § 1 if \( k, k' \) and \( j \) are fixed integers, \( j \geq 0 \), then

\[
\lim_{N \to \infty} \omega(N + k)e(N + k, j, N + k') = E(k - k', j).
\]

**Proof.** Let

\[ I_N = [\omega(N + k)\omega(N + k')]^{1/2} c(N + k, j, N + k'). \]

Then

\[
I_N = \int_0^\pi \{ (\omega(N + k))^{1/2} W(N + k, \cos \theta) \sin \theta \}
\times \{ (\omega(N + k'))^{1/2} W(N + k', \cos \theta) \sin \theta \} W(j, \cos \theta) d\theta.
\]

We know, see (8) and (9), that

\[
\lim_{N \to \infty} \{ (\omega(N))^{1/2} W(N, \cos \theta) \sin \theta - (2/\pi)^{1/2} \cos [(N + \nu)\theta - \pi \nu/2] \} = 0
\]

for \( 0 < \theta < \pi \)

and that there is a constant \( c(\nu) \) such that

\[
| (\omega(N))^{1/2} W(N, \cos \theta) \sin \theta | \leq c(\nu) \quad N = 0, 1, \ldots, 0 \leq \theta \leq \pi.
\]

Using the Lebesgue limit theorem we see that

\[
\lim_{N \to \infty} I_N = \lim_{N \to \infty} 2\pi^{-1}
\times \int_0^\pi \cos [(N + k + \nu)\theta - \pi \nu/2] \cos [(N + k' + \nu)\theta - \pi \nu/2] W(j, \cos \theta) d\theta
\]

if the limit on the right exists. We have

\[
\cos [(N + k + \nu)\theta - \pi \nu/2] \cos [(N + k' + \nu)\theta - \pi \nu/2]
= \frac{1}{2} \cos [(k - k')\theta] + \frac{1}{2} \cos [(2N + k + k' + 2\nu)\theta - \pi \nu].
\]

By the Riemann-Lebesgue theorem

\[
\lim_{N \to \infty} \pi^{-1} \int_0^\pi \cos [(2N + k + k' + 2\nu)\theta - \pi \nu] W(j, \cos \theta) d\theta = 0
\]

while
Finally, it is easily checked that
\[
\lim_{N \to \infty} \left[ \frac{\omega(N + k)}{\omega(N + k')} \right]^{1/2} = 1.
\]
Combining these facts we have our desired result.

3. Two basic limit relations

**THEOREM 3a.** With the notations of § 1 we have
\[
|(\sin \theta)^{2\nu} \sum_{k=0}^{n} \omega(k) W_{\nu}^{2}(k, \cos \theta) - \pi^{-1}(n + 1)| \leq A(\nu)(\sin \theta)^{-2}
\]
for \(0 \leq \theta \leq \pi, n = 0, 1, \ldots\).

**Proof.** Set
\[
S_n(x) = \sum_{k=0}^{n} \omega(k) W(k, x)^{2}.
\]
By the Christoffel-Darboux formula, see Erdélyi [3] page 159, we get
\[
S_n(x) = \frac{1}{\pi} \frac{1}{2^{\nu-\nu}} \left( \frac{\Gamma(\nu)}{\Gamma(2\nu)} \right)^{2} \frac{\Gamma(n + 2\nu + 1)}{\Gamma(n + 1)} \left[ W_{\nu}'(n + 1, x) W_{\nu}(n, x) - W_{\nu}'(n, x) W_{\nu}(n + 1, x) \right].
\]
Upon substituting (12) § 2, the above becomes
\[
(1) \quad S_n(x) = \frac{1}{\pi} \frac{2^{\nu-\nu}}{2\nu + 1} \left( \frac{\Gamma(\nu)}{\Gamma(2\nu)} \right)^{2} \frac{\Gamma(n + 2\nu + 1)}{\Gamma(n + 1)} \times \left[ (n + 1)(n + 2\nu + 1) W_{\nu+1}(n, x) W_{\nu}(n, x) - n(n + 2\nu) W_{\nu+1}(n - 1, x) W_{\nu}(n + 1, x) \right].
\]
Now using the estimate (9) § 2 with \(\delta = 1\) we obtain
\[
(\sin \theta)^{2\nu} S_n(\cos \theta) = \frac{1}{\pi} \left\{ (n + 1) + (\sin \theta)^{-2} O(1) \right\} \quad n^{-1} < \theta < \pi - n^{-1}.
\]
On the other hand it follows from (8) § 2 that
\[
(\sin \theta)^{2\nu} S_n(\cos \theta) = O(n) \quad 0 \leq \theta \leq \pi.
\]
Combining these results we obtain the desired inequality.

**COROLLARY 3b.** Under the same assumptions
\[ \lim_{N \to \infty} \int_{-1}^{1} \pi^{-1} (1 - x^2)^{-\nu} - (N + 1)^{-1} \sum_{k=0}^{\infty} \omega(k) W(k, x)^2 | \Omega(dx) = 0. \]

**Proof.** This follows from the above together with the relations

\[ \pi^{-1} \int_{-1}^{1} (1 - x^2)^{-\nu} \Omega(dx) = 1, \]

(2) \[ \int_{-1}^{1} (N + 1)^{-1} \sum_{k=0}^{N} \omega(k) W(k, x)^2 \Omega(dx) = 1. \]

This result implies that if \( f \in L^\infty[-1, 1] \) then

\[ \int_{-1}^{1} \left\{ \sum_{k=0}^{n} \omega_x(k) W_x(k, x)^2 \right\} f(x) \Omega_x(dx) = \frac{n + 1}{\pi} \int_{-1}^{1} (1 - x^2)^{-1/2} f(x) dx + o(n) \]

as \( n \to \infty \). The following gives a more precise evaluation, but for a slightly more restricted class of functions \( f \).

**THEOREM 3c.** Let \( f(x) \) be bounded for \(-1 \leq x \leq 1\) and let \([f(1) - f(x)](1 - x)^{-3/2}\) and \([f(x) - f(-1)](1 + x)^{-3/2}\) be integrable. Then

\[ \int_{-1}^{1} \left\{ \sum_{k=0}^{n} \omega_x(k) W_x(k, x)^2 \right\} f(x) \Omega_x(dx) = \frac{n + 1}{\pi} \int_{-1}^{1} (1 - x^2)^{-1/2} f(x) dx + \frac{2\nu - 1}{4} \int_{-1}^{1} f(x)(1 - x^2)^{-1/2} dx \]

as \( n \to \infty \).

**Proof.** Let

\[ f_i(x) = \frac{1}{2} [f(x) + f(-x)] - \frac{1}{2} [f(1) + f(-1)]. \]

A simple even-odd argument together with (2) shows that, using the notation of Theorem 3a,

\[ \int_{-1}^{1} S_n(x) f(x) \Omega(dx) = \int_{-1}^{1} S_n(x) f_i(x) \Omega(dx) + \frac{n + 1}{2} [f(1) + f(-1)]. \]

It is therefore sufficient to determine the asymptotic behavior of

\[ \int_{-1}^{1} S_n(x) f_i(x) \Omega(dx) = \int_{0}^{\pi} (\sin \theta)^{2\nu} S_n(\cos \theta) f_i(\cos \theta) d\theta. \]

We will show that as \( n \to \infty \)
Let us assume for the moment that (3) has been demonstrated. Then

\[
\int_{-1}^{1} S_n(x) f(x) \Omega(dx)
= \frac{1}{\pi} \left[ (n + 1) + \frac{2\nu - 1}{2} \int_{-1}^{1} f(x)(1 - x^2)^{-\nu/2}dx + \frac{n + 1}{2} \left[ f(1) + f(-1) \right] + o(1) \right],
\]

\[
= \frac{1}{\pi} \left[ (n + 1) + \frac{2\nu - 1}{2} \int_{-1}^{1} \{f(x) - \frac{1}{2} [f(1) + f(-1)]\}(1 - x^2)^{-\nu/2}dx + \frac{n + 1}{2} [f(1) + f(-1)] + o(1) \right],
\]

\[
= \frac{n + 1}{\pi} \int_{-1}^{1} f(x)(1 - x^2)^{-\nu/2}dx + \frac{2\nu - 1}{2\pi} \int_{-1}^{1} f(x)(1 - x^2)^{-\nu/2}dx - \frac{2\nu - 1}{4} [f(1) + f(-1)] + o(1),
\]

as desired. It thus remains only to demonstrate (3). Our assumptions imply that

\[
\int_{-1}^{1} |f_1(\cos \theta)| \sin^{-\nu} \theta d\theta < \infty.
\]

We assert that, if $0 < \theta < \pi$, 

\[
\lim_{n \to \infty} \left\{ (\sin \theta)^{2\nu} S_n(\cos \theta) - \frac{1}{\pi} \left[ (n + 1) + \frac{2\nu - 1}{2} + \frac{\sin (2n + 2\nu + 1)\theta - \nu \pi}{2 \sin \theta} \right] \right\} = 0.
\]

It is evident that Theorem 3a, (4) and (5) together imply (3). Here we use the Riemann-Lebesgue lemma in order to dispose of the term which arises from the $\sin [(2n + 2\nu + 1)\theta - \nu \pi]/2 \sin \theta$ on the right in (5).

By (10) Section 2 we see that for $\theta$ fixed, $0 < \theta < \pi$, 

\[
W_{\nu}(n, \cos \theta) = 2 \frac{\Gamma(2\nu)}{\Gamma(\nu)} \frac{\Gamma(n + \nu)}{\Gamma(n + 2\nu)} \left[ \cos \left( \frac{(n + \nu)\theta - \nu \pi}{2} \right) \right] \frac{\sin \left( \frac{(n + \nu - 1)\theta - \nu \pi}{2} \right)}{(2 \sin \theta)^{\nu+1}} + o(n^{-\nu-\frac{3}{2}}),
\]
\[ W_{\nu+1}(n, \cos \theta) = 4(2\nu + 1) \frac{\Gamma(2\nu)}{\Gamma(\nu)} \frac{\Gamma(n + \nu + 1)}{\Gamma(n + 2\nu + 2)} \left[ \sin \left( (n + \nu + 1)\theta - \frac{\nu \pi}{2} \right) \right] \frac{(2 \sin \theta)^{\nu+1}}{(2 \sin \theta)^{\nu+2}} + O(n^{-\nu-\frac{5}{2}}) , \]

\[ W_{\nu+1}(n + 1, \cos \theta) = 2 \frac{\Gamma(2\nu)}{\Gamma(\nu)} \frac{\Gamma(n + \nu + 1)}{\Gamma(n + 2\nu + 2)} \left[ \cos \left( (n + \nu + 1)\theta - \frac{\nu \pi}{2} \right) \right] \frac{(2 \sin \theta)^{\nu+1}}{(2 \sin \theta)^{\nu+2}} + O(n^{-\nu-\frac{3}{2}}) , \]

\[ W_{\nu+1}(n - 1, \cos \theta) = 4(2\nu + 1) \frac{\Gamma(2\nu)}{\Gamma(\nu)} \frac{\Gamma(n + \nu)}{\Gamma(n + 2\nu + 1)} \left[ \sin \left( (n + \nu - 1)\theta - \frac{\nu \pi}{2} \right) \right] \frac{(2 \sin \theta)^{\nu+1}}{(2 \sin \theta)^{\nu+2}} + O(n^{-\nu-\frac{3}{2}}) . \]

Substituting into (1) we obtain

\[
\frac{(\sin \theta)^{2\nu} S_n (\cos \theta)}{\pi} = \frac{1}{\Gamma(n + 1) \Gamma(n + 2\nu)} \times \left\{ (n + 1) \left[ \frac{\cos \left( (n + \nu)\theta - \frac{\nu \pi}{2} \right) \sin \left( (n + \nu + 1)\theta - \frac{\nu \pi}{2} \right)}{\sin \theta} \right] + \frac{\nu(\nu + 1)}{2(n + \nu)} \left( \cos \left( (n + \nu)\theta - \frac{\nu \pi}{2} \right) \right)^2 \right. \\
\left. - \frac{\nu(\nu - 1)}{2(n + \nu - 1)} \sin \left( (n + \nu - 1)\theta - \frac{\nu \pi}{2} \right) \sin \left( (n + \nu + 1)\theta - \frac{\nu \pi}{2} \right) \right] \\
\left. - n \left[ \frac{\cos \left( (n + \nu - 1)\theta - \frac{\nu \pi}{2} \right) \sin \left( (n + \nu)\theta - \frac{\nu \pi}{2} \right)}{\sin \theta} \right] + \frac{\nu(\nu + 1)}{2(n + \nu - 1)} \cos \left( (n + \nu - 1)\theta - \frac{\nu \pi}{2} \right) \cos \left( (n + \nu + 1)\theta - \frac{\nu \pi}{2} \right) \right. \\
\left. - \frac{\nu(\nu - 1)}{2(n + \nu)} \left( \sin \left( (n + \nu)\theta - \frac{\nu \pi}{2} \right) \right)^2 \right\} + O(n^{-\frac{1}{2}}) .
\]
Simplification gives

$$(\sin \theta)^{2\nu}S_n(\cos \theta) = \frac{1}{\pi} \frac{\Gamma(n + \nu)\Gamma(n + \nu + 1)}{\Gamma(n + 1)\Gamma(n + 2\nu)} \left[ (n + 1) + \nu \frac{1}{2} + \frac{\sin[(2n + 2\nu + 1)\theta - \nu\pi]}{2\sin \theta} \right] + O(n^{-1/2}).$$

Now, from (11) Section 2,

$$\frac{\Gamma(n + \nu)\Gamma(n + \nu + 1)}{\Gamma(n + 1)\Gamma(n + 2\nu)} = 1 + \frac{\nu - \nu^2}{n + 1} + O(n^{-2}),$$

and hence, if $0 < \theta < \pi$,

$$(\sin \theta)^{2\nu}S_n(\cos \theta) = \frac{1}{\pi} \left[ (n + 1) + \frac{2\nu - 1}{2} + \frac{\sin[(2n + 2\nu + 1)\theta - \nu\pi]}{2\sin \theta} \right] + O(n^{-1/2})$$

where the $O(n^{-1/2})$ depends upon $\theta$. Our proof is now complete.

4. First order approximation of moments. As in § 1 let

$$(1) \quad f(x) = \sum_{j=0}^{\infty} b(j) W(j, x)$$

where

$$(2) \quad \sum_{j=0}^{\infty} |b(j)| < \infty.$$ 

Since $|W(j, x)| \leq 1$ by (6) of § 2 it follows that the series defining $f(x)$ converges absolutely and uniformly for $-1 \leq x \leq 1$ so that $f(x)$ is a continuous function on $-1 \leq x \leq 1$. Let

$$(3) \quad a(n, m) = \int_{-1}^{1} W(n, x) W(m, x) f(x) \Omega(dx)$$

and let $\{\lambda(k, N)\}, k = 1, 2, \ldots, N + 1$ be the eigenvalues of the Toeplitz matrix $A_N[f] = [a(n, m)], n, m = 0, 1, \ldots, N$.

**Theorem 4a.** Under the above assumptions

$$(4) \quad \sum_{k=1}^{N+1} (\lambda(k, N))^s = \pi^{-1}(N + 1) \int_{-1}^{1} (f(x))^s(1 - x^2)^{-1/2}dx + o(N)$$

as $N \to \infty$.

*Proof.* Note that
\[
\sum_{k=1}^{N+1} (\lambda(k, N))^* = \text{tr} (A_N[f])^*.
\]

Substituting (1) in the definition of \(a(n, m)\) we get
\[
a(n, m) = \sum_{j=0}^{\infty} b(j)c(n, j, m)
\]
where the \(c(n, j, m)\) are defined as in § 2. Consequently
\[
(5) \quad \text{tr} A_N[f]^* = \sum_{k_1, k_2, \ldots, k_s=0}^{N} a(k_1, k_2)a(k_2, k_3) \cdots a(k_s, k_t)
\]
\[
= \sum_{j_1, \ldots, j_s=0}^{\infty} b(j_1)b(j_2) \cdots b(j_s)
\]
\[
\times \sum_{k_1, \ldots, k_s=0}^{N} \omega(k_1)c(k_1, j_1, k_2)\omega(k_2) \cdots \omega(k_s)c(k_s, j_s, k_t) .
\]

Since \(c(k, j, l)\) vanishes unless \(2 \max(j, k, l) \leq j + k + l\) the above sums are all finite. Let
\[
K(s, N) = \int_{-1}^{1} f(x)^{*} \left\{ \sum_{k=0}^{N} \omega(k)(W(k, x))^2 \right\} \Omega(dx) .
\]

We have
\[
(6) \quad K(s, N) = \int_{-1}^{1} \left\{ \sum_{j=0}^{\infty} b(j)W(j, x) \right\} \left\{ \sum_{k=0}^{N} \omega(k)(W(k, x))^2 \right\} \Omega(dx) ,
\]
\[
= \sum_{j_1, \ldots, j_s=0}^{\infty} b(j_1) \cdots b(j_s)
\]
\[
\times \sum_{k_1=0}^{N} \int_{-1}^{1} W(k_1, x)W(j_1, x) \cdots W(j_s, x)W(k_t, x)\Omega(dx)
\]
\[
= \sum_{j_1, \ldots, j_s=0}^{\infty} b(j_1) \cdots b(j_s)
\]
\[
\times \sum_{k_1=0}^{N} \sum_{k_2, \ldots, k_s=0}^{\infty} \omega(k_1)c(k_1, j_1, k_2) \cdots \omega(k_s)c(k_s, j_s, k_t) .
\]

Here we have used formula (5) from § 2. Comparing (5) and (6) we see that
\[
\text{tr} (A_N[f])^* - K(s, N) = - \sum_{j_1, \ldots, j_s=0}^{\infty} b(j_1) \cdots b(j_s)\psi(j, N)
\]
where \(j = (j_1, \ldots, j_s)\) and
\[
(7) \quad \psi(j, N) = \sum_{Q(N)} \omega(k_1)c(k_1, j_1, k_2)\omega(k_2)c(k_2, j_2, k_3) \cdots \omega(k_s)c(k_s, j_s, k_t) .
\]

Here \(Q(N)\) consists of all \(s\)-tuples \((k_1, \ldots, k_s)\) for which \(0 \leq k_1 \leq N, 0 \leq k_\alpha \leq \infty, \alpha = 2, 3, \ldots, s,\) and \(k_\alpha > N\) for at least one \(\alpha = 2, \ldots, s.\)

It follows from (3) of § 2 that \(0 \leq \omega(k_1)c(k_1, j_1, k_2) \leq 1.\) Replacing \(\omega(k_1)c(k_1, j_1, k_2)\) by 1 in (7) and summing over \(0 \leq k_1 \leq N, 0 \leq k_\alpha < \infty,\)
\(\alpha = 2, 3, \ldots, s\) we find that

\[
(8) \quad 0 \leq \psi(j, N) \leq N + 1.
\]

On the other hand since \(c(k_\alpha, j_\alpha, k_{\alpha+1}) = 0\) if \(|k_\alpha - k_{\alpha+1}| > j_\alpha\), \(\alpha = 1, \ldots, s - 1\), the fact that some \(k_\alpha > N\) implies that we may assume

\[
N - (j_1 + \cdots + j_{s-1}) \leq k_1 \leq N
\]
since otherwise the summand in (7) vanishes. Repeating the argument above gives

\[
(9) \quad 0 \leq \psi(j, N) \leq j_1 + \cdots + j_{s-1}.
\]

Using (8) we see that

\[
(10) \quad \sum_{j_1, \ldots, j_s = 0}^{\infty} b(j_1) \cdots b(j_s)(N + 1)^{-1}\psi(j, N) \ll \sum_{j_1, \ldots, j_s = 0}^{\infty} |b(j_1)| \cdots |b(j_s)|.
\]

As a consequence of (2) the sum of the series on the right here is finite. On the other hand using (9) we have

\[
(11) \quad \lim_{N \to \infty} (N + 1)^{-1}\psi(j, N) = 0.
\]

The relations (10) and (11) together imply that

\[
\lim_{N \to \infty} (N + 1)^{-1}\{\text{tr} [A_N(f^*)] - K(s, N)\} = 0.
\]

Finally it follows from Corollary 3b that

\[
\lim_{N \to \infty} (N + 1)^{-1}K(s, N) = \lim_{N \to \infty} \int_{-1}^{1} f(x)^*(N + 1)^{-1}\left\{\sum_{0}^{N} \omega(k)(W(k, x))x\right\}\Omega(dx)
\]

\[
= \pi^{-1}\int_{-1}^{1} f(x)^*(1 - x^2)^{-1/2}dx
\]

and we are done.

Let \(f(x)\) be real and Riemann in integrable on \([-1, 1]\) and let (as in §1)

\[
\alpha_N(E) = (N + 1)^{-1} \sum_{\lambda(k, x) \in E} 1,
\]

\[
\alpha(E) = \pi^{-1} \sum_{f(x) \in E} (1 - x^2)^{-1/2}dx.
\]

Then it follows from (4) by a standard argument, see [4], that

\[
(12) \quad \alpha_N(E) \longrightarrow \alpha(E) \quad \text{as} \quad N \to \infty.
\]

Conversely (12) implies (4). Results like (12) hold in much greater generality. Our excuse for the inclusion of Theorem 4a is that its demonstration shows in a simple setting the basic idea of the present paper.
5. Second order approximation of moments. Let us now assume that

\[ f(x) = \sum_{j=0}^{\infty} b(j) W(j, x) \]

where

\[ M_1 = \sum_{j=0}^{\infty} |b(j)| < \infty, \quad M_2 = \left( \sum_{j=0}^{\infty} |j b(j)|^2 \right)^{1/2} < \infty. \]

**Theorem 5a.** Under the above assumptions we have

\[ \sum_{k=0}^{N} \lambda(k, N)^s \]

\[ = \int_{-1}^{1} f(x)^s \left( \sum_{0}^{\infty} \omega(k(W(k, x)))^2 \right) \Omega(dx) \]

\[ - \sum_{j_1, \ldots, j_s=0}^{\infty} b(j_1) \cdots b(j_s) \sum_{k_1+\cdots+k_s=0} E(h_1, j_1) \cdots E(h_s, j_s) \]

\[ \times \max (0, h_1 + h_2 + \cdots, h_1 + \cdots + h_{s-1}) + o(1) \]

as \( N \to \infty \), for \( s = 0, 1, \ldots \), and where the \( E(h, j) \) are defined by

\[ W(j, \cos \theta) = \sum_{h=\infty}^{\infty} E(h, j) e^{ih\theta}. \]

**Proof.** The relation (3) is exact for \( s = 0, 1 \). We therefore suppose \( s \geq 2 \). As in the proof of Theorem 4a we have

\[ \text{tr}(A^s[f]^s) - K(s, N) = - \sum_{j_1, \ldots, j_s=0}^{\infty} b(j_1) \cdots b(j_s) \psi(j, N). \]

Let us set \( h_1 = k_2 - k_1, h_2 = k_3 - k_2, \ldots, h_{s-1} = k_s - k_{s-1}, h_s = k_s - k_1 \). If \( |h_1| > j_1 \) then \( c(k_1, j_1, k_2) = 0 \) etc. so that all the terms in \( Q(N) \) which do not give zero are included in those for which \( |h_\alpha| \leq j_\alpha, \alpha = 1, \cdots, s \). Moreover since \( k_\alpha = k_1 + h_1 + h_2 + \cdots + h_{\alpha-1} \) we see that as \( k_\alpha > N \) for some \( \alpha \) we must have

\[ k_1 + \max (0, h_1, h_1 + h_2, \cdots, h_1 + \cdots + h_{s-1}) > N. \]

Thus by a very crude estimate

\[ N - \sum_{\alpha=1}^{s} |h_\alpha| \leq k_1 \leq N. \]

Since \( h_1 + h_2 + \cdots + h_s = 0 \)

\[ \sum_{\alpha=1}^{s} |h_\alpha| \leq \sum_{\alpha \neq \beta} |h_\alpha|^{1/2} |h_\beta|^{1/2} \leq \sum_{\alpha \neq \beta} |j_\alpha|^{1/2} |j_\beta|^{1/2}. \]
If we replace \( \omega(k_\alpha)c(k_\alpha j_\alpha k_\alpha^2) \) by 1 in (7) Section 4 and if we replace \( Q(N) \) by all \((k_\alpha, \ldots, k_s)\) for which

\[
N - \sum_{\substack{\alpha, \beta = 1 \\ \alpha \neq \beta}}^s |k_\alpha|^{1/2} |k_\beta|^{1/2} \leq k_1 \leq N, \quad 0 \leq k_\alpha \leq \infty, \alpha = 2, \ldots, s,
\]

we find that

\[
0 \leq \psi(j, N) \leq \sum_{\substack{\alpha, \beta = 1 \\ \alpha \neq \beta}}^s |k_\alpha|^{1/2} |k_\beta|^{1/2}.
\]

Using

\[
|b(j_\alpha)b(j_\beta)| |j_\alpha|^{1/2} |j_\beta|^{1/2} \leq \frac{1}{2} |b(j_\alpha)|^2 |j_\alpha| + \frac{1}{2} |b(j_\beta)|^2 |j_\beta|
\]

we find that for \( s \geq 2 \)

\[
(8) \quad \sum_{j_1, \ldots, j_s} |b(j_1) \cdots b(j_s)| \sum_{\substack{\alpha, \beta = 1 \\ \alpha \neq \beta}}^s |j_\alpha|^{1/2} |j_\beta|^{1/2} \leq s^2 M_2^2 M_1^{s-2}.
\]

Returning to \( \psi(j, N) \) let \( k = k_1 - N \). Then

\[
\psi(j, N) = \sum \omega(k + N)c(k + N, j_1, k + N + h_1) \\
\times \omega(k + N + h_1, j_2, k + N + h_1 + h_2) \cdots \omega(k + N + h_1 + \cdots + h_{s-1}) \\
\times c(k + N + h_1 + \cdots + h_{s-1}, j_s, k + N),
\]

where the summation is extended over those indices \( k, h_1, \ldots, h_{s-1} \) for which

\[
(9) \quad 0 \geq k \geq -\max(0, h_1, h_1 + h_2, \cdots, h_1 + \cdots + h_{s-1}),
\]

\[
0 \geq k \geq -N.
\]

Note however that unless the indices \( k, h_1, \ldots, h_{s-1} \) satisfy the conditions

\[
0 \geq k \geq -\sum_{\substack{\alpha, \beta = 1 \\ \alpha \neq \beta}}^s |j_\alpha|^{1/2} |j_\beta|^{1/2},
\]

\[
(10) \quad |h_\alpha| \leq j_\alpha, \alpha = 1, \ldots, s - 1.
\]

the corresponding term in the sum above well be 0. For \( j_1, \ldots, j_s \) fixed the restriction \( 0 \geq k \geq -N \) becomes otiose for large \( N \). It follows from Theorem 2a that

\[
\lim_{N \to \infty} \omega(N + k)c(N + k, j_1, N + k + h_1) = E(h_1, j_1)
\]

etc., which implies that

\[
\lim_{N \to \infty} \psi(j, N) = \sum_{k, h_1, \ldots, h_s} E(h_1, j_1) \cdots E(h_s, j_s),
\]
the summation being extended over $h_1, \ldots, h_s$ subject to the restriction $h_1 + \cdots + h_s = 0$ and over $k$ satisfying the first condition of (9). Thus

$$
\lim_{N \to \infty} \psi(j, N) = \sum_{k_1, \ldots, k_s = 0} E(h_1, j_1) \cdots E(h_s, j_s) \\
\times \max (0, h_1, h_1 + h_2, \ldots, h_1 + \cdots + h_{s-1}) .
$$

We have previously shown that

$$
\sum_{j_1, \ldots, j_s = 0} b(j_1) \cdots b(j_s) \psi(j, N) \leq \sum_{j_1, \ldots, j_s = 0} |b(j_1) \cdots b(j_s)| \sum_{a, \beta = 1}^{s} |j_a|^{1/2} |j_\beta|^{1/2}
$$

where the series on the right is convergent (its sum not exceeding $s^2 M_1^{-1} M_2^2$). The relations (11) and (12) together clearly give (3).

Making use of Theorem 3c we obtain the following more explicit result.

**COROLLARY 5b.** If in addition to (1) and (2) it is assumed that

$$
[f(x) - f(1)](1 - x)^{-3s/2} \text{ and } [f(x) - f(-1)](x + 1)^{-3s/2}
$$

are integrable then for $s = 0, 1, \ldots$

$$
\sum_{k = 0}^{s} \lambda(k, N) = \frac{N + 1}{\pi} \int_{-1}^{1} f(x)^2(1 - x^2)^{-1/2} dx + \frac{2\nu - 1}{\pi} \int_{-1}^{1} f(x)^2(1 - x^2)^{-1/2} dx
$$

$$
- \frac{2\nu - 1}{4} [f(1)^s + f(-1)^s] - \sum_{j_1, \ldots, j_s = 0} b(j_1) \cdots b(j_s)
$$

$$
\times \sum_{h_1 + \cdots + h_s = 0} E(h_1, j_1) \cdots E(h_s, j_s)
$$

$$
\times \max (0, h_1, \cdots, h_1 + \cdots + h_{s-1}) + o(1) \text{ as } N \to \infty .
$$

We will now, following a method due to Kac [9], use Theorem 5a to study the asymptotic behavior of

$$
D_N[f] = \det [A_N[f]] = \lambda(1, N) \cdots \lambda(N + 1, N) .
$$

We define

$$
\log G_N[f] = \int_{-1}^{1} [\log f(x)](N + 1)^{-1} \left\{ \sum_{k = 0}^{N} \omega(k)(W(k, x))^2 \right\} \Omega(dx) .
$$

Let $\rho$ be any complex number satisfying $|\rho| ||f||_{\infty} < 1$ and let $F(x) = 1 - \rho f(x)$. Then

$$
D_N[F'] = \prod_{k = 1}^{N+1} [1 - \rho \lambda(k, N)] ,
$$

$$
\log D_N[F'] = \sum_{k = 1}^{N+1} \log [1 - \rho \lambda(k, N)] ,
$$

$$
= \sum_{k = 1}^{N+1} \sum_{\alpha = 1}^{\infty} \frac{-\rho^\alpha (\lambda(k, N))^{\alpha}}{\alpha} ,
$$

$$
= \sum_{\alpha = 1}^{\infty} \frac{-\rho^\alpha}{\alpha} \text{tr}(A_N[f]^\alpha) .
$$
Similarly, using the notation of Section 4,

\[ \log G_N[F] = \int_{-1}^{1} \log \left[ 1 - \rho f(x) \right] (N + 1)^{-1} \left\{ \sum_{k=0}^{N} \omega(k) (W(k, x))^2 \right\} \Omega(dx), \]

\[ = \int_{-1}^{1} \left\{ \sum_{\alpha=1}^{\infty} \frac{-\rho^{a} f(x)^{a}}{\alpha} \right\} (N + 1)^{-1} \left\{ \sum_{k=0}^{N} \omega(k) (W(k, x))^2 \right\} \Omega(dx), \]

\[ = (N + 1)^{-1} \sum_{\alpha=1}^{\infty} \frac{-\rho^{a}}{\alpha} K(\alpha, N). \]

Thus

\[ \log \left\{ \frac{D_N[f]}{G_N[F]^N+1} \right\} = \sum_{\alpha=1}^{\infty} \frac{-\rho^{a}}{\alpha} \{ \text{tr} (A_N[f])^{a} - K(\alpha, N) \}. \tag{13} \]

It follows from (8) that

\[ |\text{tr} (A_N[f])^{a} - K(\alpha, N)| \leq \alpha^2 M_1^{a-2} M_2 \leq 2 \]

uniformly in \( N \). Using (14) and (3) we see that if \( |\rho| M_1 < 1 \) then

\[ \lim_{N \to \infty} \log \left\{ \frac{D_N[F]}{G_N[F]^N+1} \right\} \]

\[ = - \sum_{\alpha=1}^{\infty} \frac{-\rho^{a}}{\alpha} \sum_{j_1, \ldots, j_\alpha=0} b(j_1) \cdots b(j_\alpha) \sum_{k_1+\cdots+k_\alpha=0} E(h_1, j_1) \cdots E(h_\alpha, j_\alpha) \]

\[ \times \max(0, h_1, h_1 + h_2, \ldots, h_1 + \cdots + h_\alpha). \]

Consider

\[ f(\cos \theta) = \sum_{j=0}^{\infty} b(j) W(j, \cos \theta) \]

\[ = \sum_{j=0}^{\infty} b(j) \sum_{h=-\infty}^{\infty} E(h, j) e^{ih\theta} \]

\[ = \sum_{h=-\infty}^{\infty} c(h) e^{ih\theta} \]

where

\[ c(h) = \sum_{j=0}^{\infty} b(j) E(h, j). \]

It follows that the right hand side of (15) is equal to

\[ - \sum_{\alpha=1}^{\infty} \frac{-\rho^{a}}{\alpha} \sum_{h_1+\cdots+h_\alpha=0} c(h_1) \cdots c(h_\alpha) \max(0, h_1, h_1 + h_2, \ldots, h_1 + \cdots + h_\alpha). \]

We have

\[ E(h, j) \geq 0; \]

see [2, Vol. II, p. 175]. Since
\[ W(j, \cos \theta) = \sum_{h=-j}^{j} E(h, j)e^{ih\theta} \]

it follows on setting \( \theta = 0 \) that

\[ 1 = \sum_{h=-j}^{j} E(h, j). \]

From this one sees that if \( f(x) \) is given by (1) and if \( M_1 \) and \( M_2 \) are finite then

\[ \sum_{n=1}^{\infty} |c(h)| < \infty, \quad \sum_{n=1}^{\infty} |c(h)|^2 |h| < \infty. \]

It follows that as a consequence of an important combinatorial identity discovered by Kac in [9] and later studied by Spitzer and others (a particularly accessible reference is [14]), the right hand side of (15) can be written as

\[ \frac{1}{2} \sum_{n=1}^{\infty} B_{\lambda}(n)B_{\lambda}(-n)n \]

where

\[ \log F'(\cos \theta) = \sum_{n=-\infty}^{\infty} B_{\lambda}(n)e^{i\pi \theta}. \]

In these connections see [1].

We have thus shown that if \( |\rho| M_1 < 1 \) then

\[ \lim_{N \to \infty} \frac{D_N[F]}{G_N[F]} = \exp \left[ \frac{1}{2} \sum_{n=1}^{\infty} B_{\lambda}(n)B_{\lambda}(-n)n \right]. \]

A moments thought shows that this result can be rephrased as follows.

**Theorem 5b.** Let \( f(x) = \sum_{j} b(j) W(j, x) \) satisfy conditions (1) and (2) and suppose in addition that

\[ |b(0)| > \sum_{j} |b(j)|. \]

Then

\[ \lim_{N \to \infty} \frac{D_N[f]}{G_N[f]} = \exp \left[ \frac{1}{2} \sum_{n=1}^{\infty} b_{\lambda}(n)b_{\lambda}(-n)n \right] \]

where

\[ \log f(\cos \theta) \sim \sum_{n=-\infty}^{\infty} b_{\lambda}(n)e^{i\pi \theta}. \]
It is clear that if in addition \( f \) satisfies the assumptions of Theorem 3c then this can be written in the simpler form

\[
\lim_{N \to \infty} \frac{D_N[f]}{G[f]^{N+1}} = |f(1) - f(-1)|^{-(2b-1)/4} \exp \left[ \frac{1}{2} \sum_{n=1}^{\infty} b_n(n) b_n(-n)n \right],
\]

where

\[
G[f] = \exp \left[ \frac{1}{\pi} \int_{-1}^{1} \log f(x)(1 - x^2)^{-1/2} dx \right].
\]

It will be shown by one of us in a subsequent paper that

\[
|b(0)| > \sum_{j=1}^{\infty} |b(j)|
\]

can be replaced by the weaker condition

\[
f(x) \neq 0 \quad -1 \leq x \leq 1.
\]

We thus obtain a complete analogue for Toeplitz forms associated with ultraspherical polynomials of the best version of the strong Szegö limit theorem for (ordinary) Toeplitz forms. See [13] and [7]. Theorem 5b is an essential step in the demonstration of this result.


**Lemma 6a.** Let \( \varphi(r) \) be continuous on \( 0 \leq r \leq 1 \). Then

\[
\lim_{N \to \infty} (N+1)^{-1} \sum_{k=0}^{N} \omega(k) W(k, x) \varphi \left( \frac{k}{N} \right) = \pi^{-1}(1 - x^2)^{-1/2} \int_{0}^{1} \varphi(r)dr,
\]

for each \( x, -1 < x < 1 \).

**Proof.** Let \( A_N \) be the measure on \([0, 1]\) whose mass is concentrated at the points \( kN^{-1}, \, k = 0, \ldots, N \) and for which

\[
A_N(\{kN^{-1}\}) = (N+1)^{-1} \omega(k) W(k, x)^e.
\]

Then

\[
(N+1)^{-1} \sum_{k=0}^{N} \omega(k) W(k, x) \varphi \left( \frac{k}{N} \right) = \int_{0}^{1} \varphi(r) A_N(d) r.
\]

Let \((a, b) \subseteq [0, 1] \); then

\[
A_N[(a, b)] = (N+1)^{-1} \sum_{a < k < h \leq b} \omega(k) W(k, x)^e
\]

\[
= b[(N+1)b^{-1} \sum_{a < k < hN} \omega(k) W(k, x)^e
\]

\[- a[(N+1)a^{-1} \sum_{a < k < AN} \omega(k) W(k, x)^e,\]
\[ \cong (b - a)\pi^{-1}(1 - x^s)^{-\nu} \text{ as } N \to \infty. \]

by Corollary 3b. The same relation persists if \((a, b)\) is replaced by \((a, b]\), etc. Our result is an easy consequence of this.

Let

\[ f(q, r; x) = \sum_{j=0}^{\infty} b(q, r; j) W(j, x) \]

be a complex valued function defined for \(0 \leq q, r \leq 1, -1 \leq x \leq 1\). We assume that the following conditions are satisfied:

A. \(b(q, r; j)\) is continuous for \(0 \leq q, r \leq 1\) for each \(j = 0, 1, \cdots\);

\[ \sum_{j=0}^{\infty} b^*(j) = M < \infty \quad \text{where} \quad b^*(j) = \max_{q, r} |b(q, r; j)|. \]

Since \(|W(j, x)| \leq 1\) by (6), \(\S \, 2, \, A\). implies that the series defining \(f(q, r; x)\) converges absolutely and uniformly for \(-1 \leq x \leq 1\) and hence \(f(q, r; x)\) is continuous in all variables.

We form the matrix \(A_N[f] = (a(n, k; N)) n, k = 0, 1, \cdots, N\), where

\[ a(n, k; N) = \left[ \omega(n)\omega(k) W(n, x)W(k, x)f\left(\frac{n}{N}, \frac{k}{N}; x\right)\varOmega(dx) \right]. \]

**Theorem 6b.** With the above definitions if \(f\) satisfies conditions A. we have

\[ \lim_{N \to \infty} (N + 1)^{-1} \text{tr}(A_N[f]^*) = \pi^{-1} \int_{-1}^{1} \int_{-1}^{1} f(r, r; x)^*(1 - x^s)^{-1/2} dr dx. \]

**Proof.** First, as is easily seen from the formulae of \(\S \, 2\), we have

\[ a(n, k; N) = \sum_{j=0}^{\infty} \omega(k)c(k, n, j)b\left(\frac{n}{N}, \frac{k}{N}; j\right). \]

Using this, a straightforward computation gives

\[ (N + 1)^{-1} \text{tr}(A_N[f]^*) = I(s, N) \]

where

\[ I(s, N) = (N + 1)^{-1} \sum_{j_1, \cdots, j_s=0}^{\infty} \sum_{k_1, \cdots, k_s=0}^{\infty} b\left(\frac{k_1}{N}, \frac{k_2}{N}; j_1\right)b\left(\frac{k_2}{N}, \frac{k_3}{N}; j_2\right) \cdots b\left(\frac{k_s}{N}, \frac{k_1}{N}; j_s\right)\varphi(k, j). \]

Here,

\[ \varphi(k, j) = \omega(k_1)c(k_1, j_1, k_2)\omega(k_2)c(k_2, j_2, k_3) \cdots \omega(k_s)c(k_s, j_s, k_1), \]

\(k = (k_1, \cdots, k_s), j = (j_1, \cdots, j_s)\).
Let
\[ J(s, N) = (N + 1)^{-1} \sum_{j_1, \ldots, j_3 = 0}^{\infty} \sum_{k_1, \ldots, k_3 = 0}^{N} b\left(\frac{k_1}{N}, \frac{k_2}{N}; j_1\right) \cdots b\left(\frac{k_1}{N}, \frac{k_3}{N}; j_3\right) \psi(k, j). \]

We wish to show that
\[ \lim_{N \to \infty} \left[ I(s, N) - J(s, N) \right] = 0. \]

We have
\[ I(s, N) - J(s, N) = \sum_{j_1, \ldots, j_3 = 0}^{\infty} d(j, s, N) \]
where
\[ d(j, s, N) = (N + 1)^{-1} \sum_{k_1, \ldots, k_3 = 0}^{N} \left\{ b\left(\frac{k_1}{N}, \frac{k_2}{N}; j_1\right) \cdots b\left(\frac{k_1}{N}, \frac{k_3}{N}; j_3\right) \right\} \psi(k, j). \]

We need only consider terms for which \(|k_\alpha - k_{\alpha-1}| \leq j_\alpha - 1, \alpha = 2, \ldots, s\), since if this condition is violated \(\psi(k, j) = 0\). Using the uniform continuity of \(b(q, r; j)\) for \(j = 0, 1, \ldots\) we see that
\[ \left| b\left(\frac{k_1}{N}, \frac{k_2}{N}; j_1\right) \cdots b\left(\frac{k_1}{N}, \frac{k_3}{N}; j_3\right) - b\left(\frac{k_1}{N}, \frac{k_1}{N}; j_1\right) \cdots b\left(\frac{k_1}{N}, \frac{k_1}{N}; j_3\right) \right| \leq 2b^*(j_1) \cdots b^*(j_s) \eta(j, s, N) \]
where
\[ |\eta(j, s, N)| \leq 1, \quad \lim_{N \to \infty} \eta(j, s, N) = 0. \]

Thus, by a now familiar argument,
\[ |d(j, s, N)| \leq 2b^*(j_1) \cdots b^*(j_s) \eta(j, s, N)(N + 1)^{-1} \sum_{k_1, \ldots, k_3 = 0}^{N} \psi(k, j), \]
\[ \leq 2b^*(j_1) \cdots b^*(j_s) \eta(j, s, N). \]

Taken together these facts imply (1).

We next consider
\[ K(s) = \pi^{-1} \int_{1}^{r} f(r, r; x)^s (1 - x^2)^{-1} dr \Omega(dx). \]

By Lemma 6a
\[ \pi^{-1} \int_{0}^{r} f(r, r; x)^s (1 - x^2)^{-1} dr = \lim_{N \to \infty} (N + 1)^{-1} \sum_{k = 0}^{N} \omega(k) W(k, x) f^*\left(\frac{k}{N}, \frac{k}{N}; x\right). \]
for each $x, -1 < x < 1$. Since $f$ is bounded and since by (8) of §2
\[(N + 1)^{-1} \sum_{k=0}^{N} \omega(k) W(k, x)^2 \leq C(\nu)(1 - x^2)^{-\nu}\]
the Lebesgue convergence theorem can be applied to show that
\[(2) \quad K(s) = \lim_{N \to \infty} K(s, N)\]
where
\[
K(s, N) = (N + 1)^{-1} \sum_{k=0}^{N} f\left(\frac{k}{N}, \frac{k}{N}; x\right)^2 \omega(k) W(k, x) \Omega(dx),
\]
\[
= (N + 1)^{-1} \sum_{j_1, \ldots, j_s = 0}^{\infty} \sum_{k_1, \ldots, k_s = 0}^{\infty} b\left(\frac{k_1}{N}, \frac{k_1}{N}; j_1\right) \cdots b\left(\frac{k_s}{N}, \frac{k_s}{N}; j_s\right) \psi(k, j).\]

We have
\[
|K(s, N) - J(s, N)| \leq (N + 1)^{-1} \sum_{j_1, \ldots, j_s = 0}^{\infty} b^*(j_1) \cdots b^*(j_s) \psi(j, N).
\]

Since, see (8) and (9) of §4,
\[(N + 1)^{-1} \psi(j, N) \leq 1,
\]
\[\lim_{N \to \infty} (N + 1)^{-1} \psi(j, N) = 0,
\]
it follows that
\[(3) \quad \lim_{N \to \infty} [K(s, N) - J(s, N)] = 0.
\]
The relations (1), (2) and (3) combined yield our theorem.

**Theorem 6c.** Let $f$ satisfy conditions A. and let $f(q, r; x) = \overline{f(r, q; x)}$ for $0 \leq r, q \leq 1$, $-1 \leq x \leq 1$. If $\{\lambda(N, k)\}_{k=1}^{N+1}$ are the (necessarily real) eigenvalues of $A_N(f)$ and if
\[
\alpha_N(E) = (N + 1)^{-1} \sum_{\lambda(k, N) \in E} 1,
\]
\[
\beta(E) = \pi^{-1} \iint_{f(r, r; \cos \theta) \in E} dr d\theta,
\]
then
\[
\alpha_N \longrightarrow \beta \quad \text{as} \quad N \to \infty.
\]

**Proof.** We first note that
\[
\text{tr}(A_N[f]^s) = \sum_{k=1}^{N+1} \lambda(k, N)^s.
\]
From Theorem 6b we have the convergence of the moments and the proof then follows standard lines. See [4], page 98.

For other results connected with Toeplitz matrices of the kind considered here see [6].

7. Second order approximation in the case of variable coefficients. Let \( A_N[f] = [a(m, n; N)] \), \( n = 0, \ldots, N \) be defined as in §6. Under certain, fairly restrictive assumptions we can show that, as \( N \to \infty \),

\[
(1) \quad \text{tr}[A_N[f]^r] = - \sum_{j_1, \ldots, j_r = 0}^\infty b(1, 1; j_1) \cdots b(1, 1; j_r) \sum_{h_1 + \cdots + h_r = 0} E(h_1, j_1) \cdots E(h_r, j_r) \\
\times \max (0, h_1, h_1 + h_2, \ldots, h_1 + \cdots + h_{r-1}) + o(1).
\]

This is the analogue of a theorem of Schmidt and Mejlbo [11]. Since the demonstration of (1) is rather long and awkward it has seemed best to us to omit it.
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