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This paper gives a direct constructive proof of the spectral theorem for a normal operator $T$ (bounded or unbounded) in a complex Hilbert space. It depends on the results, recently obtained by elementary methods, that an unbounded positive self adjoint operator $A$ has a unique positive self adjoint square root $A^{1/2}$; and an arbitrary self adjoint operator $A$ has a unique representation $A = A^+ - A^-$ with $A^+$ and $A^-$ self adjoint and positive and the range of each contained in the null space of the other.

Write $|T| = (T^*T)^{1/2}$ and, for complex $\lambda$ and $r \geq 0$, let $E(\lambda, r)$ be the null space projection of $(|T - \lambda I| - rI)^+$. For compact subsets $K$ of the complex plane

$$E(K) = \bigwedge_{\varepsilon > 0} \bigvee \{E(\lambda, \varepsilon) : \lambda \in K\},$$

and for any Borel set $M$,

$$E(M) = \bigvee \{E(K) : K \text{ compact and } K \subseteq M\}.$$

It is shown that $E$ is the unique spectral measure such that

$$T = \int \lambda E(d\lambda).$$

In the case of a bounded normal operator the spectral theorem can be obtained in many different ways. For example, the theorem can be deduced from the theory of $B^*$-algebras [4], the representation of linear functionals on $C(M)$ ($M$ compact Hausdorff) ([5], [2]), or the Stone-Weierstrass theorem [8]. The proof of the theorem for unbounded normal operators usually relies both on the bounded case and on the theorem for unbounded self adjoinnt operators [4], [8], [9]).

Our proofs are elementary in the sense of [7]. That is to say we depend only on inherent properties of Hilbert space and of the complex number system. While we use the notation and some elementary results from the theory of spectral measures and integrals these are merely convenient devices for stating the results. Apart from this, and some manipulations with projections, all the results needed are to be found in [1].

The method of proof seems to be new, even in the bounded case. It is motivated, to some extent, by Riesz and Nagy’s proof [8, §108]...
of the spectral theorem for bounded self-adjoint operators. The proof
of uniqueness of the spectral measure of a normal operator is based
on the neat characterisation of the spectral subspaces given by Halmos
[5, §41]. This in turn is based on the corresponding results for
bounded self-adjoint operators given in [7].

To make the paper reasonably self contained statements of the
main results of [1] have been included.

I am grateful to the referee for pointing out one serious error
and some lesser mistakes in the original manuscript of this paper.

2. Definitions and preliminary results. Throughout this paper
$\mathcal{H}$ denotes a complex Hilbert space. All operators on $\mathcal{H}$ are assumed
linear, but not necessarily bounded. For an operator $T$, $\mathcal{D}(T)$, $\mathcal{R}(T)$
and $\mathcal{N}(T)$ denote, respectively, the domain, range and null space of
$T$. If $T$ is bounded we assume $\mathcal{D}(T) = \mathcal{H}$ and if $T$ is not bounded
we assume $\mathcal{D}(T)$ is dense in $\mathcal{H}$. By projection we always mean
orthogonal projection. All statements about convergence of operators
mean strong convergence.

We refer to [8, §§114–119] for definitions and elementary properties
of closed operators, the adjoint of an operator and extensions of an
operator. Recall that an operator $T$ is self adjoint if $T = T^*$, positive
if $T$ is self adjoint and $(Tx, x) \geq 0$ ($x \in \mathcal{D}(T)$); and that $T$ is normal
if $TT^* = T^*T$. If $S$ is bounded we say that $T$ commutes with $S$ if
$ST \subseteq TS$ (i.e., $TS$ is an extension of $ST$).

We record the following theorems.

**Theorem 1.** If $A$ is a self adjoint operator there exist unique
positive operators $A^+$ and $A^-$ such that

$$A = A^+ - A^-, \quad \mathcal{R}(A^+) \subseteq \mathcal{R}(A^-), \quad \mathcal{R}(A^-) \subseteq \mathcal{R}(A^+) ;$$

and $A^+$ and $A^-$ commute with every bounded operator which commutes
with $A$.

**Theorem 2.** If $T$ is a normal operator there exist a positive
operator $|T|$ and a unitary operator $U$ such that

$$T = |T| U = U |T| .$$

$|T| = (T^*T)^{1/2}$ and is uniquely determined by $T$, and $U$ is unique
if we require (as we may) that

$$Ux = x \quad (x \in \mathcal{R}(T)) .$$

Furthermore,
For elementary proofs of these theorems see [1, Theorems 12 and 22].

We need some results about suprema and infima of sets of projections. For these we refer to [5, §30]. We also use the result that a directed increasing (decreasing) set of commuting projections is strongly convergent to its supremum (infimum). A proof of this can be based on [8, §104, p. 263].

Throughout this paper $T$ is a normal, but not necessarily bounded, operator on $\mathcal{D}$; $C$ is the complex plane, $\mathcal{B}$ is the set of all Borel subsets of $C$, $\mathcal{K}$ is the set of all compact subsets of $C$ and $\mathcal{U}$ is the set of all open subsets of $C$.

**3. Construction of the spectral projections.** Suppose that $\lambda \in C$ and $r \geq 0$. The operator $T - \lambda I$ is normal so that $(|T - \lambda I| - rI)^+$ is uniquely defined, self adjoint and hence closed. It follows that $\mathcal{R}((|T - \lambda I| - rI)^+)$ is closed. We now define $E(\lambda, r)$ to be the projection on $\mathcal{R}((|T - \lambda I| - rI)^+)$; $E(\lambda, r)$ is a bounded orthogonal projection.

For $K \in \mathcal{K}$ we define

$$E(K) = \bigwedge_{\varepsilon \downarrow 0} \bigvee \{E(\lambda, \varepsilon) : \lambda \in K\};$$

and extend the definition of $E$ to arbitrary subsets $M$ of $C$ by the formula,

$$E(M) = \bigvee \{E(K) : K \in \mathcal{K} \text{ and } K \subseteq M\}.$$ 

(Here and subsequently we take the supremum of an empty set of projections to be 0. This gives $E(\emptyset) = 0$.)

In this section we show that $E$ restricted to $\mathcal{B}$ is a spectral measure.

It is important to know that

$$E(\lambda, r) = E(D(\lambda, r))$$

where $D(\lambda, r)$ denotes the closed disc with centre $\lambda$ and radius $r$. This result is proved in Lemma 3. Before we can prove (1) we need some commutativity results which apply to all the projections $E(M)$ ($M \subseteq C$).

**Lemma 1.** The projections $E(M)$ ($M \subseteq C$) commute with each
other and with \( T, T^* \) and \( |T - \lambda I| \) \((\lambda \in C)\).

**Proof.** As in the proof of [1, Theorem 23] it follows that for each complex \( \lambda \) the projections \( E(\lambda, r) \) \((r \geq 0)\) commute with each other and with \( T - \lambda I \) and \( T^* - \lambda I \) \(= (T - \lambda I)^*\). Thus they commute with \( T - \mu I \) and \((T - \mu I)^* \) \((\mu \in C)\). Hence [1, Theorem 10] they commute with \(((T - \mu I)^*)(T - \mu I)^{1/2}) = |T - \mu I|\) and [1, Lemma 16] with \( E(\mu, s) \) \((\mu \in C, s \geq 0)\). Because multiplication of projections is strongly continuous, infima and suprema of sets of commuting projections are themselves commutative. It follows that

\[
E(M)E(N) = E(N)E(M) \quad (M, N \subseteq C).
\]

Now let \( \mathcal{E} \) be any set of commuting projections all of which commute with \( T \). We show that \( \vee \mathcal{E} \) and \( \wedge \mathcal{E} \) also commute with \( T \). Because the projections in \( \mathcal{E} \) commute we may, using the formulae for finite suprema of commuting projections, assume that \( \mathcal{E} \) is directed increasing. Then \( \mathcal{E} \) is strongly convergent to \( \vee \mathcal{E} \). If \( x \in \mathcal{D}(T) \) and \( E \in \mathcal{E} \), \( Ex \in \mathcal{D}(T) \) and \( ETx = TEx \). Now, \( Ex \rightarrow (\vee \mathcal{E})x \) and

\[
TEx = ETx \rightarrow (\vee \mathcal{E})Tx.
\]

Because \( T \) is closed, \((\vee \mathcal{E})x \in \mathcal{D}(T)\) and

\[
T(\vee \mathcal{E})x = (\vee \mathcal{E})Tx \quad (x \in \mathcal{D}(T)).
\]

Thus \( (\vee \mathcal{E})T \subseteq T(\vee \mathcal{E}) \) as required. Similarly \( \wedge \mathcal{E} \) commutes with \( T \).

By taking adjoints we deduce that \( \vee \mathcal{E} \) and \( \wedge \mathcal{E} \) commute with \( T^* \). It now follows that they commute with \((T - \lambda I)^*, (T - \lambda I)\) and, by [1, Theorem 10] again, with \(|T - \lambda I|\). The remainder of the Lemma is now obvious.

Before proving the next lemma we record some known facts about the projections \( E(\lambda, r) \).

For fixed \( \lambda \in C \):

\[
(2) \quad E(\lambda, r) \subseteq E(\lambda, s) \quad (0 \leq r < s);
\]

\[
(3) \quad E(\lambda, r) = \lim_{s \to r+0} E(\lambda, s);
\]

\[
(4) \quad E(\lambda, r) \to I \quad (r \to \infty).
\]

These are proved in [1, Lemmas 17, 18]. It also follows from [1, Lemma 17 and proof of Theorem 23] that \((T - \lambda I)E(\lambda, r)\) is a bounded normal operator such that

\[
(5) \quad \{(T - \lambda I)E(\lambda, r)\}^* = (T - \lambda I)^*E(\lambda, r);
\]
(6) \[ \| (T - \lambda I)E(\lambda, r) \| \leq r ; \]
and, writing \( F(\lambda, r) = I - E(\lambda, r) \), that:

(7) \( \| T - \lambda I \| F(\lambda, r)x, F(\lambda, r)x \| \geq r \| F(\lambda, r)x \| \quad (x \in \mathcal{D}(T)) \).

(Recall that \( \mathcal{D}(| T - \lambda I |) = \mathcal{D}(T - \lambda I) = \mathcal{D}(T) (\lambda \in C) \)).

It is an immediate corollary of (2) that, for any subset \( M \) of \( C \):

(8) \( \bigvee \{E(\lambda, \varepsilon); \lambda \in M\} \leq \bigvee \{E(\lambda, \gamma); \lambda \in M\} \quad (0 \leq \varepsilon \leq \gamma) ; \)
and it follows from the definitions and from elementary properties of suprema and infima that, if \( M \subseteq N \),

(9) \( E(M) \leq E(N) \).

The next lemma is crucial.

**Lemma 2.** If \( \lambda_1, \ldots, \lambda_n \) and \( \mu \) are complex, \( r_1, \ldots, r_n \) and \( r \) are nonnegative and

\[ D(\mu, r) \subseteq \bigcup_{i=1}^n D(\lambda_i, r_i) \]

then

\[ E(\mu, r) \leq \bigvee_{i=1}^n E(\lambda_i, r_i) . \]

**Proof.** Take \( \varepsilon > 0 \) and write

\( F_\varepsilon = E(\lambda_i, r_i + \varepsilon) \),

\( F_\varepsilon = \prod_{i=1}^n (E(\mu, r) - E(\mu, r)F_i) \).

Because all the projections commute, \( F_\varepsilon \) is a projection,

\[ F_\varepsilon = E(\mu, r) - E(\mu, r) \bigvee_{i=1}^n F_i , \]

and, because all the \( E(\lambda, r) \) commute with \( T \) (see proof of Lemma 1), \( F_\varepsilon \) commutes with \( T \).

By (6), \( (T - \mu I)F_\varepsilon \) is a bounded normal operator and \( \| (T - \mu I)F_\varepsilon \| \leq r \).

For the remainder of the proof we write \( F \) for \( F_\varepsilon \) and we assume, as we may, that \( \mu = 0 \). By [2, Theorem 2], because \( TF \) is bounded and normal, there exist a complex number \( \alpha \) and a sequence \( (x_k) \) in \( \mathcal{D} \) such that: \( |\alpha| = \| TF \|, \| x_k \| = 1 \) for all \( k \) and

\[ TFx_k - \alpha x_k \to 0 \quad (k \to \infty) . \]

Now, because \( T \) commutes with \( F \), \( FTF = TF \) and hence,
\[ \alpha(x_k - Fx_k) = (F - I)(TFx_k - \alpha x_k) \to 0 \quad (k \to \infty). \]

Suppose that \( \alpha \neq 0 \), then
\[ x_k - Fx_k \to 0 \quad (k \to \infty). \]

Consequently \( \|Fx_k\| \to 1 \) \( (k \to \infty) \) and we may, and do, assume that \( x_k = Fx_k \) for all \( k \).

Now, for \( i = 1, 2, \ldots, n \),
\[
|\alpha - \lambda_i| = \| (\alpha - \lambda_i)Fx_k \|
\geq \| (T - \lambda_i I)Fx_k - (T - \alpha I)Fx_k \|
\geq \| (T - \lambda_i I)Fx_k \| - \| (T - \alpha I)Fx_k \|. 
\]

Because \( F = (I - F_i)F \), it follows from Theorem 2 and (7) that
\[
\| (T - \lambda_i I)Fx_k \| = \| (T - \lambda_i I)F^2x_k \| \| Fx_k \|
\geq \| (T - \lambda_i I)F^2x_k, Fx_k \|
\geq (r_i + \varepsilon) \| Fx_k \|^2 
= r_i + \varepsilon.
\]

Hence,
\[
|\alpha - \lambda_i| \geq (r_i + \varepsilon) - \| (T - \alpha I)Fx_k \| \to r_i + \varepsilon \quad (k \to \infty). 
\]

Because \( |\alpha| = \| TF \| \leq r \) and \( D(0, r) \subseteq \bigcup D(\lambda_i, r_i) \), we have \( |\alpha - \lambda_i| \leq r_i \) for some \( i \). This is a contradiction so we must have \( \alpha = 0 \), i.e. \( TF = 0 \). Again, for some \( i \), \( 0 \in D(\lambda_i, r_i) \) and, as above,
\[
(r_i + \varepsilon) \| Fx \|^2 \leq \| (T - \lambda_i I)Fx \| \| Fx \|
= \| - \lambda_i Fx \| \| Fx \|
= |\lambda_i| \| Fx \|^2 \quad (x \in \mathbb{S}).
\]

Because \( 0 \in D(\lambda_i, r_i) \), \( |\lambda_i| \leq r_i \). Hence \( \| Fx \| = 0 \) \( (x \in \mathbb{S}) \) and \( F = 0 \).

Now let \( \varepsilon \to 0^+ \), by (3), \( F_i \to E(\lambda_i, r_i) \) for each \( i \). Thus, because multiplication of projections is strongly continuous,
\[
0 = F_\varepsilon \to \prod_{i=1}^n (E(\mu, r) - E(\mu, r)E(\lambda_i, r_i))
= E(\mu, r) - E(\mu, r) \bigvee_{i=1}^n E(\lambda_i, r_i); 
\]
and \( E(\mu, r) \leq \bigvee_{i=1}^n E(\lambda_i, r_i) \), as required.

**Lemma 3.** For \( \lambda \in C, r \geq 0 \),
\[
E(\mu, r) = \bigwedge_{\varepsilon > 0} \bigvee \{E(\lambda, \varepsilon) \colon \lambda \in D(\mu, r)\}.
\]
Proof. If \( \eta > 0 \), it follows from Lemma 2 that
\[
E(\mu, r + \eta) \geq E(\lambda, \varepsilon) \quad (\lambda \in D(\mu, r); \ 0 < \varepsilon \leq \eta).
\]
Hence
\[
E(\mu, r + \eta) \geq \bigwedge_{\varepsilon > 0} \bigvee \{E(\lambda, \varepsilon); \lambda \in D(\mu, r)\}.
\]
and by (3),
\[
E(\mu, r) \geq \bigwedge_{\varepsilon > 0} \bigvee \{E(\lambda, \varepsilon); \lambda \in D(\mu, r)\}.
\]

Conversely, for each \( \varepsilon > 0 \), the set of open discs \( \{z: ||z - \lambda|| < \varepsilon\} \) \((\lambda \in D(\mu, r))\) covers the compact set \( D(\mu, r) \). Hence, there exist \( \lambda_1, \ldots, \lambda_n \) such that
\[
D(\mu, r) \subseteq \bigcup_{i=1}^n D(\lambda_i, \varepsilon).
\]
By Lemma 2,
\[
E(\mu, r) \leq \bigvee_{i=1}^n E(\lambda_i, \varepsilon) \leq \bigvee \{E(\lambda, \varepsilon); \lambda \in D(\mu, r)\}.
\]
Thus
\[
E(\mu, r) \leq \bigwedge_{\varepsilon > 0} \bigvee \{E(\lambda, \varepsilon); \lambda \in D(\mu, r)\}
\]
and the proof is complete.

**Lemma 4.** If \( K \) and \( L \) are compact,
\[
E(K) \lor E(L) = E(K \cup L).
\]

**Proof.** Because all the projections commute, it follows from [5, § 30, Theorem 3] that
\[
E(K) \lor E(L) = \bigwedge_{\varepsilon, \eta > 0} \bigvee \{E(\lambda, \varepsilon) \lor E(\mu, \eta); \lambda \in K, \mu \in L\}.
\]
Hence, by (8),
\[ E(K) \vee E(L) = \bigwedge_{\varepsilon > 0} \bigvee \{ E(\lambda, \varepsilon) \vee E(\mu, \varepsilon); \lambda \in K, \mu \in L \} \]
\[ = \bigwedge_{\varepsilon > 0} \bigvee \{ E(\nu, \varepsilon); \nu \in K \cup L \} \]
\[ = E(K \cup L) . \]

**Lemma 5.** If \( M \) and \( N \) are disjoint subsets of \( C \) then,
\[ E(M)E(N) = 0 . \]

**Proof.** Let \( K \) and \( L \) be compact subsets of \( M \) and \( N \) respectively. Then \( K \cap L = \emptyset \) and hence there exists a positive \( \eta \) such that
\[ D(\lambda, \eta) \cap D(\mu, \eta) = \emptyset \quad (\lambda \in K, \mu \in L) . \]
Because all the relevant projections commute it is sufficient now to prove that \( E(\lambda, \eta)E(\mu, \eta) = 0 \) \((\lambda \in K, \mu \in L)\). Let \( x \in \emptyset \) and write
\[ y = E(\lambda, \eta)E(\mu, \eta)x . \]
Because \( y = E(\lambda, \eta)y = E(\mu, \eta)y \), it follows from (6) that,
\[ \| (\lambda - \mu)y \| = \| (T - \mu I)E(\mu, \eta)y - (T - \lambda I)E(\lambda, \eta)y \| \]
\[ \leq \| (T - \mu I)E(\mu, \eta)y \| + \| (T - \lambda I)E(\lambda, \eta)y \| \]
\[ \leq \eta \| y \| + \eta \| y \| . \]
Because \( D(\lambda, \eta) \cap D(\mu, \eta) = \emptyset \), \( |\lambda - \mu| > 2\eta \). Hence \( \| y \| = 0 \) and \( E(\lambda, \eta)E(\mu, \eta) = 0 \) as required.

**Corollary.** If \( K \) and \( L \) are in \( \mathcal{K} \) and \( K \cap L = \emptyset \),
\[ E(K \cup L) = E(K) + E(L) . \]

**Proof.** This follows from Lemmas 4 and 5.

**Lemma 6.** If \( K \) is in \( \mathcal{K} \)
\[ E(K) = \bigwedge \{ E(U); U \in \mathcal{K}, K \subseteq U \} . \]

**Proof.** By definition of \( E \),
\[ E(K) \leq \bigwedge \{ E(U); U \in \mathcal{K}, K \subseteq U \} . \]
To prove the converse let
\[ E_\varepsilon = \bigvee \{ E(\lambda, \varepsilon); \lambda \in K \} \quad (\varepsilon > 0) . \]
By definition, \( E(K) = \bigwedge_{\varepsilon \to 0} E_\varepsilon \). Let \( U_\varepsilon \) be the open \( \varepsilon \)-neighbourhood of \( K \); i.e.
Clearly $K \subseteq U_\varepsilon$. We complete the proof by showing that $E(U_\varepsilon) \leq E_\varepsilon$ ($\varepsilon > 0$).

Suppose that $L \in \mathcal{K}$ and $L \subseteq U_\varepsilon$. Then $L$ is at positive distance from $C \sim U_\varepsilon$, i.e. there exists $\eta$ such that $\eta > 0$ and if $\mu \in L$ and $|z - \mu| \leq \eta$ then $z \in U_\varepsilon$. Thus, for each $\mu$ in $L$, the compact set $D(\mu, \eta)$ is covered by the open discs $\{z: |z - \lambda| < \varepsilon\}$ ($\lambda \in K$). Hence a finite set, corresponding, say, to $\lambda_1, \ldots, \lambda_n$, of these discs cover $D(\mu, \eta)$. Then, by Lemma 2,

$$E(\mu, \eta) \leq \bigvee_{i=1}^n E(\lambda_i, \varepsilon) \leq E_\varepsilon \quad (\mu \in L).$$

Thus $E(L) \leq E_\varepsilon$ ($L \in \mathcal{K}$ and $L \subseteq U_\varepsilon$) and hence, $E(U_\varepsilon) \leq E_\varepsilon$. It follows that

$$E(K) \leq \bigwedge_{\varepsilon > 0} E(U_\varepsilon) \leq \bigwedge_{\varepsilon > 0} E_\varepsilon = E(K),$$

and, because each $U_\varepsilon$ is open,

$$E(K) = \bigwedge \{E(U): U \in \mathcal{K}, K \subseteq U\}.$$

At this stage it is relevant to point out that we have proved enough to show that, for each $x$ in $\mathcal{D}$, the function $(E( \ )x, x)$ restricted to $\mathcal{K}$ is a regular content. Standard techniques [6, §§53, 54] would enable us to extend this content to a regular Borel measure. We would then have to show that this measure coincided with the restriction of $(E( \ )x, x)$ to $\mathcal{B}$. It would then follow [5, §36] that $E$ restricted to $\mathcal{B}$ was a spectral measure. We do not proceed in this way because the proof that $(E( \ )x, x)$ was the extension of the content originally defined would be of the same order of magnitude as the direct proof that $E$ restricted to $\mathcal{B}$ is a spectral measure. There are, however, obvious similarities between our proofs and the standard procedures for extending a content.

Let $\mathcal{M}$ denote the class of all subsets $M$ of $C$ such that

$$E(M) = \bigwedge \{E(U): U \in \mathcal{K}, M \subseteq U\}.$$

Clearly $\mathcal{K} \subseteq \mathcal{M}$ and $\mathcal{H} \subseteq \mathcal{M}$. We shall show that $\mathcal{B} \subseteq \mathcal{M}$ and that $E$ restricted to $\mathcal{M}$ (and hence, restricted to $\mathcal{B}$) is a spectral measure.

**Lemma 7.** If $(U_n)$ is a sequence in $\mathcal{H}$ and $U = \bigcup_{n=1}^\infty U_n$, then

$$E(U) = \bigvee_{n=1}^\infty E(U_n).$$
Proof. By (9), $E(U) \supseteq \bigvee_{n=1}^{\infty} E(U_n)$.

Conversely let $K \in \mathcal{S}$, $K \subseteq U$. Because $K$ is compact there exists $m$ such that

$$K \subseteq \bigcup_{n=1}^{m} U_n.$$  

Hence, [6, §50, Theorem A], there exist compact $K_1, \ldots, K_m$ such that

$$K_n \subseteq U_n \quad (n = 1, \ldots, m),$$

$$K = \bigcup_{n=1}^{m} K_n.$$  

Then, by definition, $E(K_n) \subseteq E(U_n)$ for each $n$ and, by Lemma 4,

$$E(K) = \bigvee_{n=1}^{m} E(K_n) \subseteq \bigvee_{n=1}^{m} E(U_n) \subseteq \bigvee_{n=1}^{\infty} E(U_n).$$  

Thus $E(U) \subseteq \bigvee_{n=1}^{\infty} E(U_n)$, which completes the proof.

**Lemma 8.** If $(M_n)$ is a sequence in $\mathcal{S}$ and $M = \bigcup_{n=1}^{\infty} M_n$, then $M$ is in $\mathcal{S}$ and

$$E(M) = \bigvee_{n=1}^{\infty} E(M_n).$$  

Proof. By (9), $E(M) \supseteq \bigvee_{n=1}^{\infty} E(M_n)$.

Now, suppose that $\varepsilon > 0$ and $x \in \mathbb{S}$. By definition of $\mathcal{S}$ there exists a sequence $(U_n)$ in $\mathcal{S}$ such that $M_n \subseteq U_n$ and,

$$||E(U_n)x - E(M_n)x|| < \varepsilon 2^{-n} \quad (n = 1, 2, \ldots).$$  

Let $U = \bigcup_{n=1}^{\infty} U_n$; $U$ is open, $M \subseteq U$ and, by (9) and Lemma 7,

$$E(M) \subseteq E(U) = \bigvee_{n=1}^{\infty} E(U_n).$$  

Thus,

$$0 \leq E(M) - \bigvee E(M_n) \leq \bigvee E(U_n) - \bigvee E(M_n) \leq \bigvee (E(U_n) - E(M_n)).$$  

Hence,
\[ \| E(M)x - (\bigvee E(M_n))x \| \leq \| \{ \bigvee (E(U_n) - E(M_n)) \} x \| \]
\[ \leq \sum_{n=1}^{\infty} \| E(U_n)x - E(M_n)x \| \]
\[ < \sum_{n=1}^{\infty} \varepsilon 2^{-n} \]
\[ = \varepsilon . \]

Thus \( E(M)x = (\bigvee_{n=1}^{\infty} E(M_n))x \ (x \in \mathcal{G}) \) and \( E(M) = \bigvee E(M_n) \).

It also follows from the proof above that
\[
\inf \{ \| E(U)x - E(M)x \| : U \in \mathcal{A}, M \subseteq U \} = 0 \quad (x \in \mathcal{G}).
\]

Hence,
\[ E(M) = \bigwedge \{ E(U) : U \in \mathcal{A}, M \subseteq U \}, \]
\( M \in \mathcal{A} \) and the proof is complete.

**Corollary 1.** If \( (M_n) \) is a disjoint sequence in \( \mathcal{A} \),
\[ E\left( \bigcup_{n=1}^{\infty} M_n \right) = \sum_{n=1}^{\infty} E(M_n), \]
with the series strongly convergent.

**Proof.** By Lemma 5,
\[ \bigvee_{n=1}^{\infty} E(M_n) = \sum_{n=1}^{\infty} E(M_n), \]
with the series strongly convergent.

**Corollary 2.** Every closed subset of \( C \) is in \( \mathcal{A} \).

**Proof.** Every closed subset of \( C \) is a countable union of compact sets.

**Lemma 9.** \( E(C) = I \) and, for every \( M \) in \( \mathcal{A} \), if \( M' = C \sim M \), then \( M' \in \mathcal{A} \) and \( E(M') = I - E(M) \).

**Proof.** Because \( C \) is open, \( C \in \mathcal{A} \) and, by (9) and (4),
\[ E(C) \geq E(0, r) \rightarrow I \quad (r \rightarrow \infty). \]

If \( U \) is open, \( U' \) is closed and, by the corollaries to Lemma 8,
\[ E(U') + E(U) = E(C), \]
\[ E(U') = I - E(U). \]
Similarly, if $K$ is compact, $K'$ is open and
\[ E(K') = I - E(K) . \]
Thus, by (9),
\[
E(M') \supseteq \bigvee \{E(U'): U \in \mathcal{Z}, M \subseteq U\} \\
= \bigvee \{I - E(U): U \in \mathcal{Z}, M \subseteq U\} \\
= I - \bigwedge \{E(U): U \in \mathcal{Z}, M \subseteq U\} \\
= I - E(M) ;
\]
and conversely,
\[
E(M') \subseteq \bigwedge \{E(K'): K \in \mathcal{K}, K \subseteq M\} \\
= \bigwedge \{I - E(K): K \in \mathcal{K}, K \subseteq M\} \\
= I - \bigvee \{E(K): K \in \mathcal{K}, K \subseteq M\} \\
= I - E(M) .
\]
It follows that $E(M') = I - E(M)$ and, because $K' \in \mathcal{Z}$ if $K \in \mathcal{K}$, the second inequality above shows that $M' \in \mathcal{A}$.

**Theorem 3.** If $E$ is restricted to $\mathcal{B}$ then $E$ is a spectral measure.

**Proof.** Lemmas 8 and 9 show that $\mathcal{A}$ is a $\sigma$-ring of subsets of $C$. Because, $\mathcal{K} \subseteq \mathcal{A}$, it follows that $\mathcal{B} \subseteq \mathcal{A}$. Because $E$ is (strongly) countably additive on $\mathcal{A}$ (Lemma 8, Corollary 1) and $E(C) = I$ (Lemma 9), it follows that $E$, restricted to $\mathcal{B}$, is a spectral measure.

**Remark.** The proof given above shows that the spectral measure given by the restriction of $E$ is regular, i.e. if $M$ is in $\mathcal{B}$,
\[
E(M) = \bigvee \{E(K): K \in \mathcal{K}, K \subseteq M\} \\
= \bigwedge \{E(U): U \in \mathcal{Z}, M \subseteq U\} .
\]
The proof can easily be adapted to give a simple direct proof that a complex spectral measure [5, §39] is regular.

4. The spectral theorem. We now wish to prove the relation
\[ T = \int \lambda E(d\lambda) . \]
Before doing this we digress to define spectral integrals and recall some elementary facts about them. Our remarks are based on [4,
If \( f \) is a complex-valued Borel-measurable function defined on \( \mathbb{C} \) and \( r > 0 \), \( f_r \) is defined by

\[
\begin{align*}
\Lambda(\lambda) &= f(\lambda) \\
f_r(\lambda) &= 0 \quad (|f(\lambda)| > r).
\end{align*}
\]

If \( E \) is any spectral measure we define

\[
A = \int f(\lambda) E(d\lambda)
\]

as follows. \( \mathcal{D}(A) \) is the set of all \( x \) in \( \mathcal{E} \) such that \( \int f_r(\lambda) E(d\lambda)x \) tends to a limit as \( r \to \infty \); and, for \( x \) in \( \mathcal{D}(A) \)

\[
Ax = \lim_{r \to \infty} \int f_r(\lambda) E(d\lambda)x.
\]

(We make the convention that the range of integration is the whole of \( \mathbb{C} \) unless otherwise specified). Writing \( A_r = \int f_r(\lambda) E(d\lambda) \) and

\[
M_r = \{ \lambda \in \mathbb{C}: |f(\lambda)| \leq r \},
\]

we have, for \( x \) in \( \mathcal{E} \),

\[
\| A_rx - A_sx \|^2 = \int |f_r(\lambda) - f_s(\lambda)|^2(E(d\lambda)x, x)
\]

\[
= \int_{M_r \Delta M_s} |f(\lambda)|^2(E(d\lambda)x, x).
\]

It follows that

\[
\mathcal{D}(A) = \left\{ x \in \mathcal{E}: \int |f(\lambda)|^2(E(d\lambda)x, x) < \infty \right\},
\]

and

\[
\| Ax \|^2 = \int |f(\lambda)|^2(E(d\lambda)x, x) \quad (x \in \mathcal{D}(A)).
\]

For the remainder of this paper \( E \) denotes the spectral measure with domain \( \mathcal{E} \) which we obtained in \( \S \ 3 \) (Theorem 3).

**Theorem 4.** \( T = \int \lambda E(d\lambda) \).

**Proof.** If \( M \) is a Borel set of diameter not greater than \( r \) and if \( \lambda \in M \), it follows from (5) and (6) that

\[
E(M)x = E(M)E(\lambda, r)x \in \mathcal{D}(T)
\]
and

\[ \| TE(M)x - \lambda E(M)x \| \leq r \| E(M)x \| \quad (x \in \mathcal{F}). \]

Hence

\[
\int_{|\lambda| \leq r} \lambda E(d\lambda)x = \int_{|\lambda| \leq r} \lambda E(d\lambda)E(0, r)x \\
= TE(0, r)x \quad (x \in \mathcal{F}).
\]

Thus, if \( x \in \mathcal{D}(T) \),

\[
\int_{|\lambda| \leq r} \lambda E(d\lambda)x = TE(0, r)x \\
= E(0, r)Tx \\
\rightarrow Tx \quad (r \to \infty).
\]

This shows that \( x \in \mathcal{D}\left(\int \lambda E(d\lambda)\right) \) and

\[ \int \lambda E(d\lambda)x = Tx, \]

so that \( T \subseteq \int \lambda E(d\lambda) \). On the other hand if \( x \in \mathcal{D}\left(\int \lambda E(d\lambda)\right) \),

\[
TE(0, r)x = \int_{|\lambda| \leq r} \lambda E(d\lambda)x \\
\rightarrow \int \lambda E(d\lambda)x \quad (r \to \infty).
\]

Because \( T \) is closed and \( E(0, r)x \to x \quad (r \to \infty) \), we have \( x \in \mathcal{D}(T) \) and \( Tx = \int \lambda E(d\lambda)x \). Thus \( T = \int \lambda E(d\lambda) \) as required.

The construction of \( E \) makes uniqueness easy to prove.

**Theorem 5.** If \( F \) is a spectral measure (with domain \( \mathcal{B} \)) and \( T = \int \lambda F(d\lambda) \), then \( E = E \).

**Proof.** Suppose that \( \lambda \in C \) and \( r \geq 0 \). Let \( \mathcal{F}(\lambda, r) \) be the set of all \( x \) in \( \mathcal{F} \) such that

\[ x \in \mathcal{D}(T^n) \text{ and } \| r^{-n}(T - \lambda I)^n x \| \leq \| x \| \quad (n = 1, 2, \ldots). \]

The proof of [5, § 41, Theorem 1] shows that \( \mathcal{F}(\lambda, r) \) is a subspace of \( \mathcal{F} \) which is invariant under every bounded operator which commutes with \( T \). We show that

\[ \Re(F(D(\lambda, r))) = \mathcal{F}(\lambda, r) = \Re(E(\lambda, r)). \]

Write \( F(\lambda, r) = F(D(\lambda, r)) \). Because \( D(\lambda, r) \) is bounded
and, by (10),
\[
\| r^{-n} (T - \lambda I)^n F(\lambda, r)x \|^2 = \int_{|\mu - \lambda| > s} |\mu - \lambda|^n (F(d\mu) F(\lambda, r)x, F(\lambda, r)x) \leq \int_{D(\lambda, r)} r^{-2n} |\mu - \lambda|^n (F(d\mu) F(\lambda, r)x, x) \leq \int_{D(\lambda, r)} (F(d\mu)x, x) = \| F(\lambda, r)x \|^2.
\]
Thus \( R(\lambda, r) \subseteq \mathcal{F}(\lambda, r) \).

Now suppose that \( x \in \mathcal{F}(\lambda, r) \). Take \( s > r \) and write \( y = x - F(\lambda, s)x \). Because \( \mathcal{F}(\lambda, r) \) is invariant under \( F(\lambda, s), y \in \mathcal{F}(\lambda, r) \) and \( \| (T - \lambda I)y \| \leq r \| y \| \). Also,
\[
\| (T - \lambda I)y \|^2 = \int |\mu - \lambda|^2 (F(d\mu)y, y);
\]
and, because \( F(\lambda, s)y = 0 \),
\[
\| (T - \lambda I)y \|^2 = \int_{|\mu - \lambda| > s} |\mu - \lambda|^2 (F(d\mu)y, y) \geq s^2 \int (F(d\mu)y, y) = s^2 \| y \|^2.
\]
Thus, because \( s > r \), \( \| y \| = 0 \). Accordingly, \( F(\lambda, s)x = x \) \( (x \in \mathcal{F}(\lambda, r)) \). Letting \( s \to r + 0 \), we have
\[
x = F(\lambda, r)x \quad (x \in \mathcal{F}(\lambda, r)).
\]
Thus \( R(\lambda, r) = \mathcal{F}(\lambda, r) \).

A similar argument, shows that \( R(E(\lambda, r)) = \mathcal{F}(\lambda, r) \).

Thus the spectral measures \( E \) and \( F \) agree on all closed discs \( D(\lambda, r) \) \( (\lambda \in \mathcal{C}, r \geq 0) \). Hence they agree on the \( \sigma \)-ring generated by these discs, i.e., on \( \mathcal{G} \). Thus \( E = F \) as required.

We now define the spectral measure (or resolution of the identity) of a normal operator \( T \) to be the unique spectral measure \( E \) such that
\[
T = \int \lambda E(d\lambda).
\]
We conclude with the important commutativity result.
Theorem 6. If $T$ is normal its spectral measure commutes with every bounded operator which commutes with $T$.

(i.e. If $B$ is bounded and $BT \subseteq TB$ then $BE(M) = E(M)B (M \in \mathcal{B})$.)

Proof. For each complex $\lambda$ and nonnegative $r$, $\tilde{\mu}(\lambda, r)$ is invariant under $B$. Because $\tilde{\mu}(\lambda, r) = \Re(E(\lambda, r)), BE(\lambda, r) = E(\lambda, r)BE(\lambda, r)$. Because $B$ commutes with $T, B^* \text{ commutes with } T^*$ and, because

$$\| (T - \lambda I)x \| = \| (T^* - \overline{\lambda} I)x \| (x \in \mathcal{D}(T)),$$

it follows that $\tilde{\mu}(\lambda, r)$ is invariant under $B^*$ so that $B^*E(\lambda, r) = E(\lambda, r)B^*E(\lambda, r)$ and, finally, $BE(\lambda, r) = E(\lambda, r)B$. The desired result is now an immediate consequence of the construction of $E$.
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