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Let K be a field of characteristic p, p zero or prime, and
let L be the algebraic closure of K. Let Mn(K) denote the
matrix algebra of ^-square matrices with elements in K. The
commutator of A, BeMn(K) is defined by {A, B) = AB - BA.
It is the object of this paper to examine the following two
questions,

I. Given exactly one of the three matrices A, B, C e Mn(K)9

to determine necessary and sufficient conditions in order that
the other two matrices will exist in MJJK) such that

(1) C = (A, B), (C, A) = 0, C Φ 0 .

II. Given exactly one of the three matrices AfB,C e Mn(K),
to determine necessary and sufficient conditions in order that
the other two matrices will exist in Mn(K) such that

( 2 ) C=(A, B), (C, A) = 0,(C,B) = 0 , C Φ 0 .

We shall obtain complete solutions to all these problems,
except that, in Question I when C is the given matrix and
0 < p ^ n, we obtain only a partial solution. As a consequence
of our results, we are able to find conditions that are
sufficient, and sometimes necessary and sufficient, in order
that solutions exist in Mn(K) for certain complicated families
of commutator equations related to (1) or (2).

Our proofs use only the theory of matrix similarity. Certain of
our results (Theorems 1, 3, 4) are close to known results in the
theory of Lie algebras. Nevertheless, we present full proofs.

Question II has already been examined by McCoy [4] when K is
the complex number field. In our discussion of Question II, we obtain
results that partially duplicate and partially complement McCoy's
results.

2 Additional notation. Let 0aβ denote an a x β matrix of
zeros, let Ia denote the α:-square identity matrix. Frequently we
simply write 0 and I. We let λ be an indeterminate and if m(λ) =
mQ + mxλ + .. - + mr_1λ

r"1 + λr, we let C(m(X)) be the companion
matrix of m(λ). It is the matrix 2.2 on p. 252 of [5] when r > 1,
and C(m(λ)) = (— m0) when r — 1. For the informed reader we take
our companion matrices to have the stripe of one's on the diagonal
just above the main diagonal. Let Ta be a linear combination of
powers of C(λα). Then Ta is constant on each diagonal parallel to
(or equal to) the main diagonal, and Ta has only zeros strictly below
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the main diagonal. We use Ta to define a x β stripe matrix M.
For a < β, M= (0a,β_a, Ta); for a = β, M = Ta; for a > β,

The direct sum of matrices A, B is denoted by A + B or by
diag (A, B).

Given matrix A e Mn(K), the nonconstant polynomials on the main
diagonal of the Smith canonical form of the polynomial matrix
λl — A are called the invariant factors of A. Each of the invariant
factors of A can be factored into a product

of powers of distinct polynomials #i(λ), p2(X), , which are irreducible
over K. We call these powers of irreducible polynomials

the elementary divisors of A over K. Within Mn(K), A is similar to
the direct sum of the companion matrices of its elementary divisors
over K.

3. Question !•

THEOREM 1. Let p = 0 or p > n. Let C, Uiy Vi e Mn(K) satisfy

( 3) C = ±(Ui9 V& (C, Ut) - 0, 1 <£ i £ s .

C is nilpotent. Conversely, if C is nilpotent, A,BeMn(K)
exist such that

(4) C = (A,B), (C,A) = 0.

THEOREM 2. Let 0 < p ^ n. Let C e Mn(L). Then A, B e Mn(L)
exist satisfying (4) if and only if C is similar within Mn(L) to
some matrix C1+ + Ct in which: (i) for 1 g i ^ ί, C; feαs α single
eigenvalue 7*; (ϋ) whenever j { Φ 0, C, partitions as

ίΛαί δZocA: Cίαβ is α^ eία x eiβ stripe matrix, and eia ~ eiβ = 0
(mod p), 1 ^ a, β g A(i).

THEOREM 3. Lei A, 5, C e Mn(L) satisfy (4). TΛe^ A+, B+ e Mn(L)
exist such that C = (A+, B+), (C, A+) = 0, A+ is nilpotent, and for
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p Φ 2, B+ has zero trace.

THEOREM 4. If C e Mn(K) is nilpotent then B e Mn(K) exists
such that

(5) C = (C,B).

Moreover, if p Φ 2, B may be chosen to have zero trace.

Proofs. We first establish part of Theorem 1. Suppose (3) holds.
After a similarity transformation by an element of Mn(L), we may
suppose C is in Jordan canonical form: C — C1 + C2 + + Ct where
Ci has a single eigenvalue 7* and Ji Φ yd for i Φ j . Partition Z7{ =
(Uiaβ)iέa,βzt, Vi = (Viaβ^aφzt, conformally with the partitioning of C.
Then (C, 17*) = 0 forces CaUiaβ = UiaβCβ, 1 ^ a, β S t, 1 ^ i rg s. It
is well known that, because Ca and Cβ do not have a common
eigenvalue when a Φ β, this equation implies Uiaβ = 0 for a Φ β.
Then (3) immediately yields

which forces trace Ca — 0, hence ηa = 0, for all α:. Hence C is
nilpotent. This proves half of Theorem 1. This half of Theorem 1
is well known in the theory of Lie Algebras. The proof usually given
there uses Newton's identities on symmetric polynomials. Our proof
avoids use of this device from outside linear algebra.

We next establish part of Theorem 3. After a similarity trans-
formation by an element of Mn(L), we may suppose A in Jordan
canonical form, hence let A = At + + At where A* has aζ as its
only eigenvalue and aζ Φ a5 if i Φ j . Then (C, A) — 0 forces C =
Ci + + Ct. Partition B = (B^)^,^. Then C = (A, B) yields
Ci = (Ai9 Bu) and (C, A) = 0 yields (Ci9 At) = 0; 1 ^ i ^ ί. If we put
A+ = diagίΛ—αj, A2~^2ί, , At—atl) and J5+ = diag(J?u, 522, , 5^),
then easily C = (A+, £+), (C, A+) = 0, and A+ is nilpotent. This
proves part of Theorem 3.

We now prove Theorem 4. It suffices to establish the result when
C is in rational canonical form. Since the rational canonical form of
a nilpotent matrix is the direct sum of matrices of the form C(Xn).
it suffices to assume that C — C(Xn). Let

- 1, tt - 2, , 1, 0) ,

where β e K. Then

C(λ ) - (C(λ ), J5) .
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Moreover, trace B — nβ — n(n — l)/2. If n Ξ£ 0 (mod p) then βe K
can be found to make trace 5 = 0. If n = 0 (mod p) and p is odd,
then trace B — 0 for any β e K. This proves Theorem 4. An appeal
to Theorem 4 completes the proof of Theorem 1.

We now prove Theorem 2. We may, as in the proof of Theorem
1, assume C = Cx + + Cu A = A1 + . + At, B = {Bi3)lίki,^u where
Ci has 7̂  as its only eigenvalue. Then d — (Aiy Bu), (Ci9 A{) — 0,
1 ^ i ^ ί. Let us simplify the notation and now denote Ci1 Aif BH

by C, A, B, respectively. Then (4) holds, C has 7 as its only
eigenvalue, and by Theorem 3 we may take A to be nilpotent. After
a similarity transformation by an element of Mn(L), we may take

( 6 ) A = C(λei) + C(Xeή + . + C(λβ*), ^ ^ . . . ^ , .

Let B ~ (J?ij)î i,î fc> where Biό is e* x eiβ It is well known that
(C, A) = 0 forces C = ( C ^ ) ^ , ^ where C i y is an β< x β̂  stripe matrix.
Moreover C = (A, J5) yields

for 1 5Ξ i, i g k. From (7) follows: whenever et — ejf trace C^ = 0.
Thus all square blocks in C have trace zero.

We now have to show that if 7 Φ 0 then e ^ O (mod p) for
1 <̂  ΐ ^ k. Suppose, for some fixed i with 1 ̂  i S k, that ^ ^ 0
(mod p). Choose integers u, v such that all the β^-square blocks in
C are Caβ with u < a, β ^ v. Since β< ̂  0 (mod p) any eΓsquare Cα β

must have zero main diagonal since it has trace zero. Hence the
first column of any Caβ with u < a, β ^ v is a zero column. If
a ^ u and / 3 > t 6 o r i f π < ^ ^ τ ; and β > v, then the first column
of Caβ is a zero column since any such Caβ is an eaxeβ stripe matrix
with ea < eβ. It a > v and β > u then the first column of Caβ is all
zeros, except (perhaps) for the top element. Thus the columns of C
passing through the first columns of CltU+u CltU+2, , Clk are entirely
zero except for a fixed set of k — v positions. Since k — u > k — v,
these columns must be dependent. Thus C is singular. But 7 is the
only eigenvalue of C and 7 ^ 0 . Hence ^ Ξ O (mod p).

To complete the proof of Theorem 2, we show that if C =
(Cij)i^i,j^k with each CiS an β̂  x βy stripe matrix such that et = eό = 0
(mod p), then with A given by (6), we can find B — {Bi3)^itj<k such
that BiS is βi x βy and (7) holds for I ^ i, j ^ k. First let et > e3 .
Put row a of J5^ equal to (a — 1) (row a — 1 of C i 5 ) for 2 ̂  α: g ^ + 1,
and put all other rows of Bi3 equal to zero. Then (7) holds. Next
suppose that e{ = e3 . Then set row a of JB^ equal to (a — 1) (row
α: — 1 of Ci3) for 2 ̂  a :§ ̂ , and set the first row of Bi3 equal to
zero. Then, because e{ = 0 (mod p), (7) holds. Finally suppose e{ < ey.
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This time put column e3 — a of Bi0 equal to ( — a) (column e3- — a + 1
of Ci3) for 1 ^ a g e*, and put all other columns of Bi3 equal to zero.
Then again (7) holds. This finishes the proof of Theorem 2. Note
that, when i — j , trace Bu — ce^ — l)/2, where c is the (1, 2)
element of Cu. Since ^ Ξ O (mod p), we find trace ΰ ^ = 0 whenever
p is odd. Combining this fact with Theorem 4 yields the remaining
part of Theorem 3.

Theorem 2 is somewhat unsatisfactory in that whether C e MJJL)
can be represented in the form (4) depends only on the similarity
class of C, and hence the necessary and sufficient condition should be
a condition on the elementary divisors of C. In one particular case
it is possible to obtain a condition involving the elementary divisors
of C.

THEOREM 5. Let C e Mn(L) and let 0 < p <Ξ n. (i) Suppose
A, Be Mn(L) exist to satisfy (4). // C is not nilpotent let 7 Φ 0 he
an eigenvalue of C of multiplicity < 2p. Then the full set of
elementary divisors (over L) of C belonging to j is given by (λ — τ)α

(t — b times) and (λ — j)a+1 (p times), where α, b, t are integers
such that 0 ^ b < t, a > 0, p = at + b. (ii) Suppose that each nonzero
eigenvalue 7 of C satisfies the following condition: the elementary
divisors belonging to 7 come in disjoint sets of the form (λ — j)a

(t — b times), (λ — j)a+1 (b times), where integers α, 6, t satisfy
0 ^[b < t, a > 0, at + b = 0 (mod p). Then A, Be Mn(L) exist to
satisfy (4).

Proof. Suppose (4) holds. Then, by Theorem 2, we may take
C = d + + Ct where, say, Cx has eigenvalue 7. From the fact
that the multiplicity of 7 is < 2p and the form of Cl9 it follows that
C1 is a p-square stripe matrix. We have merely to determine the
elementary divisors of the stripe matrix C1# This was accomplished
by Gantmacher in [2], Here is an alternative proof which establishes
a result slightly more general than Gantmacher's.

LEMMA 1. Let W = (wα β)i<;«,β<;% be n-square. Let t be a fixed
integer, 1 g t < n. Let waβ = 0 whenever β — a < t and waβ Φ 0
whenever β — a = t. Then the elementary divisors of W are λα

with multiplicity t — b and λα+1 with multiplicity b, where n =

Proof of Lemma. Suppose, for a fixed r with 1 g r < n — t,
that w^ = 0 for all i, j for which 1 <Ξ i < r, j — i > t. Fix integer
s so that s ^ ^ and s — r < £. Perform the following similarity
transformation of W: add — (wr,t+r)~1wrs times column t + r to column
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s, then in the resulting matrix add (wr,t+r)~1wrs times row s to row
t + r. The matrix obtained this way satisfies all the hypotheses
imposed on W, has the same elements on diagonal (i, j) with j — i =
t as W, has the same row r as W except that position (r, s) is now
zero. Thus, in W, we may, one by one, replace the elements to the
right of wryt+r with zeros, and we may do this for r = 1, 2, , n — t — 1.
So in W we may assume wiά — 0 whenever j •— i Φ t.

If S = diag (δl9 S2, , δw) with S, = . . . = ^ = 1, δ ί + ί = (w^+Λ)" 1

for 1 <; i ^ w — t, then in STFiS"1, all positions (i, i) with j — ί Φ t
are zero, and all positions (ΐ, i) with j — i = t are one. So in FT
assume wi5 = 0 if i — i Φ t, wiβ = 1 if i — ΐ = t.

Now consider λ/% — W. Given ί, 1 <^ i ^ n — t, find integers
a, β such that i = αί + /9, 1 ^ /3 g t, a ^ 0. In λJ, ~ T7 add λα+1

times column t + i to column β for 1 ^ i ^ n ™ ί. Call the resulting
matrix TΓlβ As columns 1, 2, •••, ί of WΊ are entirely zero down to
row n — ί, we may add appropriate multiples of row α: to rows
α: + 1, α + 2, - , n for 1 g a ^ w — ί, so that the resulting matrix,
call it W2, becomes a generalized permutation matrix (has exactly one
nonzero element in each row and in each column). The nonconstant
entries of Wt occur in the lower left txt block of W2, and they give
the elementary divisors of W.

To apply Lemma 1 to Theorem 5, let C1 be an ^-square stripe
matrix with diagonal element 7, then let W — C1 — jln. This proves
Theorem 5 (i).

For Theorem 5 (ii) let m = at + b. We now know that m-square
matrix Γ with elementary divisors (λ — j)a (t — h times) and (λ — j)a+1

(b times) is similar to the m-square stripe matrix Γx whose first row
is (7, 0, 0, , 0, 1, 0, , 0), where the 1 occurs at position t + 1.
Then if B has zero first row and row i of B is (i — 1) (row i — 1 of
Λ) for 2 S i S m, we find Γx = (C(λm), B), (Γu C(λm)) = 0. By taking
direct sums in an obvious manner we obtain Theorem 5 (ii).

THEOREM 6. Let C e Mn(K) and let 0 < p <i n. Suppose for each
nonzero eigenvalue 7 of C, each elementary divisor (λ — j)e of C
over L belonging to 7 occurs with multiplicity k == 0 (mod p) whenever
β ί O (mod p). Then A, Be Mn(K) exist such that (4) holds.

Proof. Form the elementary divisors of C over K. The elemen-
tary divisors of C over L are obtained from the elementary divisors
of C over K by decomposing the elementary divisors over K into
products of powers of distinct linear factors. Let p(X)e be an elemen-
tary divisor of C over K, where p(X) is irreducible over K. Either
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p(X) has simple roots or else p(X) has multiple roots and in the latter
event p(X) is a polynomial in Xp. First suppose that p(X) has multiple
roots or that p(X) has simple roots but e = 0 (mod p). Let p{X)e ~
α0 + a,X + . . . + α^λ™"1 + λm. Then a3 = 0 if i Ξ£ 0 (mod p), and
m = 0 (mod p). Put I? = dίag(l, 2, 3, , ra). Then C(p(X)e) =
(C(p(λ)e), 5) since .?%„, ^ 0 if i =£ 1 (mod p) and ja^, = α ^ if i = 1
(mod p).

Now let p(X)e be an elementary divisor of C over K such that
β Ξ£ 0 (mod p) and p(λ) has simple roots. Let λ0 be a zero of p{X).
Then (λ — λo)

e is an elementary divisor of C over L, hence appears as
an elementary divisor of C over L with multiplicity J Ξ O (mod p).
Consequently p(X)e is an elementary divisor of C over K with
multiplicity k ~0 (mod p). Let Γ = diag(C(p(λ)e), , C(p(λ)e)), (&
direct summands). Then it will be shown in the proof of Theorem 9
that A, B exist over K such that Γ = (A, J?), (Γ, A) = (Γ, 5) = 0β

This completes the proof of Theorem 6.

THEOREM 7. Let A e Mn(K). Then B, C e Mn(K) exist satisfying
(1) if and only if at least one elementary divisor of A over L is
nonlinear.

Proof. Suppose each elementary divisor of A over L is linear.
After a similarity transformation of (1) by an element of Mn(L), we
may suppose A — A1 + + Ak, where A{ is scalar with diagonal
element ai9 and aζ Φ a5 if i Φ j . Then (C, A) — 0 forces C =
Cx + . . . + Ck. P a r t i t i o n B = {B,^,^. T h e n C{ = ( A { , Bu) = 0 a s
Ai is scalar. Hence G = 0.

Suppose now A possesses an elementary divisor over L which is
nonlinear. This means that A possesses an elementary divisor p(X)e

over K which has multiple roots. If p(X) has multiple roots then
p{X) (and hence p(X)e) is a polynomial in Xp:

p(X)e = α0 + αxλ + . + α^λ 1 *- 1 + λw ,

where a5 — 0 if j ^ 0 (mod p), and m = 0 (mod p)β Let B = (6^ ) be
m-square, with bi+ui = i for 1 ^ i ^ m — 1, and all other δ^ zero.
Then Jm = (C(p(λ)e),B), because jaό = 0 since α, = 0 if i =έ 0 (mod p)
and i = 0 (in i ί ) if j = 0 (mod p). Clearly (Im, C(p(λ)e)) - 0.

To complete the proof we may suppose that, for each elementary
divisor p(X)e of A over K, the polynomial p(X) has simple roots.
Hence for at least one elementary divisor p(X)e over K, we have
e > 1. Now when p(λ) has simple roots, C(p(X)e) is similar over iΓ to
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In R there are e blocks C(p(X)) on the main block diagonal, and / is
the degree of p(X). To prove this, one need only show that R and
C(p(X)e) are similar in Mm(L), and this is not difficult. If we set
B = diag(i>, 2If, , elf), then C = (R, B) Φ 0 and (C, U) - 0.

THEOREM 8. Let B e Mn(K)9 Then A, C e Mn{K) exist such that
(1) holds: (i) when n > 2 or wΛβw % = p = 2, i/ and only if B is
not scalar; (ii) when n = 2 Φ p, if and only if the eigenvalues of
B are distinct and in K.

Proof. We may assume B is in rational canonical form: B ~
C(Pi(X)) + C(p2(X)) + -.- + C(pr(X)), where px(λ), pz(X), , pr(X) are

the invariant factors of B; Pi(X) \ pi+ι(X) for 1 ig i < r. First suppose
r > 1 and pr(λ) is not linear. Let X be a (degree Pi(λ)) x (degree
pr(X)) matrix whose only nonzero element is a one at the top left
corner. Let A e Mn(K) have X occupying the extreme top right
corner; all other positions in A are zero. Let C — (A, B). Then C is
all zeros except that the upper right corner is

( 8 ) - C(Pl(X))X + XC(pr(X)) .

Since pr(X) is not linear, the top element of the second column of (8)
is 1. Hence C Φ 0, But CA = AC = 0, hence (C, A) = 0.

This calculation fails if r = 1 or if pr(X) is linear. When pr(λ)
is linear, B is scalar. So let r ~ 1. Let % ̂  3 and let B be a com-
panion matrix. Take matrix A to be entirely zero except for a single
one in extreme lower left corner. Then C — (A, B) Φ 0 and CA =
0 = AC.

Now let w=2=p. Let β=C(λ2 + /52λ + /SΊ). Put A=C(λ2 + (l + /51)).
Then C = (A,B)Φ0 but (C, A) = 0.

Finally let n = 2 Φ p. If C = (A, J5) and (C, A) = 0, then also
C = (A,B - /SI) and (C, A) = 0. Therefore in searching for C, A
belonging to a given ί?, we may change B to B — βly and hence
assume we are working with a B which has zero trace. Cast B into
rational canonical form. Since B clearly cannot be scalar if we are
to have C Φ 0, we may suppose B — C(λ2 — β). Now note that if
C = (A, B) with (C, A) = 0 then also C = (A - α:/, B) with
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(C, A-aI) = 0, and also aC = (aA, B) with (aC, aA) = 0. By com-
bining these two observations we may assume that the (1, 1) element
of A is zero and that one of the nonzero elements of A is a one.
Thus we may assume A is in one of the following three forms:

A
Ό 1 "0

aL

0~

1_
A =

~0

1

0~

0_

In each of the last two possibilities ((A, B), A) Φ 0. Thus we may
confine our search for A to the first possibility. Then

C = (A, B) =

(C, A) =

β - a,

x2β
a2

β) 2(/3 - αθ - «;

.ia, -β)- a\β a2(β + a,)

If a2 = 0 then (C, A) = 0 forces β — ax — 0, which in turn forces
C — 0. Since we want C Φ 0, we must have <x> ̂  0. Then (C, A) —
0 forces aι — ™ β and then α^ == 4/9. Thus /S must be a square in i£,
and then

Γ< ~2β 2β112

2β

Thus for C Φ 0, β must be a nonzero square in K. Let p, — <o be
the eigenvalues of B. The /5 ~ p2, so that /S is a nonzero square in
K if and only if p, — p are distinct and in K. Moreover when β is
a nonzero square in K and ax = ™ /S, α^ — 4/3, we find C = (A, JS) =̂  0
but (C, A) = 0. In terms of the original B with arbitrary trace, we
find that B must have its eigenvalues distinct and in K. This
completes the proof.

4. Question IL Let C, Aφ, Bψ e Mn(L) satisfy

( 9 ) C = Σ (Aφ, Bψ\ (C, A,) = (C, Bv) = 0, 1 ^ ^ ^ ί ,
φ=-l

where θ is a fixed positive integer. After a similarity transformation
of (9) by an element of Mn(L), we may assume C — G1 + . . . + Ck,
where C< has 7i as its only eigenvalue and 7* ^ 75 if i Φ j . Then
(C, Aφ) = (C, β^) = 0 forces A^ = A x̂ + . -. + Aφk, Bφ = β^ + + 5 y &,
and then

Ci - Σ ( Λ i , 5 ^ ) , (Ci, Λi) = (C<, 5^) - o, i ^ i ^ fc .

So let us change notation and consider (9) when C has a single
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eigenvalue 7 and is in Jordan canonical form. So now we let C —
CΊ + + Ck where Ct is e rsquare, with eλ ^ e2 ^ g ek, such that

/̂

C{ = (7) if βi = 1. Partition A^ =

<Ί

0

0

0

,0

1

7

0

0

0

0
1

7

0

0

0

0

1

0

0

... o

... o

... o

. . . y

... o

0
0

0

1

7)

if e{ > 1 ,

A,^k and

where Aφij and «Byii are e{ x βi# Then (C, A^) = 0 and (C, B )̂ = 0
yield C{Aφiύ — AφijCjf CiBφij — BφijCJ9 and it is well known that these
equations force Aφih Bφij to be stripe matrices; 1 g φ g θ; 1 ^ ΐ, i <s &.

We now require additional notation. Let the first row of e{ x β̂
stripe matrix Aφij be

(U7 {jj , U, Cίφiji, &φij2, *

when ed ^ eί5 and

when e4 ^ ei# Similarly we let δ^ i x, 6^iί2, , be the not necessarily
zero elements of the first row of the stripe matrix Bφi3.

From (9) we get

(10) ^ Σ Σ ( A φ i t B φ t ί - B φ i t A φ t i ) , l ^ i ^ l c .
φ=l t=l

A routine computation shows that the first row of the stripe matrix
AφitBφti is β rtuple

(11) (0, 0, , 0, aφιtιbφtiu aφinbφti2 + aφit2bφtil, •)

if i ^ t; and

11) 11 ••• i) ri ί) • π • π • — i— a h I

if ί ^ i. In (11), the second nonzero coordinate is absent et = 1. In
(12), all coordinates are zero if et — ^ ^ ^, and there is only one
nonzero coordinate if et — e{ — e{ — 1.

From (10), (11), (12) we find that the (1, 1) element of C, is

(13) 7
ς p = l ί :
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and if ^ > 1, the (1, 2) element of C* is

φ — 1 t:
l(14)
θ

{βφitlVφtiϊ. ~Γ ^φ
φ—1 t:

Note that, in (13) and (14), the terms with t — i collapse to zero,
hence it is necessary to sum only over values of t different from i.

Suppose 7 ^ 0 . Then it follows from (13) that at least one tΦi
exists such that et = ei9 Fix iy and let q + 1, q + 2, , q + r be all
a with ea = et . Let j , s be two fixed integers such that q + 1 5Ξ
i < s ^ g + r. Then in sum (13) for Cj9 the terms

are contributed by C8, whereas in the sum (13) for C8, the terms

are contributed by Cjm Note that (15) and (16) add to zero. This
means:

g+r

Σ 7 = 0 .

Consequently the number r of integers a with βα = e{ satisfies r == 0
(mod p). This means: if 7 Φ 0 and (λ — 7)e is an elementary divisor
of C over L with multiplicity r, then r = 0 (mod p).

Now let 7 = 0. Select an integer i such that ^ > 1. Recall
that βx g β2 ^ ^ ek. Find the set S of consecutive integers of
maximal length containing i such that whenever a and α + 1 e S then
β«+i - βα = δα with ίβ = 0 or 1. Let S = {q + 1, q + 2, -.., q + r}.
Then either g — 0 or q > 0 and βg < eq+1 — 1; and either q + r — k or
q + r < k and β?+r+1 > βg+r + 1.

Because of (14), there exists at least one integer tΦi such that
et — e4 = 0 or ± 1 . Thus the length of S is at least two. We wish
to examine the circumstances under which eq+1 > 1. So assume

eq+i > 1.

Let j < s be two members of S. If βs — β̂  = 0 then in the sum
(14) for Cs, Cs contributes the terms

β
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whereas in the sum (14) for C8, C3 contributes the terms

Θ

Note that (17) and (18) add to zero. If es — eά = 1 then in the sum
(14) for CΊ, Cs contributes (15) whereas in the sum (14) for Cs, Cd

contributes the term (16), and (15) and (16) sum to zero. If es — eά > 1,
then Cs contributes no terms to the sum (14) for Cό and Cό contributes
no terms to the sum (14) for Cs. Because of the maximality of S,
no integer outside S contributes any terms to the sum (14) for Ci9

where i is any integer in S. By virtue of these remarks we find

q+r

Σ
Hence r = 0 (mod p). This argument does not work when eq+1 = 1
since then equation (14) does not exist when i = q + 1. This completes
the proof of the first part of Theorem 9.

THEOREM 9. Suppose C, Aφ, Bφ e Mn(K) and satisfy (9). Then
the elementary divisors of C over L can be classified into disjoint
sets of the types (20), (21), (22) below. Conversely, if C e Mn{K) is
such that its elementary divisors over L classify into disjoint sets
(20), (21), (22), then A, BeMn(K) exist such that

(19) C - (A, B), (C, A) - (C, B) = 0 .

(20) λβl, Xe\ , λer with e1 = 1, ei+i — e{ = δt = 0 or 1, 1 <Ξ i < r

(21) Xe\ λ62, , λer with e1 > 1, e ί + 1 - ei = ^ = 0 or 1, 1 ^ i < r ,

r Ξ= 0 (modp);

(22) (λ — τ)e, 7 ^ 0, wΐίA multiplicity r = 0 (mod p).

iVbίe if 2? = 0 or p > w, C cannot have any elementary divisors
in classifications (21) or (22).

We now have to establish the converse part of Theorem 9.
Consider the elementary divisors of C over K. If p(X)e is such an
elementary divisor then either p(X) — X and then p(X)e falls into clas-
sification (20) or (21); or else p(X) Φ X. In the latter event let

(23) p(X)e\ p{X)e\ •• ,3>(λ)β«

be all the elementary divisors of C over K involving p{X). Let 7 e L
be a zero of p(X) with multiplicity v. Then all the elementary divisors
of C over L involving 7 are

(24) (λ - 7Γ 1 , (λ - 7Γ 2, , (λ - 7ΓC .
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By the hypotheses of the theorem, the multiplicity of

(λ - T Γ 1

is r ΞΞ 0 (modp). This implies that the number of integers el9 β2, •••,#*
equal to ex is r. Hence the multiplicity of

in (23) is r = 0 (mod p).

To complete the proof it will suffice to assume that

(25) c -

and that either p(X) = λ and the integers r, eu , er satisfy (20) or
(21) above; or else that p(X) Φ X and

(26) e1 = e2 = = βr = e; r = 0 (mod p) .

If in each of these three cases we find A, B e Mn(K) such that (19)
holds, then the general case will follow by taking direct sums.

Suppose in (25) that p(X) = λ and that the integers el9 , er, r
satisfy (20). We may assume e1 = 1, e2 = 2, since in the more general
situation we need only consider 0 + C, 0 + A, 0 + B. So assume
β1 = 1, e2 = 2. We present A — (Aaβ)ί^aφ^r in partitioned form, where
block Aaβ is ea x ββ and is zero whenever β Φ a — 1. We set

(27) Aa,a_, = (r + 1 - α)Jβ β if βα = βα_x;

Γ(r + 1 - a
(28) A e f ^ 1 = o,,.._, : '""J i f •• - y = " - ;

2 ^ a ^ r. We present B — (5α β)1^α,β^ r in partitioned form also, where
block J3αβ is ea x ββ and is zero whenever β Φ a + 1. We set

(29) B«,a+1 - C(λ «) if ea - βα+1

(30) Ba,a+1 = (0,Λ>1, I J if eα+1 = βα + 1

l ^ a ^ r -1. Then with C given by (25), (19) holds.
Next let p(X) = λ and let the integers eu , er, r satisfy (21)

above. We use the A, B just constructed. Because r = 0 (in if),
(19) still holds, where C is given by (25).

Now suppose el9 , er satisfy (26). We now set Aa,a_x —
(r + 1 — a) C(p(X)e) for 2 ^ a ^ r; Ba>a+1 = If for 1 <L a <L r — 1;

here / — degree p(X)e. Otherwise we keep A, B exactly as constructed
above. Then with C given by (25), (19) still holds, since r = 0 (in K).
This completes the proof of Theorem 9 (and also of Theorem 6).
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THEOREM 10. Let A e Mn(K). Then B, C e Mn{K) exist satisfying
(2) if and only if: (i) when p — 2, at least one eigenvalue of A has
a nonlinear elementary divisor over L; (ii) when p Φ 2, at least one
eigenvalue of A has multiplicity not less than 3 and a nonlinear
elementary divisor over L.

Proof. Suppose C, A, B satisfy (2). By Theorem 7, A must
have a nonlinear elementary divisor over L. Suppose p Φ 2 and that
each eigenvalue possessing a nonlinear elementary divisor over L has
multiplicity < 3, hence multiplicity 2. After a similarity transforma-
tion by an element of Mn(L) we may suppose A = A1+ + Ak where
Ai has (Xi as its only eigenvalue and a{ Φ aά for i Φ j . Our assump-
tions imply that Aζ is either scalar or 2-square. From (C, A) = 0 we
get C = Cx + . + Ck. Let B = (B^,^. Then (C, B) = 0 implies
(Cί, 5,,) - 0; (C, A) = 0 implies (Cif A,) = 0; and C = (A, 5) implies
C< = (A*, Bu); l^i^k. If At is scalar, (Λ, 5,,) = 0. Thus C.Φ0
is possible only if d is 2-square. Any 2-square matrix is either scalar
or nonderogatory. If C* is nonderogatory then (Ciy A^ = 0 and
(Cί, Bu) = 0 force Â , JŜ  to be polynomials in Ciy hence commutative,
hence C4 = (Ai9 Bu) = 0. If Ct is scalar, C4 = (Aif Bu) forces trace
Ci = 0, hence C4 = 0. Thus C = 0. Therefore the conditions of the
theorem are necessary.

Suppose the conditions of the theorem are satisfied. Consider the
elementary divisors of A over K. These are of the form p(X)β where
p(X) is irreducible over K. Either all p(X) have simple roots or else
there exists an elementary divisor p{X)e in which p(X) has multiple
roots. In the latter event let m = degree p(λ)e. In the proof of
Theorem 7, BeMm(K) was found such that Im = (C(^(λ)e), B). This
completes the proof of the theorem if some p(X) has multiple roots.

We may therefore assume that for each elementary divisor p(x)e

of A over K, p{X) has simple roots. Suppose e ^ 3 for some elementary
divisor p{X)e over K. Then C(p{X)e) is similar over K to the matrix
R m the proof of Theorem 7. Let

0 0 0 // 0 )

0 0 0 0 21 f

0 0 ••• 0 0 0B =

0 0 0 0 0

Then if C = (R, B), C is entirely zero except for a block If in the
upper right corner. We find that (C, 22) = 0 and CB = BC = 0.

To finish the proof we may now assume that β g 2 for each



ON A CLASS OF MATRIX EQUATIONS S03

elementary divisor p(X)e of A over K. For p Φ 2, the conditions of
the theorem imply that A has either a couple of elementary divisors
over K of the form p(X)\ p(Xf; or else a couple of elementary divisors
of the form p(X), p(Xf. In the first event, if we take

A =

C(p(X)) I

0 C(p(X))

B =

0

0

0 0 0 0

0 0 0 J

j 0 0 0 0

L o o o o

0

0

0

0

C(p(X))

0

0

I

0 C(p(X)) J

then (2) holds. In the second event, if we take

-C(p(X))

0

0

J

C(p(X))

0

0

0

C(P(X)) J

"0

0

0

0

0

0

0"
J

0

A =

O

then again (2) holds.
The calculations of the above paragraphs hold if p — 2. To finish

the proof we need only consider the case when p = 2 and A — C(p(Xf).
But p(λ2) is a polynomial in λ2, hence as in the proof of Theorem 7,
/ = (C(p(λ2), B) for a certain B over K9 This completes the proof of
Theorem 10.

It should be pointed out that much of the argument of § 4 is very
close to arguments first found by McCoy [4],

5* The number of similarity classes of commutators• In §5
only, we let p(n) denote the number of partitions of n and p\n)
denote the number of partitions of n into distinct summands.

THEOREM 11. Let p = 0 or p > n. Then: (i) the number of
similarity classes of matrices C e Mn(K) for which a representation
(3) or (4) exists in Mn(K) is p(n); (ii) the number of similarity
classes of matrices C e Mn(K) for which a representation (9) or (19)
exists in Mn{K) is pa{n).
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Proof. In view of Theorem 1, (i) is just a count on the number
of similarity classes of nilpotent matrices; the result is well known
and trivial. To prove (ii) we use the fact that (20) of Theorem 9 is
the necessary and sufficient condition for (9) or (19) to hold, when
p — 0 or p > n. Then from ei+1 — e{ ~ δ{ for 1 g i < r, and from
e1+ + er — n, we get

(31) r +r^(r - j)dj = n .
3=1

Since each δ3- is 0 or 1, the result immediately follows from (31).

6. Some lemmas. Suppose C e Mn(K) has elementary divisors

(32) λ% V2, . . . , λ β '

with

(33) ei+1 - et = δt = 0 or 1, 1 g i < r ,

and with β2 > 1. Let B = (5 α β )^ α , β ^ r where eα x eβ matrix Uα β is zero
if β Φ a + 1, and i?α,α+1 is given by (29) or (30), for I <La < r.

Let σ(l) = 0 and for ί > 1 define σ(ί) to be the number of integers
a for which ea = eα+1, 1 ^ α < i.

LEMMA 2. (i) 7/ σ(r) < ^ ^Ae^ ίΛe elementary divisors of B are:
Xa with multiplicity one if ea < eα+1, αt^d wΐίA multiplicity two if
ea = ea+u 1 ^ α < r; together with λ r ^ i ί λ multiplicity eλ — σ(r).
(ii) 7/ α"(r) ̂  ex, ϊeί u δβ έAβ largest integer for which σ(u) < e1#

Then the elementary divisors of B are: λα with multiplicity one if
ea < ea+u and with multiplicity two if ea — ea+1, for 1 <J a < u; λw

wiίA multiplicity equal to the number of integers β ^ u for which
eβ — u (always at least once); if u < er, Xa with multiplicity equal
to the number of integers β for which eβ — a (always at least once),
for all a such that u < a ^ er.

Proof. Note that

(34) e, = i - σ(i) + e, - 1 ,

(verify by induction on i) and if a is the largest integer < i for
which ea — ea+u then

(35) σ(i) = σ(a) + 1 .

Given i, 1 ^ i < r, define ê  x eά matrix Mi5 for j ^ i, as follows.
If ei < e i+1, then M"̂ - = 0 for all j , 1 ^ j Si* If e< = e ί + 1 and
<j(i) < βi then Λfϋ is entirely zero except for λ i occupying position



ON A CLASS OF MATRIX EQUATIONS 305

(#i, &i ~~ G(J>)), a n d Mi29 Mi3j , Mu are all zero matrices. If ei — eiλ

and σ(i) ^ et then all Mi3 are zero matrices except for

which has

in position (ei9 1) as the only nonzero element.
At a later point it will be necessary to observe that a certain

matrix Γr is a generalized permutation matrix. For this purpose
observe the following facts. If β is the smallest integer for which
eβ — eβ+1 then σ(β) = 0 and Mβl has its nonzero element in the extreme
lower right corner. If i > β is such that σ(i) < e* and et = eί+u let
a be the largest integer < i with βα = ea+1. Then (35) implies that
the nonzero element of Mu occurs one column to the left of the non-
zero element of Mal. If σ(r) ^ eu take u to be the largest integer
for which σ{u) < e1# Then σ(u + 1) = ex — σ(u) + 1 and eu — βtt+1. If
^ < r, it follows that i(ίul has a nonzero element in the extreme lower
left corner. Next observe that, because of (34), i — e{ + 1 = σ(i) — et + 2,
so that if o"(i) ̂  βt and β̂  = e ί+1, then M"ίx = 0 and, in addition, if a
is the smallest integer for which a > i and ea = ea+u then (by (35)),
α - eα + 1 = (i - e{ + 1) + 1.

Next, given integer ί, 1 ^ ί ^ r, define etxe3 matrix ΛΓ̂  for
j ^ ί as follows. For nonnegative i ^ min(£ — 2, et — 2), let iV^^ be
all zeros except for λ ΐ+1 occupying position (i + 1, 1). For i —
min(ί — 1, et — 1) let Nt,t__i be all zeros except for λ ί+1 occupying all
positions (a, β) with a — β = i. For i > min(ί — 1, et — 1), set

Note that, when ί ^ βί? then for i = min(ί — 1, et •— 1), we have
ί — ί = 1 and JVf,^ has λ* occupying the diagonal of positions (a, β)
with a — β = t — 1, and that the number of zeros to the right of λ*
in the last row of Nt,t_i is σ(t) (by 34)). Moreover, if t ^ et, then
by (34), o (ί) < el9 so that if q is the largest integer < t with βg =
eq+ly the nonzero element in the last row of Mql is one column to the
right of the nonzero element in the last row of Ntl. When t > eu

then with i — min(ί — 1, et — 1), we have t — ί = t — et + l*z 2; and
for this i, JV^^i has

in the extreme lower left as the only nonzero element. Moreover, if
a is the largest integer < t with ea — ea+1, then

t - et + 1 = (a - βα + 1) + 1 .
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Finally note that no two of Ntl, Nt2, , Ntt have a nonzero element
in the same row. These remarks will also be used below to see that
Γr is a generalized permutation matrix.

For fixed t, 1 S t ^ r, let Γt be a polynomial matrix presented
in partitioned form as follows. For ί < t, block row i of Γt is
(Miu Mi2i - , Mii9 - jB ί̂+x, 0, , 0). (Observe that each row of block
row i has exactly one nonzero element.) Block row t of Γt is
(Ntl, Nt2y , Ntt, — Bttt+1, 0, , 0) when t < r, and block row £ of
Γt is (Λr

r], iVr2, , Nrr) when t — r. For all i, t < i < r, block row
i of Γ* is

(0, . . . , 0 , λ / β < , - B i f i + 1 , 0 , . . . ,0 )

where the block

appears in the main block diagonal position. For t < r, block row r
of Γt is

(0,0, . . . , 0 , λ / # r ) .

Observe that each row in block row r of Γr contains exactly one
nonzero element.

Note that when t — 1, ΓΊ = λi" — J5. This is so since for ί = 1,
min(ί — 1, et — 1) = 0, and then Nn = λ/βl. We now supply elementary
row and column operations that successively convert Γ1 into
P F . . . P

Let t < r. To convert JΓ̂  into A+i, first add λ times the row of
Γt passing through row i of the block — Bttt+1, to the row of Γt

passing through row ί + 1 of the block

for l ^ i g et+1 — 1. Call the resulting matrix Γ't. Block row t + 1
of Γ't is now (Nt+1Λ, , iVί+1,ί+1, - Bt+ltt+2, 0, . . . , 0) ( - -B ί+1)ί+2 is absent
if t + 1 = r). In ΓJ the columns of .ΓJ passing through columns
2, 3, , βί+1 of block — Bttt+1 are entirely zero except for — l ?s ap-
pearing in — But+1. So if we add appropriate multiples of these
columns of Γ\ to the columns of Γ\ to the left of block — Bttt+1, we
can replace all elements in blocks Ntu Nt2y , Ntt with zeros, except
that, when et = et+1, the nonzero element in the last row of the block
Nt,t_i, with i — min(£ — 1, et — 1), cannot get replaced with zero. If
σ(t) < el9 (34) implies t ^ et, hence ί — 1 = min(ί — 1, et — 1), hence
the element that does not get replaced with zero is λ* at position
(et, ex — σ{t)) in Ntl. Thus when et = βί+1 and σ (ί) < el9 our column
operations convert Ntl into ikfίl# If σ(t) ^ e2, then (34) yields t > et,
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so that min(ί — 1, et — ΐ) = et — 1, hence the element that does not
get replaced with zero is

at position (eu 1) of

Thus, whether σ(t) < ex or σ{t) Ξ> eu the blocks Ntl, , Ntt in Γ\ are
converted into Mtu •••, Mtt. Hence Γ't becomes Γt+1.

The remarks above show that Γr is a generalized permutation
matrix. As each nonconstant element of Γr is a power of λ, to
obtain the invariant factors we need only locate all of the nonconstant
polynomials in Γr.

Let σ(r) < eχm Then from the block Mal in Γr we obtain λα

precisely when ea = eα+1, 1 g α: < r. From the block Nr,r_a we get
λα+1, 0 <; α < r — 1. From the block JVrl we obtain λr exactly eλ — σ(r)
times. This completes the proof of (i).

Let σ(r) Ξ> elm Since σ(l) — 0 < eu σ(r) ^ eu there exists a largest
positive integer u with σ(u) < elβ Since cr(2) ^ 1 < β2, clearly w ^ 2.
We must have σ(u + 1) — eλ and also that eu = eu+1. From (34) with
i = u + 1, we get eu+1 = ^. Hence ^ = βw = βtt+1. Let a < u. Then
cr(α:) ^ <J(W) < ex. Thus the only one of blocks MaU Ma2f , ikfαα

which can be nonzero is Mal9 and in Mal we find a nonzero element,
λα, if and only if ea — ea+ί. Let a > u, but α < r. (Such an a need
not exist in all cases.) Then σ(a) ^ eu so the only block among
Mal, Mai, •••, Λίαα that can be nonzero is Ma,a_βa+U and in this block
we find a nonzero element, λeαr, if and only if ea = βα+1. Thus if
j" > %, we pick up Xj exactly as many times as there are integers a
with ea — βα+i(— j). And we pick up Xu as many times as there are
integers a > u with ^ — ea — ea+1. Since σ{u) < ex and βw ~ eu+u we
also pick up λw once in block Mul. Finally, in the blocks
Nrrj Nr,r_u , Nr>r_er+1 we pick up λ, λ2, , λ% each exactly once.
This completes the proof of Lemma 1.

COROLLARY 1. Let e± — 1. Then the elementary divisors of B
are

Xe\ 1 ^ i S r .

Proof. If σ(r) = 0, then e1 < β2 < < er, so e4 — i for 1 ^ i ^ r,
hence Lemma 2(ΐ) gives the result. If 6r(r) ^ 1 then σ(r) ^ β1#

Because βx = 1, (34) gives et ^ i, so βu_! < u. Hence Xu occurs as
many times as there are integers β with u — eβ. Because σ(u) < e1 =
1, <7(w) = 0. So 1 = βx < e2 < < £„_! < eu = %, hence for α: < %,
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λα occurs exactly once, hence exactly as many times as there are β
with eβ — a. This completes the proof.

For the next Lemma, let eu —-,er be positive integers with
e1 5Ξ e2 ^ S er. Set e0 = 0. Let A — (Aaβ)1^a,β^r where Aaβ is

ea x eβ and Aαβ = 0 if a Φ β + 1, and where

- 0 αΓ-*-l' «-

for 1 < a <: r, with each αα ^ 0.

LEMMA 3. T%β elementary divisors of A are Xr~ί+1 with multi-
plicity βi — βi_u for 1 ^ i S r.

Proof. For i ^ a let M ί α be an e{ x βα matrix constructed ac-
cording to the following rule: the element of Mia at position (ξ, ζ) is
Xa~ί+\ for all <J such that e{_x < ξ ^ eio (If e ^ = βt , there are no
such ξ.) All other elements of Mia are zero. Now let Δt = (Λϋ)i£*,i£r
be presented in partitioned form, as follows. Block Atij is β< x e, ;
Λ,i,i-i = ~ Λ,i-i for 2 ^ ΐ ^ r; J ί ί t = Λf̂  for l ^ i ^ t; Δtii = λ/e. for
all i > t; and all other blocks //ui in J t are zero.

Note that A1 — \I — A. We now supply elementary row and
column operations to convert Δt into Δt+1. In Δt add (αt+1)~1λ times the
column passing through column i of block — At+1,t to the column of
Δt passing through column i of block λ/e , for 1 ^ i ^ et. Call the
resulting matrix Δ\% In Δ't, we find M1>t+U M2,t+1, , Afί+1,ί+1 occupying
the first ί + 1 positions in the block column t + 1. Moreover, in J',
the rows passing through the first et rows of block — At+Ut are
entirely zero, except for the nonzero elements in the main diagonal
of — At+Ut. By adding appropriate multiples of the rows of Δ\ pas-
sing through the first et rows of — At+Ut to the rows of Δ\ above
block — At+lft, we can replace blocks Mlt, Mu, , Mtt in Δ't with zero
blocks. This converts Δt into Δt+1.

It is not difficult to verify that Δr is a generalized permutation
matrix. The nonconstant entries appear in the blocks Mlr, •• , M r r ;
from block Mir we pick up λr~ί+1 exactly e{ — e{_± times. This
completes the proof.

For the next Lemma let A = {A^^aφ^ where each Aaβ is m-
square, Aaβ — 0 if a Φ β + 1, and Aα,α_! is nonsingular for 1 < a ^ r .

LEMMA 4. The elementary divisors of A are λr with multiplicity
m.

Proof. Let S = diag(Jw, A21, A,2A2U , i , , , . ^ ! , ^ A21). Then
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S is nonsingular and S^AS has the same structure as A, except now
the block in position (a, a — 1) is Im9 for 2 <Ξ a <=; r. To complete
the proof apply Lemma 1 to the matrix S^

?• Chains of commutators* We say matrix C e MJK) supports
a chain of commutators (type I) of length t if matrices Xi9 Y{£ MJK)
exist such that

(36) Y^ - (Xίy Y ), (YU, Yi) = 0, 1 £ i S t ,

with C = Fo. We say C e MJK) supports a chain of commutators
(type II) of length t if matrices Xi9 Yi e MJK) exist such that

(37) YU = (x,, γ;), ( Y U x,) - ( Y U r<) = o, i ^ i^ t,

with C = YQ.

THEOREM 12. Lβί 0 < p <^ n. Then C e MJL) supports a chain
of commutators (36) of type I and length t if and only if C satisfies
the condition of Theorem 2. Moreover, if C supports some com-
mutator chain of type I, C also supports a commutator chain (36)
of type I and arbitrary length t in which Yj. = Y2 — — Yt, X2 =
X3 = = Xu Yi is nilpotent, and when p Φ 2, Xt and X2 have
trace zero (hence are commutators).

Proof. If C supports a commutator chain of type I, Theorem 2
applies to C and hence C satisfies the condition of Theorem 2.
Conversely, if C satisfies the condition of Theorem 2, then by Theorem
3, C = (A+, B+) with (C, A+) = 0, with A+ nilpotent, and (for p Φ 2)
with trace B+ = 0. If X1 = - B+, Y1 = A+, then G = (Xx, Yi), a n d
(C, YΊ) = 0. Since Y, is nilpotent, Theorem 4 shows Yi = (X2, YΊ)
for some X2 which has trace zero when p Φ 2. Iterating this last
identity produces the desired commutator chain for Co This also
proves Theorem 13.

THEOREM 13. If C e MJK) is nilpotent then C supports a com-
mutator chain (36) of type I of arbitrary length t within MJK) in
which C = Yi = . . = YtJ X1 = . . = Xu and (for p Φ 2) trace
X, = 0.

Suppose now C e MJK) supports a commutator chain (37) of type
II. Then Theorem 9 applies and so the elementary divisors of C over
L classify into the types (20), (21), (22) of Theorem 9. In the next
theorems we provide sufficient conditions on the elementary divisors
of C over K in order that C support a commutator chain of type II
of arbitrary length t.
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THEOREM 14. Let C e Mn(K). Suppose the elementary divisors
of C are given by (20). Then C supports a chain of commutators
(37) of type II of arbitrary length t within Mn(K) in which
C, Yl9 Y2, •••, Yt are similar elements of Mn(K) and Xu X2, •• ,X ί

are similar elements of Mn(K). In addition, if p = 0 or p ^ r and
if the multiplicity of integer i in eu ez, , er is monotone nonincreas-
ing as i increases, we may also have X± similar to C.

Proof. In the proof of Theorem 9 we found certain A, Be Mn(K)
such that (19) holds. Corollary 1 may be used to show that B is
similar to C. So set Xx = A, Yx — B. Then the elementary divisors
of Y1 satisfy (20) of Theorem 9, so Y, = (X2y Y2) with (Yu X2) =
(Yu Y2) — 0, and with Y2 similar to Ylm Moreover X2 depends on the
elementary divisors of Y1 in the same way as X1 depends on the
elementary divisors of C. Hence X2 is similar to Xlu An iteration
now produces the desired chain.

Let m(i) be the multiplicity of integer i in el9 e2, , er. In the
second assertion of the theorem, we know m(l) ^ m(2) ^ ^ m(er).
Choose integers kt < k2 < < kd so that

m(l) = m(2) = m(k±) > m{kx + 1) = m{kλ + 2) =

= m(k2) > m(k2 + 1) = . . . > . . . > m(kd_1 + 1) = . . . = m(kd) ,

where kd — er. Let C* be a matrix with elementary divisors

(38) λ,λ2,λ3, ...,λ*«

for 1 ^ i <, d. Then C is similar to

diag(Ci, d , , Cu C2, C2, , C2, , Cd, Crf, , Cd)

where Cd appears m(kd) times and C{ appears m(fĉ ) — m(ki+1) times,
1 ^ i < (Z. lί p ^ r then from r ^ er — kd^ k{i we have p ^ k{ in
(38) for 1 ^ £ <i d. If we can show that C{ supports a commutator
chain (37) with Yo — C< and with all X{ and all Yζ similar to Cίy

then by taking direct sums we will also get C supporting a com-
mutator chain (37) with Yo = C and all X{ and all Yt similar to C.

Hence to complete the proof of Theorem 14, we may suppose
that the elementary divisors of C are (20) with et = i for 1 ^ i ^ r,
and p — 0 or p ^ r. In this case the proof above gives C = (A, B)
where the blocks Aα,α-1 of A, given by (28), have r + 1 — a φ 0,
2 ^ α: ^ r. We may use Lemma 3 to compute that the elementary
divisors of A are λ, λ2, , λr. Hence A is similar to C. This com-
pletes the proof.

COROLLARY 2. In Theorem 14, if the additional conditions are
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satisfied, each matrix Xif Yζ appearing in the chain (37) of type II
supported by C also supports a commutator chain of type II, and
each matrix appearing in any of these chains also supports a
commutator chain of type II, etc. We may construct these chains
so that any matrix appearing in any of these chains is similar to
C in Mn{K).

THEOREM 15. Let p Φ 0. Let C e Mn(K) have elementary divisors
(21). Then C supports a commutator chain (37) of type II and
arbitrary length t within Mn(K) in which Yu Y2, F3, •••, Yt are
similar elements of Mn(K) and X2, Xz, •••, Xt are similar elements
of Mn(K).

Proof. In the proof of Theorem 9, we expressed C in the form
(19) for a certain A, BeMn(K). The elementary divisors of B may
be calculated from Lemma 2, and they turn out to satisfy the condi-
tions (20) of Theorem 9. Hence if we set X, = A, Yx = B, then
Theorem 14 applied to Yι produces the rest of the chain.

THEOREM 16. Let p Φ 0. Let g(X) be a polynomial over K of
degree m with m == 0 (mod p). Let C = C(g(X)) + + C(ffOΨ) where
C(g(X)) appears r times with r = 0 (mod p). Then C supports a
commutator chain (37) of type II and arbitrary length t within
Mmr(K) such that X2 and Y1 are similar elements of Mmr(K) and
such that Y29 Y3, •••, Yu Xs, X4, •• ,X ί are all similar in Mmr(K).
If #(λ) has nonzero constant term then we also have X1 similar to
X*.

Proof. By taking direct sums it suffices to consider the case
r = p. Let Aa,a_x = (p + 1 - a) C(g(X)) for 2 <* a g p and let Ba,a+1 =
Im for 1 S a < p. Let A = {Aaβ)1Sa,^p and B = (Baβ)^atβ^p where Aaβ

and Baβ are all m-square, where Aaβ = 0 if β Φ a — 1, and where
Baβ = 0 if βΦa+h Then C = (A, B), (C, A) - (C, B) = 0. The
elementary divisors of B can be found from Lemma 4; they are Xp

with multiplicity m. If g(X) has nonzero constant term, the elementary
divisors of A can also be found from Lemma 4; they are also Xp with
multiplicity m. Let Xλ = A, Yλ — B. Let Cx be p2-square with
elementary divisors Xp with multiplicity p. Matrix B is similar to
the direct sum of m/p copies of Clm It will therefore suffice to con-
struct the rest of the chain for Clm The elementary divisors of CΊ
fall into classification (21) of Theorem 9, with r — p and et =
e2 = . . . = ep — p. So, as in the proof of Theorem 9, we express
d = (Au B) with ( d , Ax) = ( d , SO = 0. The elementary divisors of
Bλ can be computed from Lemma 2; they turn out to be λ, λ2, λ3, , λ^"1,
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each with multiplicity two, and Xp with multiplicity one. The
elementary divisors of A1 can be computed from Lemma 3; they turn
out to be Xp with multiplicity p. Since Bx satisfies all the conditions
in Theorem 14, the existence of the rest of the commutator chain
now follows from Theorem 14. This finishes the proof.

We remark that by varying this general theme, many other
commutator chains may be constructed involving matrices from a
small number of similarity classes. Let the reader experiment for
himself!

We now present two corollaries which summarize some of our
results and which show interesting parallels between commutator
chains of types I and II.

COROLLARY 3. Let p = 0 or p > n. Let C eMn(K)β Then each
of the following statements (a), (b), (c), (d), (e) implies all of the
others.

(a) C supports a commutator chain (36) of type I within Mn(K)
of some length t;

(b) C supports a commutator chain (36) of type I within Mn(K)
of arbitrary length t;

(c) C supports a commutator chain (36) of type I within Mn(K)
of arbitrary length t in which C = Y1 = = Yt and X± — = Xt;

(d) C is nilpotent;
(e) C is a sum of commutators (3) within Mn(K).

COROLLARY 4. Let p = 0 or p > n. Let CeMn(K). Then each
of the following statements (a), (b), (c), (d), (e) implies all of the
others,

(a) C supports a commutator chain (37) of type II within Mn(K)
of some length t;

(b) C supports a commutator chain (37) of type II within Mn(K)
of arbitrary length t;

(c) C supports a commutator chain (37) of type II within Mn(K)
of arbitrary length t in which Yu Y2, •••, Yt are all similar to C,
and Xly X2, , Xt are all similar;

(d) C is nilpotent with elementary divisors in the form (20);
(e) C is a sum of commutators (9) within Mn(K).

8» Construction of block stripe matrices with prescribed
eigenvalue. Let C be presented in partitioned form as C ~ (6^)^,^,
where Ci3- is an ^ x e3- stripe matrix, 1 ^ ί, j <L k. Because of Theorem
2, it is of interest to determine when such a matrix can have a single
nonzero eigenvalue. We show that matrices C with these prpoerties
are extremely plentiful, and we construct them all. In the process
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of this, we use a theorem (Theorem 17) due to Williamson, and in
Theorem 18 we develop what amounts to an extension of Williamson's
result. Let

(39) e1 ^ βg g ^ ek

be any nondecreasing sequence of positive integers and let

(40) /x < /2 < . . . < /.

be the distinct integers in (39), where jQ appears with multiplicity m*
in (39), 1 <L i ^ s.

Theorems 17 and 18 deal with matrices more general than the
matrix C above in which we are interested.

THEOREM 17. For 1 ^ i, i g r, let Vid he an e-square triangular
matrix (zeros below the main diagonal) and let dmg(viju vij2? •• ,vijβ)
he the main diagonal of Vid. Let Va = (vida)isi,dsίr, and let V —
(Vij)i^i,j<,r' Then V and diag(Fi, V2, , Ve) have the same
eigenvalues.

Proof. In [6, Theorem 1], a similarity transformation of V is
exhibited which converts V into a block triangular form with blocks
Vl7 F2, •••, Ve on the main block diagonal.

Note that, because of Theorem 17, when evaluating the eigenvalues
of V, one may replace all elements strictly above the main diagonal
of Vid with zeros, 1 g ΐ, i g r .

THEOREM 18. Let matrix Mid he et x ed such that: (i) if βi ̂  eh

the (a, β) entry of Mi5 is zero whenever a > β; (ii) if e{ < ej9 the
(ay β) entry of Mid is zero whenever a ^ β; l ^ i , j ^ ka Let M —
(^ii)i^ί.i^ft ^ e t Nid = Mid if βi ~ ed, and let Nid be the β{ x ed zero
matrix if et Φ ed; 1 ^ i, j S k. Let N = (Ni:i)1£i,j£ke Then M and
N have the same eigenvalues.

Proof. The theorem says that in evaluating the eigenvalues of
M, the nonsquare blocks don't matter. We prove the theorem by
induction on the integer s in (40). If s = 1, all blocks in M are
square and so M = N. Now let s > 1. Find integers α, b(a < b) such
that ea < /s_t if a ^ α; ea = / s_x if α < α7 <* α + 6; and ea — /, if
α + b < α ^ k. If s = 2, then α = 0 and there are no ea < /β_i. We
now partition certain of the blocks in M. We let

Maβ =

for a > a + b and 1 £ β <L a + b;

M'aβ
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Maβ = (Miβ, M>'β)

where Mάβ is ea x fs__1 and M"β is ea x (fs — /β_0, for H α ^ α
and β > α + 6;

0,

for a > a + b and β > a + b.
After an interchange of rows in ikf and then the same interchange

of columns in the result (a similarity transformation), we transform
M into M where (let v — a + b):

ί i " π i •••Mί'k •]

ML
0

M'

o 0

• Mik M::U+1

• Mi+ι,k M;; l j f c + 1

• ML ML',+ι

0 M'" „.,,

. 3 ••• 0 0 0 MZ+x

Thus the eigenvalues of M are the eigenvalues of

-Mn • • • MI;

(41) : :

ML ML,
together with the eigenvalues of

M,'c'k'

(42)

ML"

However, the induction hypothesis applies to (41), since the blocks in
(41) have dimensions fx x fu , f,_t x fs_u Therefore in evaluating
the eigenvalues of (41) we may replace all rectangular blocks in (41)
with zero blocks. Using the induction hypothesis for s — 2, we get
that the eigenvalues of M are the eigenvalues of (43), together with
the eigenvalues of (44) and (42):

"Mn M,a

(43)
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(44)

rMa+Ua+

v»α+l lv±uu

Ml+1,a+1 • Mi+1,v Ml+1,k

ML. • ML

This is because the blocks in (44) are all the /,_j-square blocks in (41).
By Theorem 17, we can replace all elements above the main diagonal
in each block of (44) with zeros. Because the main diagonal of each
block M'j, a < i g v, v < j <Ξ k, is already zero, it follows that the
eigenvalues of (44) are the eigenvalues of (45) together with the
eigenvalues of (46).

(45)

(46)

'M^,.^, Mπ.

r;+1,,+1 Mi+1,k

Now, by Theorem 18 for s — 2, the eigenvalues of N are the
eigenvalues of the direct sum of (43), (45), and (47).

(47)

••M, kk _

But the same row and column interchanges that converted M into M
converts (47) into a matrix of the form

X Y

.0 Z

where X is (46) and Z is (42). Therefore the eigenvalues of (42)
and (46) together are the eigenvalues of (47). This completes the
proof.

It follows from Theorems 17 and 18 that all C = (C^ ) ^ , ^ (where
each Cid is an et x eά stripe matrix) for which C has a single
eigenvalue 7 can be constructed as follows. To construct the main
diagonals of the /^square blocks in C, select any m rsquare nilpotent
matrix E, and let F, = ylm. + Et. Let ί7, = (faβ)iza,βzmi. Let a =
f1m1 + + fi-ίMi-i. Then the blocks in C which are to be /^-square
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are Ca+a,a+β for 1 <Ξ a, β ^ m i β Let the diagonal element of Ca+a,a+β

be faβ, for 1 ̂  α, /5 ̂  miΦ Do this for 1 <g i ^ s. Choose arbitrary
values for the remaining stripes in the blocks of C. The C has 7
as its only eigenvalue.

Added in proof. Theorem 18 appears to overlap the result con-
tained in the corollary on p. 240 of the paper On the characteristic
values of the matrix f(A, J5), by W. E. Roth, Trans. Amer. Math.
Soc, vol. 39 (1936), 234-243.
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