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In this paper we are concerned with the sample functions
of increasing stochastic processes, Xv, having stationary,
independent increments; normalized so that Xv has no determin-
istic linear component and X»(0) = 0, (i.e., Xv is a subordinator).

For h a fixed function, we are interested in the following
two events:

{ω: Xv(t, ω) > h(t) infinitely often as t ->0} ,

{ω: Xu(tf ω) > h(t) infinitely often as t -> oo} .

In case Xv is a stable process, Khinchin has given integral
tests to apply to a wide class of h!s in order to decide whether
one, the other, or both of these two events have probability zero
or one. The purpose of this paper is to give similar results,
without assuming X to be stable.

We also prove (Theorem 3) a variation-type theorem concerning
the sample functions. Theorem 4 is an L± convergence theorem for
the distribution function as time goes to zero.

2* Notation. We let v be a measure on (0, oo) with

\~y(l
Jo

Then, we let

gu(u) =

φy{ty u) = exp (-tgu(u)) .

We let Xu be a function of two variables; the first variable being an
element in [0, oo) and the second variable being an element in a
probability space Ω with probability measure P. We take Xu(0, ω) - 0
for all ωeΩ, and we take Xv{ , ω) to be an increasing right continuous
function (The range of Xv is taken to be a subset of [0, oo).). We
require that

(V-(Z2Fv(t, x) = φu(t, u)
Jo

where
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22 BERT E. FRISTEDT

Fu(t, x) = P{ω: Xu(t, ω)< x] .

It follows ([1] and [6], 417-424) that Xu is an increasing stochastic
process having stationary, independent increments. Moreover, if
Y(t, ω) = Xp(t, ω) — ct where c > 0, then Y will not be an increasing
process (i.e. Xv has no deterministic linear component.). It is true
([1] and [6], 417-424) that every increasing stochastic process having
stationary, independent increments and having the property mentioned
in the preceding sentence—whose value at 0 is 0 and which is right
continuous—is an Xv for an appropriate choice of v. The measure v
is called the Levy measure corresponding to the process Xv.

If we remove an appropriate set of measure zero from Ω, we can
make some further interesting statements ([4], 513, and [6], 417-424).
Let Jv(t, ω) = Xu(t, ω) — Xp{t —, ω). Except for a countable number
of t (depending on ω), Jv(t, ω) — 0. In addition,

If A c [0, oo)#(0, oo) and if A is measurable, we let NU(A, ώ) equal the
number of t for which (£, Ju(t, ω)) e A. Then, the random variable,
NV(A, •), has a Poisson distribution with parameter (λ x v)(A) where λ
is Lebesque measure. [If (λ x v)(A) — oo, then P{ω: NU(A, ω) — oo} = 1.]
If A, Ba [0, oo) x (0, oo), A and B are measurable and A ΓΊ B = φ,
then NV(A, •) and N»(B, •) are independent random variables.

Three standard types of abbreviations will often be used: they
are illustrated by the following "equalities:"

( i ) Xu(t) = Xv(t,ω) = Xy(t, );
(ii) P{Xu(t) <x} = P{ω: Xu(t, ω) < x};
(iii) {ω: Xv(t, ω) ^ h(t) i.o. as t -* 0}

= {Xv(t) ^ h(t) i.o. as t -> 0}
- {ω: Given T > 0, aί(Γ, ω) 9 0 < ί(Γ, ω ) < ϊ1

and JE;(ί(T, ω), α>) ̂  λ(ί(Γ, ω)).}.
Our final item of notation is as follows:

M = {h: h is a strictly increasing function from [0, oo)

onto [0, oo) and h is concave upward} .

Note, h is concave upward means that

h(Xa + (1 - λ)6) ^ Xh(a) + (1 - λ)ft(&) , 0 < λ < 1 .

If h e M, we write Xv,h(t, ω) = Σ ^ , h~\Jv(τ, ω)).

3. Theorems and proofs* In a first reading of Theorems 1 and
2, the reader is advised to skip over statements labeled with a primed
numeral.
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THEOREM 1. Let heM. Then the following statements are
equivalent:

( i ) P{X»(t) ̂  h(t) i.o. as t -* 0} = 0;
( i' ) P{XXt) > h(t) i.o. as t->0} = 0;

(ii) \\l-Fy(t,h(t))]/tdt<oo;
Jo

(ii') \1[l-Ft(t,h(t)+)]/tdt<
Jo

(iii) [ h-\y)v(dy) < co;
JO

CO

(iii') [v[h(t), oo)dί = [v(h(t), °°)dt
Jo Jo

<

If statements (i) and (i') are false, then true statements are obtained
by replacing 0 by 1 in the right hand sides of these statements. If
hc(t) = h(ct) and Hc(t) = ch(t), 0 < c < oo, then hceM and HceM,
and the truth or falsity of the above statements is not changed by
replacing k by hc or Hc. The integrals in (ii) and (ii') conceivably
might not exist (even in the sense of = oo): if so, either upper or
lower integrals may be used.

REMARK. If h{t) = t, then he M and statement (iii) is true.
On the other hand, if y(0, oo) = oo, then there exists an heM such
that statement (iii) is false. If v(0, oo) < oo, then P{Xv(t) > 0 i.o. as
ί — 0} = 0.

REMARK. Theorem 3 of [9] together with h(t) — tm shows us
that statements (i) and (iii) are not equivalent if we do not assume
Xv to be increasing or heM.

REMARK. The term — —— gl(——) cannot be dropped from
L h(t) \ h(t) / J

proposition (iv). One obtains a counter-example by taking h(t) = t and

Proof. Part 0. We shall assume that the integrals in parts (ii)
and (ii') exist (We do not exclude = oo.): if not, only minor changes
are needed in the proof.

Part 1. Obviously (i) => (i') and (ii) => (ii').
Part 2. We prove (iii) <=> (iii'). Using integration by parts, we

obtain
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= h-\δ)v(δ, ~) + [v(y, oo)dhr\y) .
Jδ

\y

We note that

h-\δ)v(δ, oo) ̂  ί ^ , oo)dh~\y) .
Jo

It follows that (iii) <=> (iii') once it is realized that the statement

I v(v, vo)dh-\y) < oo
Jo

is equivalent to (iii').
Part 3. We prove (i') =* (iii'). Let A = {(ί, a;): ί G [0,1], x >

Then, since Xu(t, ω) Ξ> J v(ί, ω), NU(A) is finite with probability one if
(i;) is true; and hence, if (i;) is true, (λ x v)(A) < oo. But

(λ x v)(A) =

Part 4. We now prove (iii) ==> (i). Since hrι is concave down-
ward, we have

, ω)) ̂  λ - ^ Σ ̂ ( Γ , ω)) = λ-^Xίί, ω)) .

So we can prove (i) by proving

P{XVΰh(t) ^ t i.o. as ί -> 0} = 0 .

The notation Xvoh is appropriate since it is easy to see that Xuoh is
the increasing process corresponding to the Levy measure given by

μ\yi oo) = (voh)[y, oo) = v[h(y), oo) (i.e. Notation: μ = voft) .

The only thing to be checked is that

But this statement is clearly equivalent to (iii).
If P{Xμ{t) ^ t i.o. as t -> 0} ̂  0, then, by BlumenthaΓs 0-1 law

(page 57, [3]), P{Xμ.(t) ^ ί i.o. as ί-*0} = 1. We consider the set
{(t0, ω): t o e [0,1), Xμ(ί0 + t, ω) - Xμ(ί0, ω) ̂  t i.o. as t | 0}. This set
is measurable since it equals

ή ϋ ή U U + i { ( ί o , ω ) : O ^ ί o , r - 2 - * ^ ί o ^ r >
w = l m=% k=l T 2~ w ^s^2—m+1

JSΓ(r + β, ω) - X(r, ω) ̂  s - 2~k}

where r and s are rational. Thus, by Fubίni's Theorem it follows that
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P{Lebesgue measure of {t0: ί0 e [0,1) and

Xμ(to + t) - Xμ(Q ^ t i.o. as ί I 0} = 1} = 1 .

For each ω consider all intervals [tlf t2] c [0,1) having the property
that

Xμ(t2, ω) - Xμ(tu ω ) ^ t i - t 1 .

For a subset, Ωr, of Ω having probability one, the set of all such
intervals covers, in the sense of Vitali, a subset of [0,1) having Lebesque
measure equal to one. If ε > 0 and ω e Ω', we conclude, by the Vitali
covering theorem that there exists a sequence

0 g tx{ώ) < t2(ω) < < t2n(ω) ^ 1

such that

Xμ.(t2k(ω), (o) - Xμitik^(ω)9 ω) ^ ttk(ω) - t2k^(ω)9 k = 1, , n

Σ [«2*(ω) - ί2*-i(ω)] > 1 - ε .

Hence, for ω e Ω', Xμ(l, ω) ^ 1.
Thus, we have arrived at a contradiction since Fμ(l, 1) > 0 which

is a consequence of the fact that X^ has no deterministic linear
component; in fact, Fμ(t, x) > 0 if x > 0. This might be a good point
to mention that it has been proved in [1] that the formulas (given at
the beginning of §2 of this paper) characterizing Xμ guarantee that
Xμ has no negative deterministic linear component; but I have not
seen in the literature any explicit proof of the fact that these formulas
guarantee that Xμ has no positive deterministic linear component.
Let us look at a proof of this fact.

If Fμ(t, x) = 0 and x > 0, then

- exp (

l - e-«y)d2Fμ(t, y)

Hence,

ί°°(l - e~uz)μ(dz) ^ ux/t .
Jo

But

- β-*')μ(dz)

zμ(dz) + u~^(w\ oo) —> 0 as u •
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Thus, we have arrived at the desired contradiction.
I wish to thank Professor Steven Orey for some helpful suggestions

on simplifying this part of the proof: my original proof was much
more computational in nature.

Part 5. Proposition (iii') is true if and only if it is true with h
replaced by hc: this follows by a simple change of variables. Since h
is concave upwards, we have

h(t) ^ Hc(t) £ hβ(t) , c ^ 1

h(t) ^ Hβ(t) ^ hc{t) , c ^ 1 .

Hence, proposition (iii') is true if and only if it is true with h replaced
by Hc. Moreover, since we have now proved statements (i), (i'), and
(iii) to be equivalent to (iii'), we can make similar assertions about
(i), (i'), and (iii).

Part 6. We now prove (ii') => (i). Now (ii) implies

Γ[l - FXt, Λβ(ί/4))]/ί dt = Σ I' " [1 -
JO n=O JZ-n—ί

dt

Hence, only finitely many of the following events can occur:

{XW-1) ^ h(2—*)} n = 0, 1, 2,

Thus certainly only finitely many of the following events can occur:

{X»(t) ̂  h5(t) for some t e [2~%~\ 2~%-1]} n = 0,1, 2, ..

Therefore, using part 5 also, we conclude that (i) is true.
Part 7. We assume (i) to be true and prove (ii). By part 5, we assume

(i) to be true with h replaced by hl!4t. Hence, with probability 1, only
finitely many of the following mutually independent events can occur:

{X>(2-) - XΛ2—) ^ M2-*)} , n = 0,1, 2,

or equivalently, the events

{Xp(2-n) - Xχ2r*~*) ^ Λ(2—2)} , n = 0,1, 2, . . .

Therefore,

^ Σ Γ ^ t l - ^(<, A(ί))]/ί dί = Γ [ l - Ft(t, h(t))]/t dt .
J W 2 J
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Part 8. Assume that (iv) is true. Then

6 I L J 1 - i1 + ^
^ (1 - 2e~ι) [v(h(t), °°)dt .

Jo

At the last step we used the fact that (1 + a)e~a decreases as a
increases. We have proved that (iv) => (iii').

Part 9. We assume that (iii) and (iii') are true and prove (iv).
We note that 1 - (1 + a)e~a ̂  α2/2 if a ^ 0. Then,

+ \T Γl - (l + -£-) exp (-JLλ~\v{dy)dt

-JL—v(dy)dt+ \ι>(h(t),°o)dt.

o 2[h(t)]2 Jo

The second term is finite. Since h is concave upward, the first
term is no larger than

h-i(y)

1 f= 4
Δ J

10. Part 3 of the proof shows that if (iii') is false, then
a true statement is obtained by replacing 0 by 1 in the right hand
side of (i'); and, thus, in the right hand side of (i). One could also
use BlumenthaFs 0-1 law on page 57 of [3] to arrive at this conclusion.
The proof is complete.

If one is "given" an increasing process with stationary independent
increments—i.e. if one is given v, Fu, gv, or φv—and if one is given
he M, one might quite easily ascertain whether or not one of the
statements (ii), (iii), or (iv) is true; thus one might easily conclude
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whether or not statements (i) and (i') are true. We now prove a
similar theorem concerning the behavior of the sample paths for large
values of t. The statement of the theorem is somewhat complicated
by the fact that the behavior for large t can depend on both the
"small" and "large" jumps; whereas the behavior for small t depends
only on the "small" jumps.

THEOREM 2. Let he M. Let ae (0, co) be defined by the equation
a = inf {c: ct Ξ> h(t) for t e [0, oo)}. If a < oo9 then the following
statements are equivalent:

( i ) P{Xv{t) ^ h(t) i.o. as t-> oo} = 0;
( i' ) P{X,{t) > h(t) i.o. as t -> oo} = 0;

(aii) \ xd2F»(ty x) < at for one (all) t e (0, oo);
Jo

(aiii) yv(dy) = \ v[y, oo)dy = \ v(y, oa)dy < a;
Jo Jo Jo

(aiv) g[(0) < a.
If a = M, then the following statements are equivalent:

( i ) P{X,(t) ^ h(t) i.o. as t -> 00} = 0;
( i' ) P{X,χt) > h(t) i.o. as t—> 00} = 0;

(bii) Γ [ l - Fp(t, h(t))]/t dt < « ;

(bii') I [1 - Fv(t, h(t) +)]/t dt < co;

(biii) \^h~\y)v(dy) < co;

(biii') [*v[h(t), °o)dt = [°°v(h(t), ™)dt < co;
J l J l

(biv)

If statements (i) and (V) are false, then true statements are obtained
by replacing 0 by 1 in the right hand sides of these statements. If
a = oo, then the truth or falsity of (i), (i'), (bii), (bii'), (biii), (biii'),
and (biv) is not changed by replacing h by hc or Hc. The integrals
in (bii) and (bii') conceivably might not exist {even in the sense
of= co): if so, either upper or lower integrals may be used.

REMARK. There exists he M such that (i) is false. Also, there
exists he M such that (i) is true.

Proof. Part 0. We shall assume that the integrals in (bii) and
(bii') exist (We do not exclude = oo.): if not, only minor changes are
needed in the proof.

Part 1. Obviously (i) =* (i') and (bii) ==> (bii').
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Part 2. Note that I yv(dy) < oo. Using this fact together with
Jo

integration by parts (analogous to part 2 of the proof of Theorem 1),
we easily deduce the two equalities in (aiii) and the equivalence of
(biii) and (biii;).

Part 3. We complete the proof in case a < oo. We have

Xv(nt, ω) = Σ X*(kt, ω) - Xv{(k - l)ί, ω) .
k=l

The random variables Xv(kt) — Xu((k — l)ί), k = 1, are mutually
independent and identically distributed with distribution function
Fv(t, •)• Hence, by the law of large numbers,

, x)\ - 1 .
J

By Theorem 4 of [5] we can, in fact, say that if

dkFUί, x) < oo ,
Jo

then

P\χχnt) > n I xd2Fu(t, x) i.o. as n—> ©ol = 1 .

Hence, using the fact that he M, the truth of the theorem for
α < oo will follow once it is shown that

t\ yv(dy) = tg[(O) = I xd2F,(t, x) (possibly +co) .
Jo Jo

We have

e-tgv(u) = \Γe-**d2Fv(t, X) .
Jo

For u > 0, we can differentiate under the integral to obtain

-tgl(u)e-t0»iu) - -[°xe~uxd2F,(t, x). Now let ̂ -^0
Jo

and use the fact that gv is monotone. Hence, the right hand equality

S CO

(1 — e~uy)v(dy). Differentiating and
0

letting y —»0, we obtain the left hand equality.
Part 4. We imitate part 3 of the proof Theorem 1 to show that

(i') => (biii') and that, if (biii') is false a true statement is obtained by
replacing 0 by 1 in the right hand side of (i') Theorem 11.3 of [8],
although not necessary, could be used here.
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Part 5. We assume that (biii') is true and a = co and we prove

(i). Let β > 0 be such that I h~Hy)v(dy) < 1/2. We define measures

η and ξ on (0, oo) by the formulae

τ]{B) = v(B Π (0, β))

By what we proved in part 3 it follows that

P{Xη(t) ^ h(t)/2 i.o. as £-> oo}

,(ί) ^ 2ί (%)?(%) i.o. as t -> ool = 0 .
J J

Hence, it will suffice to show that

P{Xξ(t) ^ h(t)/2 i.o. as ί -> oo} = 0 .

But this will follows if we can show that

P{Xξΰ{hl2)(t) ^ t i.o. as t-> co} = 0

for, as in part 4 of the proof of Theorem 1, we have

XfiuAt, ω) ^ fe-^X^ί, ω)) .

We note that

\~y(ζo(h/2))(dy) = \~h-\2y)ξ(dy)
Jo Jo

S 2\~h-\y)ζ(dy) = 2Γ h~\y)v(dy) < 1 .
Jθ J/5-

The desired result follows by what was proved in part 3.
The author would like to thank the referee for pointing out an

error in the original calculations above. Also, he made several helpful
suggestions about the organization of the paper.

Part 6. As in part 5 of the proof of Theorem 1, we can show
that, if a — co, then the truth or falsity of (i), (i'), (biii), and (biii')
is unchanged if h is replaced by hc or Hc.

Part 7. That (bii') => (i) => (bii) when a = co can easily be shown
using methods analogous to those used in parts 6 and 7 of the proof
of Theorem 1.

Part 8. Let a — oo. Then to show that (biii) <=> (biv) we proceed
in a manner similar to parts 8 and 9 of the proof of Theorem 1. At
one point the calculations become dissimilar: the appropriate calculation
follows:
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-M —^—v(dy)dt
2 h Jo [h(t)γ K '

1 ΓfΛ(l)+f~ foo foo -I ..S

= — + — —
2 LJO )ι J* : i)+J*-i(,)J [h(t)Y

Now

Γ(

Q.
Since he M, we have

*(i)+

. *

JA(1)+JΛ-I(y) [/^(ί)j JA(1) + J A - 1 (

= Γ h-\y)v(dy) < oo .
JA(1) +

The proof of Theorem 2 is complete.
We now prove a variation-type theorem.

THEOREM 3. Let h^eM and £e(0, co). j p o r almost all ωeΩ

S i

h{y)v(dy) — ω,
o

L < + co? ίfeβre exists δ{— δ(t, o))) > 0 fc fe

whenever 0 ^ t3- — t^ < δ and tQ = 0, ίn = ί. // I h(y)v(dy) < oo?
Jo

, given ε > 0, ^Aβrβ exists δ(= δ(t, a))) > 0 Λ A

whenever 0 ^ tά — tj^ < δ and t0 = 0,tn = t.

Proof. Let μ = voh"1. Because h is concave downward it
follows that Xμ(ί) - XJ=I MX(^ ) ~ X(^i-i)) ~ 0. If £>0 is given
then we can find su , sm < t such that Jfμ(ί) — ΣT=MJΛsi)) < e.
We certainly can find δ even if \ h(y)v(dy) — oo such that

i = l

whenever 0 ^ ^ — ί^j. < δ and t0 = 09tn = t. If 1 h(y)v(dy) = oo? we
Jo

might still define Xμ(t) = Σr^ί h(Jv(τ)), although Xμ(t) might conceivably
equal + co. If Xμ(t) = + °°, then we can find sl9 , sm < t such that
ΣS=i h(JΛsi)) > •ί' Putting the statements of the above paragraph
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together we see that we are finished once we prove that P{Xμ(t) =

00} = 1 assuming that I h{y)v(dy) = 00. We let NΛt,ω) equal the
Jo

number of τ e [0, t] having the property that Ju(τf ω) e [2~j~\ 2~j);
j = 0,1, . . . . Then

j=Q

Hence,

JE?|expΓ-2JSΓμ(ί)]} ^ £/{expΓ- X h(2-*)Ns(t)\

= Π7^E{exp[-h(2-')Ns(t)]}
= Π^0exp{-tu[2-^\2^)[l - exp(-A(2-y))]}

= exp j Σ [1 (h(j - ί Σ [1 - exp (-h(2^))]v[2^'-\ 2-)}

5̂  exp j — ί (const.) I h{y)v(dy)\ = 0

where we have used the fact that if U is Poisson distributed with
parameter η and if a is some nonnegative constant, then

E{e~au} = exp [-^(1 - e~a)] .

We now prove an Lι convergence theorem.

THEOREM 4. Let h~ιeM and assume that \ v[y, oo)dh(y) < c>o.
Jo

Then

limf
t-»o Jo

iJΪL - v[χ, 00) - 0 .

REMARK. By the central convergence criterion ([11], p. 311), we
know that lim^o [1 — F^t, y)]/t = v[y, 00) for every continuity point y
of y[ , co).

Proof. Let G(ί, 7/) = ̂ ( ί , Λ"1^)) and μ[y, 00) = y ^ - 1 ^ ) , oo)β Then
Theorem 3 together with the central convergence criterion ([11], p.
311) gives us

S y~ Ch(y)-

h(x)dzFu(t, x) = lim J-M xd2G(t, x)
0 ί-»o Jo

S A(y) fy

xμ(dx) = \ fc
0 Jo
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for any y which is a continuity point of v[ , oo). Integration by parts
together with the remark preceding this proof gives us

1 - Fu(t, x)]dh(x) = \Vv[x, co)dh(x) .
Jo

The remark after the theorem together with the fact just proved
implies the desired conclusion.

Except for the assertions involving g(u), the four theorems
generalize in the obvious way to the situation where v is a measure
on RN such that 1 \x\ v(dx) < oo.
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