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The theory of stochastic processes is concerned with random functions defined on some parameter set. This paper is concerned with the case, which occurs naturally in some practical situations, in which the parameter set is a $\sigma$-algebra of subsets of some space, and the random functions are all measures on this space. Among all such random measures are distinguished some which are called completely random, which have the property that the values they take on disjoint subsets are independent. A representation theorem is proved for all completely random measures satisfying a weak finiteness condition, and as a consequence it is shown that all such measures are necessarily purely atomic.

1. Stochastic processes $X(t)$ whose realisation are nondecreasing functions of a real parameter $t$ occur in a number of applications of probability theory. For instance, the number of events of a point process in the interval $(0, t)$, the 'load function' of a queue input [2], the amount of water entering a reservoir in time $t$, and the local time process in a Markov chain ([8], [7] §14), are all processes of this type. In many applications the function $X(t)$ enters as a convenient way of representing a measure on the real line, the Stieltjes measure $\Phi$ defined as the unique Borel measure for which

\[
\Phi(a, b] = X(b+) - X(a+), \quad (-\infty < a < b < \infty).
\]

For example, in the application to point processes, $\Phi(B)$ is just the number of events occurring in the Borel set $B$. In this and other applications, it would seem in some ways more natural to consider the random measure $\Phi$ rather than the associated function $X$.

The advantage of working directly in terms of random measures becomes more obvious when the space involved is more complicated than the real line. For example, a point process in several dimensions, (as considered by Bartlett [1] and others) would be difficult to work with in terms of the analogue of $X(t)$, but it seems easy and natural to consider a random measure $\Phi$ such that $\Phi(B)$ is the number of points of the process in the set $B$. (Such an approach is implicit in the work of Ryll-Nardzewski [10].) Another application in which it is reasonable to introduce a random measure is one studied by Whittle [11], in which a model for an agricultural situation might be formulated in terms of a measure $\Phi$, with $\Phi(B)$ representing the yield from a plot $B$. 
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Returning now to one dimension, one of the simplest stochastic models for the nondecreasing process $X(t)$ is that which assumes that $X(t)$ has independent increments. To this model we can of course apply the extensive theory ([3] Chapter VIII, [9] Chapter XI) of processes with independent, but not necessarily nonnegative, increments. This theory, however, simplifies very considerably when the increments are required to be nonnegative, which suggests that a direct approach might be fruitful.

In terms of the Stieltjes measure $\Phi$ associated with $X$ by (1), the condition that $X$ have independent increments is just the condition that $\Phi$ take independent values on disjoint sets. This latter condition does not involve the special structure of the real line, and enables the whole theory to be extended to more general spaces.

These considerations lead us to introduce the notion of a completely random measure on a general measure space $S$. This is a random measure on $S$ with the property that the values it takes on disjoint sets are independent. A representation theorem is obtained for the possible distributions of $\Phi$, and this is used to prove that a completely random measure can be regarded as the sum of three components, one deterministic, one concentrated on a fixed set of atoms, and one concentrated on a random set of atoms. Thus, except possibly for a deterministic component, a completely random measure is purely atomic. In case $S$ is the real line, this reduces to known results about processes with independent, nonnegative increments.

2. Let $S$ be any set and $\mathcal{G}$ a $\sigma$-algebra of subsets of $S$. To avoid trivial complications, we assume without further comment that

$$\{x\} \in \mathcal{G} \text{ for all } x \in S.$$  

By a measure on $S$ we shall as usual mean a $\sigma$-additive function from $\mathcal{G}$ into the compactified half-line $R^+ = [0, \infty]$, taking the value 0 on the empty set $\emptyset$.

We shall be concerned with random measures on $S$, i.e., random variables whose values are measures on $S$. More formally, let $(\Omega, \mathcal{F}, P)$ be a probability space. Then a random measure $\Phi$ defined with respect to this space is a function which associates with each $\omega \in \Omega$ a measure $\Phi_\omega$ on $S$ such that, for all $A \in \mathcal{G}$, the function

$$\omega \to \Phi_\omega(A)$$

from $\Omega$ into $R^+$ is $\mathcal{F}$-measurable. In what follows, we shall suppress all reference to the underlying probability space $\Omega$, and write $\Phi(A)$ for the random variable $\Phi(A)$.

A random measure $\Phi$ will be said to be completely random if,
for any finite collection $A_1, A_2, \ldots, A_n$ of disjoint members of $\mathcal{S}$, the random variables $\Phi(A_1), \Phi(A_2), \ldots, \Phi(A_n)$ are independent.

Let $\Phi$ be a completely random measure, and let $B_1, B_2, \ldots, B_m$ be members of $\mathcal{S}$, not necessarily disjoint. Then $\Phi(B_j)$ can, for any $j$, be expressed as the sum of expressions of the form

$$\Phi(B_1 \cap B_2 \cap \cdots \cap B_m),$$

where $B_i'$ is either $B_i$ or its complement $S - B_i$, and these expressions are, by hypothesis, independent of one another. It follows that the joint distribution of $\Phi(B_j)(j = 1, 2, \ldots, m)$ is determined once the distribution of $\Phi(A)$ is known for all $A \in \mathcal{S}$. For this reason we shall concentrate on the distribution of $\Phi(A)$, and the way in which it depends on $A$.

3. For any $t > 0$, and any $A \in \mathcal{S}$, define

$$\lambda_t(A) = -\log E[e^{-t\Phi(A)}],$$

where $E$ denotes expectation with respect to $P$ and $-\log 0 = +\infty$. Then clearly

$$0 \leq \lambda_t(A) \leq \infty,$$

and we have

$$\lambda_t(A) = 0 \iff \Phi(A) = 0 \text{ a.s.},$$

$$\lambda_t(A) = \infty \iff \Phi(A) = \infty \text{ a.s.}.$$

(Here an expression of the form 'Z a.s.' stands for $P(Z) = 1$.)

If $A_1, A_2, \ldots$ are countably many disjoint sets in $\mathcal{S}$, with union $A$, then

$$\Phi(A) = \sum_{n=1}^{\infty} \Phi(A_n),$$

and the $\Phi(A_n)$ are independent and nonnegative, so that

$$\lambda_t(A) = \sum_{n=1}^{\infty} \lambda_t(A_n).$$

Hence since $\lambda_t(\phi) = 0$, $\lambda_t$ is a measure on $S$. Equation (5) shows that the measures $\lambda_t$ (for different values of $t$) are mutually absolutely continuous, while (6) shows that they are finite or infinite together. In particular, the ideal $\mathcal{S}$ of $\mathcal{S}$ defined by

$$\mathcal{S} = \{A \in \mathcal{S}; \lambda_t(A) < \infty\}$$
is independent of $t$, and has the alternative expression
\begin{equation}
\mathcal{S} = \{ A \in \mathcal{S}; P[\Phi(A) < \infty] > 0 \}
\end{equation}

In other words, $A$ belongs to $\mathcal{S}$ unless $\Phi(A)$ is almost surely infinite.

The whole discussion simplifies very considerably if we assume that $\lambda_t$ is $\sigma$-finite. In view of (6), this amounts to assuming that $\Phi$ satisfies the following condition:

\[ \mathcal{C}: \text{There exists a countable collection } \{C_n\} \text{ of sets in } \mathcal{S} \text{ having union } S \text{ and such that} \]
\[ P[\Phi(C_n) < \infty] > 0. \]

Condition $\mathcal{C}$ will be assumed until § 11, where the effect of dropping it will be indicated. We shall take the sets $\{C_n\}$ to be chosen once for all, and we shall arrange the choice, as we clearly may, so that they are disjoint. Certain of the constructions to be made appear to depend on the choice of $\{C_n\}$; the reader will easily verify that this apparent dependence is illusory.

4. Let $\Phi$ be a completely random measure satisfying $\mathcal{C}$, and let the measures $\lambda_t$ be as given by (3). Then, since they are mutually absolutely continuous, they have the same set $\mathcal{N}$ of atoms;
\begin{equation}
\mathcal{N} = \{ x \in S; \lambda_t(\{x\}) > 0 \}.
\end{equation}
In fact, (5) shows that
\begin{equation}
x \in \mathcal{N} \iff P[\Phi(\{x\}) > 0] > 0,
\end{equation}
and we therefore call the points of $\mathcal{N}$ the fixed atoms of $\Phi$. Because $\lambda_t$ is $\sigma$-finite, the set $\mathcal{N}$ is countable (and hence belongs to $\mathcal{S}$).

If, for any $x \in \mathcal{N}$, we write $\varphi(x) = \Phi(\{x\})$, then $\varphi(x)$ is independent of the values of $\Phi$ on any collection of sets not containing $x$. In particular, the random variables $\varphi(x)(x \in \mathcal{N})$ are independent.

If we write
\begin{equation}
\Phi_f(A) = \Phi(A \cap \mathcal{N}), \Phi_i(A) = \Phi(A \cap (S - \mathcal{N})),
\end{equation}
then it is clear that each of $\Phi_f$ and $\Phi_i$ is a completely random measure satisfying $\mathcal{C}$, and that $\Phi = \Phi_f + \Phi_i$. Moreover, $\Phi_f$ and $\Phi_i$ are independent, and $\Phi_f$ is given by
\[ \Phi_f = \sum_{x \in \mathcal{N}} \varphi(x)\delta_x, \]
where $\delta_x$ is the Dirac measure concentrating mass 1 at the point $x$. Thus we have the following theorem.
THEOREM 1. Let $\Phi$ be a completely random measure satisfying $\mathcal{C}$. Then

\begin{equation}
\Phi = \Phi_f + \Phi_i,
\end{equation}

where

(i) $\Phi_f$ and $\Phi_i$ are independent, completely random measures satisfying $\mathcal{C}$,

(ii) $\Phi_f$ is given by

\begin{equation}
\Phi_f = \sum_{x \in \mathcal{X}} \phi(x) \delta_x,
\end{equation}

where $\mathcal{X} \subseteq S$ is countable, and the random variables $\phi(x)$ are independent, and

(iii) $\Phi_i$ has no fixed atoms, so that, for any $x \in S$,

\begin{equation}
\Phi_i([x]) = 0 \ a.s.,
\end{equation}

Thus from a completely random measure $\Phi$, we can 'subtract off' the fixed atomic component $\Phi_f$, and we are left with a completely random measure with no fixed atoms. For this reason we lose nothing by confining attention to completely random measures without fixed atoms, which we now do.

5. Let therefore $\Phi$ be a completely random measure satisfying $\mathcal{C}$ and having no fixed atoms. Then each $\lambda_i$ is a nonatomic measure. Let $A \in \mathcal{S}$, so that $a = \lambda_i(A) < \infty$. Since $\lambda_i$ is nonatomic, it follows from a well-known result ([5] p. 174; a special case of Lyapunov's theorem) that, for any integer $n$, we can find a measurable dissection $\{A_{nj}; j = 1, 2, \ldots, n\}$ of $A$ for which

\[ \lambda_i(A_{nj}) = a/n. \]

Thus

\[ E\{e^{-\Phi(A_{nj})}\} = e^{-a/n}, \]

from which, for any $c > 0$,

\[ P\{\Phi(A_{nj}) \geq c\} \leq \frac{1 - e^{-a/n}}{1 - e^{-c}} \]

Hence

\[ \lim_{n \to \infty} \max_j P\{\Phi(A_{nj}) \geq c\} = 0, \]

so that the variables $\Phi(A_{nj})$ are uniformly asymptotically negligible. But, for each $n$,
The function $\Phi(A) = \sum_{j=1}^{n} \Phi(A_{nj})$, and therefore $\Phi(A)$ must be infinitely divisible (or, in the terminology of [9], decomposable).

Since $\Phi(A)$ is nonnegative, it follows from the Lévy-Khinchin representation theorem (in the special form for nonnegative variables given for instance, in [6]) that there exists a finite measure $\Gamma(A, \cdot)$ on the class $\mathcal{B}^+$ of Borel subsets of $R^+$, such that, for $t \geq 0$,

$$E[e^{-t\Phi(A)}] = \exp\left[-\int_{R^+} k(t, z)\Gamma(A, dz)\right],$$

where

$$k(t, z) = \frac{1 - e^{-tz}}{1 - e^{-z}}, \quad k(t, 0) = t.$$

In other words, when $A \in \mathcal{A}$, we must have

$$\lambda_t(A) = \int_{R^+} k(t, z)\Gamma(A, dz).$$

Our next task is to examine the way in which $\Gamma$ depends on $A$, and to extend (18) to all $A \in \mathcal{A}$.

6. Let $\mathscr{M}$ denote the class of all (finite or infinite) measures on $(R^+, \mathcal{B}^+)$. If $\mu_1, \mu_2, \cdots$ belong to $\mathscr{M}$, define a set function $\mu$ by

$$\mu(E) = \sum_{n=1}^{\infty} \mu_n(E), \quad (E \in \mathcal{B}^+).$$

Then, for any countable dissection of $E$ into Borel sets $E_m$, we have

$$\mu(E) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \mu_n(E_m) = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \mu_n(E_m) = \sum_{m=1}^{\infty} \mu(E_m),$$

so that $\mu \in \mathscr{M}$. Hence we can define countable sums in $\mathscr{M}$. Moreover, it is immediate from Fubini's theorem and monotone convergence that

$$\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \mu_n(E_m) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \mu_n(E_m),$$

and that, for any nonnegative Borel function $f$,

$$\int_{R^+} f d\sum_{n=1}^{\infty} \mu_n = \sum_{n=1}^{\infty} \int_{R^+} f d\mu_n.$$

Now the function $\Gamma$ which sends $A$ into the measure $\Gamma(A, \cdot)$ defined in the previous section is a function from $\mathcal{A}$ into $\mathcal{M}$. We show first that $\Gamma$ is $\sigma$-additive, and then that it may be extended from $\mathcal{A}$
to $\mathcal{S}$ in such a way as to preserve the $\sigma$-additivity.

Let $A_1, A_2, \cdots$ be disjoint sets in $\mathcal{S}$ whose union $A$ belongs to $\mathcal{S}$, so that each $A_n$ necessarily belongs to $\mathcal{S}$. Then, using (18) together with the fact that $\lambda_t$ is a measure, we have

$$
\int_{R^+} k(t, z) \Gamma(A, dz) = \sum_{n=1}^{\infty} \int_{R^+} k(t, z) \Gamma(A_n, dz)
= \int_{R^+} k(t, z) \Gamma'(A, dz),
$$

where

$$
\Gamma''(A, dz) = \sum_{n=1}^{\infty} \Gamma(A_n, dz).
$$

Putting $t = 1$ shows that $\Gamma'(A, .)$ is finite. Replacing $t$ by $t + 1$ and subtracting the results (using the fact that

$$k(t + 1, z) - k(t, z) = e^{-tu},$$

we get

$$
\int_{R^+} e^{-tu} \Gamma(A, dz) = \int_{R^+} e^{-tu} \Gamma'(A, dz).
$$

Since this holds for all $t \geq 0$, it follows that $\Gamma(A, .) = \Gamma''(A, .)$, and hence we have proved that, if $\{A_n\}$ is a measurable dissection of $A \in \mathcal{S}$, then

(21) \hspace{1cm} \Gamma(A, .) = \sum_{n=1}^{\infty} \Gamma(A_n, .).

For any $A \in \mathcal{S}$, write

$$
\Gamma_1(A, .) = \sum_{n=1}^{\infty} \Gamma(A \cap C_n, .)
$$

Here $\{C_n\}$ is the dissection occurring in condition $\mathcal{S}$, and the definition has meaning since $A \cap C_n \in \mathcal{S}$. Moreover (21) shows that

$$
\Gamma_1(A, .) = \Gamma(A, .)
$$

for $A \in \mathcal{S}$, so that $\Gamma_1$ extends $\Gamma$ from $\mathcal{S}$ to $\mathcal{S}$. Again, it follows at once from (19) that $\Gamma_1$ is $\sigma$-additive in its first argument. Finally, for any $A \in \mathcal{S}$,

$$
\lambda_t(A) = \sum_{n=1}^{\infty} \lambda_t(A \cap C_n)
= \sum_{n=1}^{\infty} \int_{R^+} k(t, z) \Gamma(A \cap C_n, dz)
= \left[ \int_{R^+} k(t, z) \Gamma(A \cap C_n, dz) \right] \sum_{n=1}^{\infty} \Gamma(A \cap C_n, dz)
= \left[ \int_{R^+} k(t, z) \Gamma_1(A, dz) \right].
$$
Hence $\Gamma_1$ is an extension of $\Gamma$ from $\mathfrak{S}$ to $\mathfrak{S}$ which preserves the relations (18) and (21). We shall henceforth drop the suffix, and then (18) and (21) are true for all $A \in \mathfrak{S}$. Notice that, because of the definition of sums in $\mathfrak{S}$, (21) is equivalent to

$$\Gamma(A, E) = \sum_{n=1}^{\infty} \Gamma(A_n, E), \quad (E \in \mathfrak{B}^+) ,$$

so that, for fixed $E$, $\Gamma(., E)$ is a measure on $S$.

Summing up these results, we obtain the following theorem.

**Theorem 2.** Let $\Phi$ be a completely random measure satisfying $\mathfrak{S}$ and having no fixed atoms. Then there exists a function $\Gamma : \mathfrak{S} \times \mathfrak{B}^+ \to R^+$ such that

1. for $A \in \mathfrak{S}$, $\Gamma(A, .)$ is a measure on $(R^+, \mathfrak{B}^+)$
2. for $E \in \mathfrak{B}^+$, $\Gamma(., E)$ is a measure on $(S, \mathfrak{S})$,

and (iii) for all $A \in \mathfrak{S}$, $t > 0$,

$$E\{e^{-t\Phi(A)}\} = \exp \left\{ -\int_{R^+} \frac{1 - e^{-tz}}{1 - e^{-s}} \Gamma(A, dz) \right\} .$$

**Remarks.** (1) Since, for fixed $t$, $k(t, z)$ is bounded away from zero and infinity, $\Gamma(A, R^+) < \infty$ if and only if $\lambda_t(A) < \infty$, i.e. if and only if $A \in \mathfrak{S}$.

(2) A knowledge of $\Gamma$ determines $E\{e^{-t\Phi(A)}\}$ for all $t$, and hence determines the finite-dimensional distributions of $\Phi$. Conversely, for a given $\Phi$, $\Gamma$ is given uniquely by (23).

(3) Since the idea of a function of two arguments which is $\sigma$-additive in each is perhaps unfamiliar, it may be helpful to remark that there is a one-to-one correspondence between the class of functions $\Gamma$ satisfying conditions (i) and (ii) of the theorem and the measures $\Gamma^*$ on the product space $S \times R^+$, given by

$$\Gamma^*(A \times E) = \Gamma(A, E), \quad (A \in \mathfrak{S}, E \in \mathfrak{B}^+) .$$

Thus the conclusion of the theorem can be stated: There exists a measure $\Gamma^*$ on $S \times R^+$ such that

$$E\{e^{-\Phi(A)}\} = \exp \left\{ -\int_{R^+} k(t, z)\Gamma^*(A \times dz) \right\} .$$

7. We now go on to study in more detail the function $\Gamma$ which determines (via (23)) the finite-dimensional distributions of the completely random measure $\Phi$. We first write

$$\beta(A) = \Gamma(A, \{0\});$$
\( \beta \) is then a \( \sigma \)-finite measure on \( S \). Next, for any positive integer \( v \), we set \( I_v = (1/v, 1/v - 1) \), and write

\[
\Delta_v(A, E) = \int_{I_v \cap E} (1 - e^{-z})^{-1} I(A, dz).
\]

Then \( \Delta_v \) is a function from \( \mathcal{E} \times \mathcal{B}^+ \) into \( R^+ \), \( \sigma \)-additive in each argument, and (since \( (1 - e^{-z})^{-1} \) is bounded on \( I_v \)) \( \Delta_v(A, R^+) < \infty \) for \( A \in \mathcal{E} \). Moreover,

\[
\lambda_v(A) = \int \beta(A) + \sum_{v=1}^\infty \int_{R^+} (1 - e^{-z}) \Delta_v(A, dz).
\]

For any \( z \in R^+ \), put

\[
\pi_v(A, z) = \Delta_v(A, [0, z]), \, \pi_v(A) = \Delta_v(A, R^+).
\]

Then \( \pi_v(., z) \) and \( \pi_v(.) \) are measures on \( S \) which are finite on \( \mathcal{E} \), and are thus \( \sigma \)-finite (by \( \mathcal{E} \)), and moreover \( \pi_v(., z) \) is absolutely continuous with respect to \( \pi_v(.) \). For any \( z \) in the set \( Q^+ \) of finite rationals in \( R^+ \) let \( F_v(., z) \) be (a version of) the Radon-Nikodym derivative of \( \pi_v(., z) \) with respect to \( \pi_v(.) \), so that

\[
\pi_v(A, z) = \int A F_v(x, z) \pi_v(dx), \, (A \in \mathcal{E}, \, z \in Q^+)\).
\]

If \( z_1 < z_2 \) are rational, then \( \pi_v(., z_1) \leq \pi_v(., z_2) \), so that

\[
F_v(x, z_1) \leq F_v(x, z_2)
\]

for almost all \( x \) (modulo \( \pi_v \)). Hence (since \( Q^+ \) is countable) for \( \pi_v \)-almost all \( x \), \( F_v(x, .) \) is a nondecreasing function of \( z \in Q^+ \). For any \( z \in Q^+ \),

\[
\pi_v(A, z) = \lim_{n \to \infty} \pi_v(A, z + n^{-1})
\]

\[
= \lim_{n \to \infty} \int A F_v(x, z + n^{-1}) \pi_v(dx)
\]

\[
= \int A F_v(x, z + ) \pi_v(dx),
\]

so that, for \( \pi_v \)-almost all \( x \), \( F_v(x, z +) = F_v(x, z) \). A similar argument shows that, for \( \pi_v \)-almost all \( x \),

\[
\lim_{n \to \infty} F_v(x, n) = 1.
\]

Hence, by changing \( F_v(x, .) \) on a \( \pi_v \)-null set of values of \( x \), we can find a function \( F^*_v : S \times Q^+ \to R \) such that, for each \( x \in S \), \( F^*_v(x, .) \) is nondecreasing and right-continuous, with
and such that (30) holds.

This function defines, for each \( x \), a probability measure \( p_\nu(x, \cdot) \) on \((\mathbb{R}^+, \mathcal{B}^+)\) by

\[
p_\nu(x, (z_1, z_2]) = F_\nu(x, z_2) - F_\nu(x, z_1), \quad (x_1 < z_2 \in \mathbb{Q}^+) ,
\]

which satisfies

\[
\pi_\nu(A, z) = \int_A p_\nu(x, (0, z]) \pi_\nu(dx), \quad (z \in \mathbb{Q}^+) .
\]

Hence, by (29),

\[
\lambda_\nu(A, E) = \int_A \int_{\mathbb{R}^+} p_\nu(x, dz) \pi_\nu(dx), \quad (A \in \mathcal{G}, E \in \mathcal{B}^+) .
\]

Moreover, it is clear from the way in which \( p_\nu \) has been constructed that \( p_\nu(x, E) \) is a measurable function of \( x \), and that

\[
p_\nu(x, I_\nu) = 1 .
\]

Combining (28) and (33), we have

\[
\lambda_\nu(A) = t\beta(A) + \sum_{\nu=1}^\infty \int_A \int_{\mathbb{R}^+} (1 - e^{-tr}) p_\nu(x, dz) \pi_\nu(dx)
\]

\[
= t\beta(A) + \sum_{\nu=1}^\infty \int_A \pi_\nu(dx) \left[ 1 - \int_{\mathbb{R}^+} e^{-tr} p_\nu(x, dz) \right] .
\]

Hence Theorem 2 leads to the following result:

**Theorem 3.** Let \( \phi \) be a completely random measure satisfying \( \mathcal{G} \) and having no fixed atoms. Then there exist \( \sigma \)-finite measures \( \beta, \pi_1, \pi_2, \cdots \) on \( S \), and probability measures

\[
p_\nu(x, \cdot)(v = 1, 2, \cdots; x \in S)
\]

on \( \mathbb{R}^+ \) with \( p_\nu(\cdot, E) \) measurable for each \( E \in \mathcal{B}^+ \), such that, for all \( t > 0 \),

\[
E\{e^{-r\nu(A)}\} = \exp \left\{ -t\beta(A) - \sum_{\nu=1}^\infty \int_A [1 - p^*_\nu(x, t)] \pi_\nu(dx) \right\} ,
\]

where

\[
p^*_\nu(x, t) = \int_{\mathbb{R}^+} e^{-tr} p_\nu(x, dz) .
\]

**Remark.** It may seem that we can say more about the measures
than that they are \( \sigma \)-finite, because a countable dissection of \( S \) can be chosen on which all the measures are simultaneously finite. Call a collection \( \mathcal{K} \) of measures on \( S \) **uniformly \( \sigma \)-finite** if there exists a countable dissection \( \{ A_n \} \) of \( S \) with \( \mu(A_n) < \infty \) for all \( n \) and all \( \mu \in \mathcal{K} \). Then \( \{ \beta, \pi_1, \pi_2, \ldots \} \) is a uniformly \( \sigma \)-finite collection of measures. However, this strengthening is only apparent, since any countable collection of \( \sigma \)-finite measures is uniformly \( \sigma \)-finite. This result is proved in Appendix 1.

8. If we combine Theorems 1 and 3, we see that the finite-dimensional distributions of a completely random measure \( \Phi \) satisfying \( \mathcal{G} \) are completely described by the following characteristics:

(i) a countable subset \( \mathcal{N} \) of \( S \) (the set of fixed atoms),
(ii) for every \( x \in \mathcal{N} \), a probability measure \( q(x, \cdot) \) on \( R^+ \) (the distribution of \( \phi(x) \)),
(iii) a nonatomic \( \sigma \)-finite measure \( \beta \) on \( S \),
(iv) for each positive integer \( v \), a nonatomic \( \sigma \)-finite measure \( \pi_v \) on \( S \),
(v) for each positive integer \( v \), and every \( x \in S \), a probability measure \( p_v(x, \cdot) \) on \( R^+ - \{0\} \), with \( p_v(\cdot, E) \) measurable for each \( E \in \mathcal{B}^+ \).

In terms of these characteristics, the distribution of \( \Phi(A) \) is given by

\[
\log E\{e^{-t\Phi(A)}\} = \\
\sum_{x \in \mathcal{N} \cap A} \log q^*(x, t) - t\beta(A) - \sum_{v=1}^{\infty} \int_A \left[ 1 - p_v^*(x, t) \right] \pi_v(dx),
\]

where

\[
q^*(x, t) = \int_{R^+} e^{-tz} q(x, dz).
\]

We now prove a result which is a converse to the theorems already proved.

**Theorem 4.** If \( \mathcal{N}, q, \beta, \pi_v, p_v \) are given satisfying (i)-(v), then there exists a completely random measure \( \Phi \) satisfying \( \mathcal{G} \) and having distributions given by (37).

We prove the theorem by constructing completely random measures \( \Phi_f, \Phi_s, \Phi_s, \Phi_s, \Phi_s, \ldots \) such that

\[
E\{e^{-t\Phi_f(A)}\} = \prod_{x \in \mathcal{N} \cap A} q^*(x, t),
\]

\[
E\{e^{-t\Phi_s(A)}\} = e^{-t\beta(A)},
\]

and
If all these measures are taken to be independent, and if
\[ \Phi_v = \sum_{\nu=1}^{\infty} \Phi_v, \]
then
\[ \Phi = \Phi_f + \Phi_d + \Phi_v \]
is a completely random measure satisfying (37). Moreover, it is easily verified (using the result of Appendix 1) that \( \Phi \) satisfies \( \mathcal{E} \).

The first component \( \Phi_f \) is obtained by taking independent random variables \( \varphi(x)(x \in \mathcal{A}) \) such that \( \varphi(x) \) has probability measure \( q(x, \cdot) \), and setting
\[ \Phi_f = \sum \varphi(x)\delta_x. \]
Then \( \Phi_f \) is a completely random measure satisfying (39). It is clearly concentrated on the countable set \( \mathcal{A} \).

The second component is constructed trivially by putting
\[ \Phi_d = \beta \]
so that \( \Phi_d \) is purely deterministic.

To obtain \( \Phi_v \) (where \( v \) is a positive integer), first construct a Poisson process \( \Pi_v \) on \( S \) according to the measure \( \pi_v \) (see Appendix 2). Thus \( \Pi_v \) will consist of a countable number of random points of \( S \), the number of points in disjoint sets being independent, the number in a set \( A \) having a Poisson distribution with mean \( \pi_v(A) \) if this is finite, and otherwise being almost surely infinite. Conditional on \( \Pi_v \), construct, for each \( x \in \Pi_v \), a random variable \( \varphi(x) \) having distribution \( p_v(x, \cdot) \), different \( \varphi(x) \) being independent. Then elementary computations show that
\[ \Phi_v = \sum_{x \in \Pi_v} \varphi(x)\delta_x \]
is a completely random measure satisfying (41).

Thus the proof of the theorem is complete.

If we call two random measures equivalent if they have the same finite-dimensional distributions, then we have proved that any completely random measure satisfying \( \mathcal{E} \) is equivalent to one of the form implied by equations (42)-(46). In particular we have the following result.

**Theorem 5.** Every completely random measure satisfying \( \mathcal{E} \) is
equivalent to the sum of two such measures, one of which is purely
deterministic and the other purely atomic.

9. If $\Phi$ is any completely random measure, then it is an
immediate consequence of the monotone convergence theorem that the
function $m$ given by

$$m(A) = E\{\Phi(A)\} , \ (A \in \mathcal{S}) ,$$

is a measure on $S$. If $\Phi$ satisfies $\mathcal{C}$, and thus has a distribution given
by (37), then

$$m(A) = \sum \int_{R^+} zq(x, dz) + \beta(A) + \sum_{i=1}^{\infty} \int_A \pi_i(x) dx \bigg|_{R^+} \phi_i(x, dz) .$$

Notice that, even under $\mathcal{C}$, $m$ need not be $\sigma$-finite.

A rather more complicated set function is that given by

$$V(A) = \text{var} \{\Phi(A)\} , \ (A \in S) .$$

Here $\text{var} (X)$ denotes the variance of $X$, with $\text{var} (X) = \infty$ if
$E(X^2) = \infty$. If $A$ and $B$ are disjoint, the independence of $\Phi(A)$ and
$\Phi(B)$ shows that

$$V(A \cup B) = V(A) + V(B) ,$$

so that $V$ is a finitely additive, but not necessarily $\sigma$-additive, set
function on $S$. However, it is easy to show that, if $V(A) < \infty$, then
the restriction of $V$ to subsets of $A$ is $\sigma$-additive. For a discussion
of $V$ when $S = R^2$ we refer to [11].

There are a number of other set functions connected with $\Phi$ which
are of some interest. In particular, we leave it to the reader to verify
that

$$\lambda_{\infty}(A) = - \log P\{\Phi(A) = 0\} , \ (A \in \mathcal{S})$$

is a measure on $S$, while

$$\lambda_0(A) = - \log P\{\Phi(A) = \infty\} , \ (A \in \mathcal{S})$$

defines a finitely additive, but not in general $\sigma$-additive, set function
on $S$.

10. In the decomposition (43) of a completely random measure
satisfying $\mathcal{C}$, the fixed atomic component $\Phi_f$ and the deterministic
component $\Phi_d$ are relatively uninteresting, and we therefore concen-
trate attention on the third component $\Phi_o$, which we call the
ordinary component of $\Phi$. This is a purely atomic measure, and its
atoms form the superposition
of the independent Poisson processes $\Pi_\nu$. Notice that, since the measures $\pi_\nu$ are nonatomic, the sets $\Pi_\nu$ are almost certainly disjoint.

Because a superposition of independent Poisson processes is itself a Poisson process, it follows that the atoms of $\Phi_0$ follow a Poisson process corresponding to the measure

$$\pi = \sum_{\nu=1}^{\infty} \pi_\nu.$$  

This last measure is not necessarily $\sigma$-finite. It is this fact that necessitates the awkward splitting of $\Phi_0$ into its components

$$\phi_1, \phi_2, \cdots.$$  

11. All the above analysis has been carried out using the condition $\mathcal{C}$ and it is worthwhile noting the points at which this condition enters the argument. If it is not assumed, the measures $\lambda_\nu$ can still be defined by (3), but they no longer need be $\sigma$-finite. Thus, if $\sigma \mathcal{S}$ is the $\sigma$-ideal generated by $\mathcal{S}$ (the class of countable unions of sets in $\mathcal{S}$), $\sigma \mathcal{S}$ may be a proper sub-$\sigma$-ideal of $\mathcal{E}$.

The first application of $\mathcal{C}$ occurs in § 4, where it is used to establish the countability of the set $\mathcal{A}$ of fixed atoms. If $\mathcal{C}$ is not assumed, $\mathcal{A}$ may be uncountable, and indeed nonmeasurable. When this is so, there is no obvious way of 'splitting off' the fixed atomic component as is done in Theorem 1.

The analysis of Theorem 2 goes through, as long as we restrict attention to sets in $\sigma \mathcal{S}$. Thus $\Gamma$ is defined for $A \in \mathcal{S}$, and then extended as in § 6 to $\sigma \mathcal{S}$. If we then set

$$\Gamma(A, E) = \infty, (A \in \sigma \mathcal{S}, E \neq \emptyset),$$

(23) is valid for all $A \in \mathcal{E}$.

The argument of § 7, in which the structure of $\Gamma$ is examined in detail, relies heavily on the Radon-Nikodym theorem, and so requires some sort of $\sigma$-finiteness restriction. The condition $\mathcal{C}$ seems to be the simplest such restriction. Whether Theorem 5 is true if $\mathcal{C}$ is not assumed I do not know.

Since $\mathcal{C}$ is, in a sense, a condition of $\sigma$-finiteness on the completely random measure $\Phi$, it is worth asking what relation it bears to the more obvious condition,

$$\mathcal{C}': \phi_\omega \text{ is } \sigma\text{-finite for almost all } \omega \in \Omega.$$

The trivial example in which $S$ has just one point $s$ and
0 < P(\{\Phi(s) = \infty\}) < 1
shows that \( \mathcal{E} \) does not imply \( \mathcal{E}' \). It is also true that \( \mathcal{E}' \) does not imply \( \mathcal{E} \); in fact it is possible to construct a completely random measure \( \Phi \) on the Borel subsets of \( R \) with the following properties (\( m \) denoting Lebesgue measure):

1. \( \Phi_\omega \) is \( \sigma \)-finite for all \( \omega \),
2. if \( m(A) > 0 \), then \( \Phi(A) = \infty \) a.s.,
3. if \( m(A) = 0 \), then \( \Phi(A) = 0 \) a.s.

In this case \( \mathcal{E} \) (and so also \( \sigma \mathcal{E} \)) consists of the sets of Lebesgue measure zero and so \( \mathcal{E} \) is not satisfied. The details of the construction are given in Appendix 3; the result shows the depth of pathology which can be reached if \( \mathcal{E} \) is not assumed.

Appendix 1. Uniform \( \sigma \)-finiteness. The concept of a uniformly \( \sigma \)-finite collection of measures was defined in §7. It is trivial that the members of such a collection must each be \( \sigma \)-finite, and that a finite collection of \( \sigma \)-finite measures is uniformly \( \sigma \)-finite. Less trivial is the corresponding result for countable collections, which is a corollary of the following theorem, which is itself related to a result of Feldman ([4], Theorem 7.4).

**Theorem 6.** If \( \mu_1, \mu_2, \ldots \) are \( \sigma \)-finite measures on a space \((S, \mathcal{E})\), there exist strictly positive numbers \( c_1, c_2, \ldots \) such that \( \sum_{n=1}^\infty c_n \mu_n \) is \( \sigma \)-finite.

**Proof.** Since \( \mu_n \) is \( \sigma \)-finite, it is dominated by a probability measure \( \lambda_n \), and so by the probability measure

\[
\lambda = \sum_{n=1}^\infty 2^{-n} \lambda_n .
\]

Hence, for some finite nonnegative function \( f_n \),

\[
\mu_n(dx) = f_n(x) \lambda(dx) .
\]

As \( a \to \infty \), \( \lambda\{x; f_n(x) > a\} \to 0 \), and hence we can choose \( a_n \) so that, if \( A = \{x; f_n(x) > a_n\} \), then \( \lambda(A_n) < 2^{-n} \). We now write

\[
c_n = 2^{-na_n^{-1}}, \mu = \sum_{n=1}^\infty c_n \mu_n ;
\]

it suffices to prove that \( \mu \) is \( \sigma \)-finite.

If

\[
B_n = \bigcup_{k=n+1}^\infty A_k \quad (n = 0, 1, 2, \ldots ) ,
\]
then
\[ \lambda(B_n) \leq \sum_{k=n+1}^{\infty} \lambda(A_k) < \sum_{k=n+1}^{\infty} 2^{-k} = 2^{-n}, \]
and therefore, if
\[ B_\infty = \bigcap_{n=0}^{\infty} B_n \]
we have \( \lambda(B_\infty) = 0. \)

Hence \( \mu_n(B_\infty) = 0 \) for all \( n \), and so \( \mu(B_\infty) = 0 \), and it suffices to prove that \( \mu \) is \( \sigma \)-finite on \( S - B_\infty \). Now
\[ S - B_\infty = \bigcup_{n=0}^{\infty} (A_n - B_n) \]
\((A_0 = S)\) and it thus suffices to prove that \( \mu \) is \( \sigma \)-finite on \( A_n - B_n \). To do this, write
\[ \mu = c_1 \mu_1 + c_2 \mu_2 + \cdots + c_n \mu_n + \sum_{r=n+1}^{\infty} c_r \mu_r. \]
On the right hand side the first \( n \) terms are \( \sigma \)-finite on \( A_n - B_n \), and it suffices to show that the last is also \( \sigma \)-finite. It is in fact totally finite on \( A_n - B_n \), since
\[ \left( \sum_{r=n+1}^{\infty} c_r \mu_r \right)(A_n - B_n) = \sum_{r=n+1}^{\infty} c_r \int_{A_n - B_n} f_r(x) \lambda(dx) \]
\[ \leq \sum_{r=n+1}^{\infty} c_r \int_{A_n - B_n} a_r \lambda(dx) \]
\[ \leq \sum_{r=n+1}^{\infty} c_r a_r = 2^{-n} < \infty. \]
This completes the proof.

**Corollary.** There exists a countable dissection \( \{A_m\} \) of \( S \) with \( \mu_m(A_m) < \infty \) for all \( m, n \).

**Proof.** Take a dissection \( \{A_m\} \) with \( \mu(A_m) < \infty \). Then
\[ \lambda_m(A_m) \leq c_m^{-1} \mu(A_m) < \infty. \]

**Appendix 2. The construction of Poisson processes.** By a Poisson process on an abstract space \( S \) we mean a random set of points with the property that the numbers of points in disjoint sets are independent Poisson variates. More precisely, let \((S, \mathcal{E}, \mu)\) be a measure space, let \( \Pi \) be a random subset of \( S \) and let
\[ (55) \quad N(A) = \# (A \cap \Pi), (A \in \mathcal{E}). \]
(Here, for any set $B$, $\# B$ denotes the number of points in $B$ if $B$ is finite, and $+\infty$ if $B$ is infinite.) Then we say that $\Pi$ is a Poisson process with measure $\mu$ if

(i) whenever $A_1, A_2, \ldots, A_n$ are disjoint numbers of $\mathcal{S}$,

$$N(A_1)N(A_2) \cdots N(A_n)$$

are independent,

(ii) if $\mu(A) < \infty$, then $N(A)$ has a Poisson distribution with mean $\mu(A)$,

(iii) if $\mu(A) = \infty$, then $N(A) = \infty$ a.s.

Thus, in the terminology of this paper, $\Pi$ is a Poisson process with measure $\mu$ if and only if $N$ is a completely random measure with (in the notation of §3)

$$\lambda_n(A) = \mu(A)(1 - e^{-n}).$$

It is far from obvious that, given a space $(S, \mathcal{S}, \mu)$, there does exist a Poisson process as described above. The object of this appendix, which is the outcome of discussions with Professor D. G. Kendall, is to show how, under suitable conditions, such a process can be constructed.

We first remark that, for a Poisson process to exist, $\mu$ must be nonatomic. For, if $x \in S$ has $\mu\{x\} = a > 0$, we have

$$P\{N(\{x\}) \leq 1\} = e^{-a} + ae^{-a} < 1,$$

which contradicts the obvious fact that

$$N(\{x\}) = \#(\{x\} \cap \Pi) \leq 1.$$ 

It is, of course, possible to modify our definition to avoid this difficulty, but this seems hardly worthwhile, and we shall be content to assume that $\mu$ is nonatomic.

The obvious way to proceed to the construction of $\Pi$ is as follows. As in §2, the assumption that $N$ is a completely random measure satisfying (56) leads to a consistent family of finite-dimensional distributions for the stochastic process

$$\{N(A); A \in \mathcal{S}\}.$$ 

Hence, by the Daniell-Kolmogorov theorem, there does exist a stochastic process with these finite-dimensional distributions. In particular, $N$ is almost surely a finitely-additive, integer-valued set function satisfying (i)-(iii). The theorem is not, however, sufficiently strong to ensure that $N$ is $\sigma$-additive. Kendall (private communication) has shown how this sort of difficulty may be avoided by powerful general methods, but in the simple case of a Poisson process it is possible to proceed...
in a more elementary way. To do this we need to make a restriction on the measure \( \mu \) (apart from nonatomicity), and the result is given in the following theorem.

**Theorem 7.** Let \((S, \mathcal{E}, \mu)\) be a nonatomic measure space, and suppose that \( \mu \) can be expressed as the sum of a countable number of \( \sigma \)-finite measures. Then there exists a Poisson process \( \Pi \) on \( S \) with measure \( \mu \) and \( \Pi \) is almost certainly countable.

**Proof.** Consider first the case in which \( \mu \) is totally finite, and write \( a = \mu(S) \). Choose independent random variables \( X_1, X_2, \ldots, N \), where

(i) \( X_n \) takes values in \( S \), and has distribution given by the measure \( \sigma^\dagger \mu \),

(ii) \( N \) has a Poisson distribution with mean \( a \).

Write

\[ \Pi = \{X_1, X_2, \ldots, X_N\} \, . \]

Then elementary (if tedious) computations show that \( \Pi \) is a Poisson process with measure \( \mu \). Clearly \( \Pi \) is almost certainly finite.

Now suppose that \( \mu \) is \( \sigma \)-finite. Then we can find finite measures \( \mu_1, \mu_2, \ldots \) such that \( \mu = \sum \mu_j \). Construct, as in the previous paragraph, Poisson processes \( \Pi_j \) on \((S, \mathcal{E}, \mu_j)\), and do this so that the \( \Pi_j \) are independent. Then easily

\[ \Pi = \bigcup_j \Pi_j \]

is a Poisson process with measure \( \mu \), and is almost surely countable.

An exactly similar argument extends the result to countable sums of \( \sigma \)-finite measures, and preserves the countability of \( \Pi \). Hence the theorem is proved.

The Poisson processes discussed in §8 all correspond to measures which satisfy the conditions of Theorem 7, and hence the argument of that section is completed.

It is perhaps worth stressing that the Poisson process \( \Pi \) can be countable even when the underlying measure \( \mu \) is not \( \sigma \)-finite.

**Appendix 3. A pathological example.** The object of this appendix is to give details of the completely random measure referred to at the end of §11. This was a measure \( \Phi = \Phi \). On \((R, \mathcal{E})\) with

(i) \( \Phi_\omega \) \( \sigma \)-finite for-all \( \omega \),

(ii) \( \Phi(A) = \infty \) a.s. whenever \( A \) has positive Lebesgue measure \( m(A) \),

(iii) \( \Phi(A) = 0 \) a.s. whenever \( A \) has zero Lebesgue measure.
Because the distribution of $\Phi(A)$ is degenerate, this random measure is in fact completely random.

Take the probability space $\Omega$ to be the unit interval, and $P$ to be Lebesgue measure on its Lebesgue subsets. Then define a random measure $\Phi$ on $(\mathbb{R}, \mathcal{B})$ by

$$\Phi_\omega(A) = \# [A \cap (\omega + Q)], (A \in \mathcal{B}).$$

In other words, $\Phi_\omega$ is counting measure on the translate $\omega + Q$ of the rationals, and is thus $\sigma$-finite.

If $\chi_A$ is the characteristic function of $A$, then

$$\Phi_\omega(A) = \sum_{r \in \mathbb{Q}} \chi_A(\omega + r).$$

showing that $\Phi_\omega(A)$ is a measurable function of $\omega$. If $m(A) = 0$,

$$\chi_A(\omega + r) = 0$$

for almost all $\omega$, and so $\Phi(A) = 0$ a.s. Hence $\Phi$ is a random measure satisfying (i) and (iii), and it remains only to prove (ii).

Thus let $A$ have $m(A) > 0$. Then there exists $r \in \mathbb{Q}$ with

$$m(A \cap (r, r + 1)) > 0,$$

and, from (58), for any integers $n, q$,

$$\Phi_\omega(A) \geq \sum_{k=1}^{n} \chi_A(\omega + r + k/q).$$

As $q \to \infty$, the right hand side converges in $L^1(\Omega)$, and hence in measure, to

$$\sum_{k=1}^{n} \chi_A(\omega + r) = n\chi_A(\omega + r).$$

Hence

$$P\{\Phi_\omega(A) \geq n\} \geq P\left\{\sum_{k=1}^{n} \chi_A(\omega + r + k/q) \geq n\right\}$$

$$\to P\{n\chi_A(\omega + r) \geq n\} \quad (q \to \infty)$$

$$= P\{\omega + r \in A\}$$

$$= P\{\omega \in A - r\}$$

$$= m((0, 1) \cap (A - r))$$

$$= m(A \cap (r, r + 1)),$$

and letting $n \to \infty$

$$P\{\Phi_\omega(A) = \infty\} \geq m(A \cap (r, r + 1)) > 0.$$
Now let $E$ be the set of $\omega$ for which $\Phi_\omega(A) = \infty$, so that $m(E) > 0$. From the definition of $\Phi$ it is clear that

$$\omega \in E, \ r \in Q, \ \omega + r \in (0, 1) \Rightarrow \omega + r \in E.$$ 

Hence, if $G(x) = m[E \cap (0, x)], (0 < x < 1)$, we have

$$G(x + r) - G(r) = G(x), \ (0 < x < x + r < 1, \ r \in Q).$$

Since $G$ is right-continuous,

$$G(x + y) = G(x) + G(y)$$

for all $x, y > 0, x + y < 1$, and hence

$$G(x) = xG(1) = xm(E).$$

Thus, for almost all $x \in (0, 1),

$$\chi_E(x) = G'(x) = m(E),$$

and since $\chi_E = 0$ or $1$ and $m(E) > 0$ it follows that $m(E) = 1$. Thus

$$P\{\Phi_\omega(A) = \infty\} = m(E) = 1,$$

and the proof of (ii) is complete.
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