THE ITERATED LIMIT CONDITION AND SEQUENTIAL CONVERGENCE

S. Simons

Let $F$ be a family of functions from an abstract set $X$ to a compact metric space $W$. This paper contains the following result: If $F$ satisfies the iterated limit condition (see §1 below) then any function $f_0 : X \to W$ that is pointwise limit of elements of $F$ can be expressed as the pointwise limit of a sequence extracted from $F$. Various generalizations are discussed, and applications are given to measure theory.

1. Notation and terminology. We suppose throughout this paper that $X$ is a nonvoid set and that $W$ is a topological space. We write $(W^X, p)$ for the set of all functions from $X$ to $W$, with the topology of pointwise convergence (product topology). We suppose also that $F \subset W^X$ and we write $F^-$ for the closure of $F$ in $(W^X, p)$.

We say that $F$ satisfied the **iterated limit condition** if

$$\lim_m \lim_n f_n(x_m) = \lim_n \lim_m f_n(x_m)$$

whenever $\{f_1, f_2, \ldots\}$ is a sequence in $F$ and $\{x_1, x_2, \ldots\}$ is a sequence in $X$ for which all the limits exist.

2. Introduction. The following results about the iterated limit condition are known; if $X$ is a compact space, $W$ is a compact metric space and $F \subset G$, where $G$ is the set of continuous functions from $X$ to $W$, than (a), (b) and (c) are equivalent [1, 8.18, p. 76] and imply (d) [1, 8.20, p. 78]

(a) $F$ satisfies the iterated limit condition
(b) $F^- \subset G$ (i.e., $F$ is relatively compact in $(G, p)$)
(c) every sequence in $F$ has a cluster point in $(G, p)$
(d) every function in $F^-$ is the $p$-limit of a sequence in $F$.

Now (b) and (c) of the above conditions involve the fact that $X$ is a topological space, whereas (a) and (d) do not. In Theorem 1 of this paper we shall prove that (a) implies (d) without the hypothesis that $X$ is a topological space. The interest of this is that sequential convergence is important in the study of certain classes of functions that are not necessarily continuous (e.g., measurable functions). In later papers we shall be considering a number of applications of Theorem 1 to analysis. The reader who is primarily interested in these can pass over all parts of this paper that follow Theorem 1.

The result of Theorem 1 is essentially a combinatorial one and
the proof we give of it is direct and elementary. This result can also be deduced from known results on continuous functions by using the Stone-Cech compactification, although it does not seem to be in print in any of the obvious places.

In Theorem 2 we shall prove a result similar to Theorem 1, only under less restrictive conditions on \( W \). In the case of real functions, for instance, Theorem 2 leads to results about unbounded functions, whereas Theorem 1 only gives results about uniformly bounded families of functions. (Another possible approach would be to compactify the reals, but we do not discuss this.) In order to prove Theorem 2 it seems necessary to use a slightly modified form of the iterated limit condition.

In Theorem 3 and Corollary 4 we shall consider applications of our results to measure theory. Corollary 4 contains the following result: If \( F \subseteq C[0,1] \) and \( F \) is countably compact in the topology of pointwise convergence on \([0,1]\) then this topology on \( F \) is identical with the topology of convergence in measure. We point out that the above conditions on \( F \) do not imply that \( F \) is a uniformly bounded set of functions. The above result is, in fact, a generalization of Egoroff's Theorem for continuous functions: if \( f_n \in R^{[0,1]} \) and \( f_n \rightarrow f_0 \) in \( p \) then \( \{f_0, f_1, \ldots \} \) is compact in the topology of pointwise convergence on \([0,1]\).

3. Results.

**Theorem 1.** We suppose that \( F \) satisfied the iterated limit condition and that \( W \) is a compact metric space. Then:

\[ \lim_m f_m(x)_m \text{ has } \lim_m \lim_n f(x_m) \text{ as a cluster point as } n \to \infty \]

whenever \( \{f_1, f_2, \ldots \} \) is a sequence in \( F \) and \( \{x_1, x_2, \ldots \} \) is a sequence in \( X \) for which all the limits exist;

\[ (b) \text{ if } f_0 \in F^- \text{ then } f_0 \text{ is the } p\text{-limit of a sequence in } F. \]

**Theorem 2.** If \( F \) satisfies (1) above and \( W \) is a metric space and the union of a countable family of precompact subsets then Theorem 1 (b) is still true.

**Theorem 3.** Let \( S \) be a \( \sigma \)-field of subsets of \( X \), \( F \) a family of real, \( S \)-measurable functions on \( X \) that satisfies (1), and \( f_0 \in R^X \) be the \( p \)-limit of a net \( f_\alpha \) in \( F \). Then

\[ (a) \text{ } f_0 \text{ is } S\text{-measurable,} \]

\[ (b) \text{ if } \mu \text{ is a finite measure on } S \text{ then } f_\alpha \to f_0 \text{ in } \mu\text{-measure,} \]

\[ (c) \text{ if } \mu \text{ is a finite measure on } S \text{ and there exists a } \mu\text{-integrable function } g \text{ on } X \text{ such that } |f_\alpha| \leq g[\mu] \text{ for all } \alpha \text{ then } f_0 \text{ is } \mu\text{-integrable} \]
and \( f_\alpha \to f_0 \) in \( \mu \)-mean.

**REMARKS.** The results of Theorem 3 are true if \( F \) is a uniformly bounded set of real functions that satisfies the iterated limit condition (from Theorem 1(a)). However, we shall be proving deeper results in a later paper.

If we omit the condition that \( F \) satisfies (1) then all the results of Theorem 3 are false. Suppose, for example, we take \( X=(0,1), \ S=\text{Lebesgue measurable sets} \) and \( \mu=\text{Lebesgue measure} \). Let \( \alpha \) run through the finite subsets of \( X \), directed by \( \supset \). If \( f_\alpha \) is the characteristic function of \( \alpha \) then \( f_\alpha \to 1 \) in \( p \) but \( \int f_\alpha \, d\mu = 0 \Rightarrow 1 = \int 1 \, d\mu \). If \( h \) is any nonmeasurable function then \( f_\alpha h \to h \) in \( p \), but each function \( f_\alpha h \) is measurable.

This brings us to another point: if \( f_\alpha \) are as above and \( h \) is the function \( t \to 1/t \) then

\[
\text{for each } \alpha, \ |f_\alpha h| = 0 \, |\mu|
\]

but there is no measurable set \( E \subset (0,1) \) and integrable function \( g \) on \( (0,1) \) such that

\[
\mu((0,1) \setminus E) = 0
\]

and

\[
|f_\alpha h(x)| \leq g(x) \text{ for all } \alpha \text{ and for all } x \in E.
\]

On the other hand, if \( \{f_1, f_2, \cdots\} \) is a sequence of \( S \)-measurable functions on \( X \), \( \mu \) is a finite measure on \( S \) and there exists an integrable \( g \) such that

\[
\text{for each } n, \ |f_n| \leq g \, |\mu|
\]

then there exists \( E \in S \) such that

\[
\mu(X \setminus E) = 0
\]

and

\[
|f_n(x)| \leq g(x) \text{ for all } n \text{ and for all } x \in E.
\]

(This is immediate since the union of a countable family of sets of measure zero has measure zero). This suggests the following

**PROBLEM.** If \((X, S), F \) and \( \mu \) are as in Theorem 3(b) and there exists a \( \mu \)-integrable function \( g \) on \( X \) such that \( |f| \leq g \, |\mu| \) for all \( f \in F \) then does there necessarily exist \( E \in S \) with \( \mu(X \setminus E) = 0 \) and a \( \mu \)-integrable function \( g' \) on \( X \) such that
\[ |f(x)| \leq g'(x) \text{ for all } f \in F \text{ and for all } x \in E. \]

**COROLLARY 4.** If \( X \) is a countably compact topological space, \( F \) is a countably compact subset of \((\mathbb{R}^\mathbb{N}, p)\) and \( F \) consists of continuous functions, \( \mu \) is a finite measure on \( X \) such that \( \int fd\mu \) exists for all \( f \in F \) and such that

\[
f, g \in F \text{ and } f \neq g \text{ imply that } f \neq g[\mu]
\]

then \( p \) and the topology of convergence in \( \mu \)-measure coincide on \( F \).

These conclusions are true, in particular, if \( X \) is compact Hausdorff, \( \mu \) is a regular Borel measure on \( X \) with support \( X \) and \( F \) is any \( p \)-countably compact set of continuous functions.

4. Proofs. We write \( d \) for the metric on \( W \).

**Proof of Theorem 1.**

(a) We suppose that \( \{f_1, f_2, \ldots\} \) is a sequence in \( F \) and \( \{x_1, x_2, \ldots\} \) is a sequence in \( X \) for which \( \lim_n \lim_m f_n(x_m) \) exists and, for each \( n \), \( \lim_m f_n(x_m) \) exists. Since \( W \) is compact metric, there exist integers \( n(1) < n(2) < \cdots \) such that \( \lim_i \lim_m f_{n(i)}(x_m) \) exists. On the other hand, for each \( m \), \( \lim_i f_{n(i)}(x_m) = \lim_m f_n(x_m) \) since \( n(i) \to \infty \) as \( i \to \infty \), hence

\[ \lim_i \lim_m f_{n(i)}(x_m) = \lim_m \lim_n f_n(x_m). \]

Applying the iterated limit condition to \( \{f_{n(1)}, f_{n(2)}, \ldots\} \) and \( \{x_1, x_2, \ldots\} \) we find that

\[ \lim_i \lim_m f_{n(i)}(x_m) = \lim_m \lim_n f_n(x_m) \]

and so (1) is satisfied, completing the proof of (a).

(b) We find \( f_1, Z_1, f_2, Z_2, \ldots \) inductively, where \( f_1, f_2, \ldots \in F \) and \( Z_1, Z_2, \ldots \) are finite subsets of \( X \), such that

\[ \text{for each } s = 1, 2, \ldots \text{ and for each } x \in X \text{ there exists } \]

\[ z(x, s) \in Z_s \text{ such that } \sup_{0 \leq r \leq s} d(f_s(z(x, s)), f_r(x)) < \frac{1}{s}, \]

\[ \text{for each } s = 2, 3, \ldots Z_{s-1} \subset Z_s \]

and

\[ \text{for each } s = 2, 3, \ldots, z \in Z_{s-1} \text{ implies that } d(f_s(z), f_1(x)) < \frac{1}{s}. \]

We perform the induction as follows. We first choose \( f_1 \in F \)
arbitrarily \((F\) is nonvoid since \(f_0 \in F^-)\). Having chosen

\[
f_1, Z_1, \ldots, Z_{n-1}, f_n
\]
we observe that if the function \(g : X \to W_{n+1}\) is defined by

\[
g(x) = (f_0(x), \ldots, f_n(x))
\]
then \(g(X)\) is precompact (since \(W_{n+1}\) is compact). It follows by using the sup metric on \(W_{n+1}\), that there exists \(Z_n\) satisfying (2) \((s = n)\) and, by taking the union with \(Z_{n-1}\), satisfying (3) \((s = n)\).

Having chosen \(f_1, Z_1, \ldots, f_{n-1}, Z_{n-1}\) it is immediate since \(f_0 \in F^-\) that there exists \(f_n \in F\) that satisfies (4) \((s = n)\).

We show that \(f_n \to f_0\) in \(p\). If this were false there would exist \(x \in X, \varepsilon > 0\) and \(1 \leq s(1) < s(2) < \cdots\) such that

\[
(5) \quad \text{for } n = 1, 2, \ldots \quad d(f_{s(n)}(x), f_0(x)) \geq \varepsilon.
\]

For any \(n\), if \(m\) is sufficiently large (specifically, if \(m_1 \geq n\) then from (2),

\[
(6) \quad d(f_{s(n)}(z(x, s(m))), f_{s(n)}(x)) < \frac{1}{s(m)}
\]

and so, for each \(n\),

\[
(7) \quad \lim_{m} f_{s(n)}(z(x, s(m))) = f_{s(n)}(x).
\]

Similarly

\[
(8) \quad \lim_{m} f_0(z(x, s(m))) = f_0(x).
\]

For any \(m\), if \(n > m\) then, from (3) and (4),

\[
(9) \quad d(f_{s(n)}(z(x, s(m))), f_0(z(x, s(m)))) < \frac{1}{s(n)}
\]

thus

\[
(10) \quad \lim_{m} f_{s(n)}(z(x, s(m))) = f_0(z(x, s(m))).
\]

From (8) and (9),

\[
(11) \quad \lim_{m} \lim_{n} f_{s(n)}(z(x, s(m))) = f_0(x)
\]

thus (5) and (7) contradict (1) (that is, part (a) of this theorem) with \(f_n\) replaced by \(f_{s(n)}\) and \(x_m\) replaced by \(z(x, s(m))\). This completes the proof of (b).

\textbf{Proof of Theorem 2.} We first observe that if \(f_0\) and each of the functions in \(F\) have a precompact range then the proof given in
Theorem 1 (b) is still valid (the fact that $W$ is compact is used in Theorem 1(b) to show that (1) follows from the iterated limit condition—$g(X)$ is still precompact in $W^{n+1}$, being contained in

$$f_0(X) \times f_1(X) \times \cdots \times f_n(X).$$

We turn now to the general case and suppose that $W = U_{s \geq 1} K_s$, where $K_1, K_2, \cdots$ are precompact in $W$ and $K_1 \subseteq K_2 \subseteq \cdots$. We find $f_1, Z_1, f_2, Z_2, \cdots$ inductively, where $f_1, f_2, \cdots \in F$ and $Z_1, Z_2, \cdots$ are finite subsets of $X$, such that

(10) \[ z(x, s) \in Z_s \text{ such that } \sup \{d(f_r(z(x, s)), f_r(x)) : 0 \leq r \leq s, f_r(x) \in K_s\} \leq \frac{1}{s} \]

and (3) and (4) are satisfied as before.

We perform the induction as follows. We first choose $f_1 \in F$ arbitrarily. Having chosen $f_1, Z_1, \ldots, f_{n-1}, Z_{n-1}$ it follows (as before) that, since $f_0 \in F^-$, there exists $f_n \in F$ that satisfies (4) $(s = n)$. We now come to the point where our proof differs markedly from that of Theorem 1 (b). We suppose that $f_1, Z_1, \ldots, Z_{n-1}, f_n$ have been chosen and we discuss the choice of $Z_n$. For any $I \subseteq \{0, 1, \cdots, n\}$ we write

$$V = \cap_{r \in I} f_r^{-1}(K_s)$$

and define the map $g: V \rightarrow W'$ by

$$(g(x))_r = f_r(x), \quad (r \in I).$$

Since $g(V) \subseteq (K_s)'$, $g(V)$ is precompact in $W'$ and there exists a finite subset $Y$ of $V$ such that

for all $x \in V$ there exists $y \in Y$ such that $\sup_{r \in I} d(f_r(x), f_r(y)) < \frac{1}{s}$.

We choose $Z_n$ so that $Z_n \supseteq Z_{n-1}$ and also $Z_n$ contains all the sets $Y$, as $I$ varies over all the subsets of $\{0, 1, \cdots, n\}$. It follows that $Z_n$ satisfies (10) and (3) $(s = n)$.

The rest of the proof proceeds as before, except that "specifically if $m \geq n$" in the line preceding (6) is replaced by "specifically, if $m \geq n$ and $m$ is so large that $K_{s(m)} \supseteq f_{s(n)}(x)$.”

**Proof of Theorem 3.**

(a) This follows from Theorem 2—$f_0$ is the limit of a sequence extracted from $F$.

(b) If this were false then, for some $\varepsilon > 0$, we could find a cofinal subset $\{\beta\}$ of $\{\alpha\}$ such that, for each $\beta$, 

and
Then, from Theorem 2, we could find \( \beta(1), \beta(2), \ldots \) such that \( f_{\beta(n)} \rightarrow f_0 \) in \( p \). This is impossible since, from Egoroff's Theorem, pointwise convergence of a sequence implies convergence in measure.

(c) The proof of this is similar to that of (b): for a dominated sequence pointwise convergence implies convergence in mean.

**Proof of Corollary 4.** If \( f_1, f_2, \ldots \) and \( x_1, x_2, \ldots \) are as in (1), \( f \in F \) is a cluster point of \( \{f_1, f_2, \ldots\} \) in \((R^X, p)\) and \( x \) is a cluster point of \( \{x_1, x_2, \ldots\} \) in \( X \) then

\[
\lim_m f_n(x_m) = f_n(x) \quad \text{since } f_n \text{ is continuous}
\]

and

\[
\lim_m \lim_n f_n(x_m) = \lim_n f(x_m) = f(x) \quad \text{since } f \text{ is continuous}.
\]

Thus \( F \) satisfies (1). The result now follows from Theorem 3 (b) and the theorem that if \((F, p)\) is a countably compact space, \((F, m)\) is a metrizable space and \( m \) is coarser than \( p \), then \( m \) and \( p \) are identical. (If \( A \) is closed in \((F, p)\) then \( A \) is countably compact in \((F, p)\), hence countably compact in \( m \); any countably compact subset of a metric space is closed hence \( A \) is closed in \((F, m)\)).

5. **Further comments and an example.** If \( W \) is any Hausdorff topological space, condition (1) implies that \( F \) satisfies the iterated limit condition. So also does the following condition:

\[
\lim_n f_n(x_m) \text{ converges to } \lim_m f_n(x_m) \text{ as } m \rightarrow \infty
\]

whenever \( \{f_1, f_2, \ldots\} \) is a sequence in \( F \) and \( \{x_1, x_2, \ldots\} \) is a sequence in \( X \) for which all the limits exist.

If \( F \) is a family of real functions on \( X \) and \( F \) satisfies the iterated limit condition we cannot assert that every \( f_0 \in F' \) is the \( p \)-limit of a sequence in \( F \) if the functions in \( F \) are not uniformly bounded, even if each \( f \in F \) is bounded. In such a case it follows from Theorem 2 that \( F \) does not satisfy (1). (Cf. Theorem 1(a)). It can also happen that \( F \) satisfies the iterated limit condition and that every \( f_0 \in F' \) is the limit of a sequence in \( F \) yet \( F \) does not satisfy (1). Both these points are illustrated by the following example.

**Notation.** Let \( X \) be any infinite set. For each finite subset \( Y \) of \( X \) let \( v(Y) \) denote the number of elements in \( Y \). We write \( f_\gamma \) for the function on \( X \) defined by
LEMMA. We suppose that $F(1), F(2), \cdots$ are nonvoid subsets of $X$ and $x_1, x_2, \cdots \in X$ are such that, for each $x \in X$, eventually $x_m \neq x$.

(a) If $\lim_{m \to \infty} \lim_{n \to \infty} f_{Y(n)}(x_m) = r$ then $r \geq 1$ and $r = \lim_n \nu(Y(n))$

(b) If $\lim_{m \to \infty} f_{Y(n)}(x_m) = 0$ for arbitrarily large values of $m$ then $\nu(Y(n)) \to \infty$ as $n \to \infty$.

(c) If $\lim_{m \to \infty} f_{Y(n)}(x_m) > 0$ then its value is $\lim_n \nu(Y(n))$.

Proofs. (a) For any $n$, $x_m$ is eventually outside the finite set $Y(n)$ hence $\lim_{m \to \infty} f_{Y(n)}(x_m) = \nu(Y(n))$. This proves (a).

(b) For any positive integer $p$ there exist $m(1), m(2) \cdots m(p)$ such that $x_{m(1)}, \cdots, x_{m(p)}$ are distinct and, for each $i = 1 \cdots p$,

$$\lim_{n \to \infty} f_{Y(n)}(x_{m(i)}) = 0$$

Hence, for each $i = 1 \cdots p$,

$$f_{Y(n)}(x_{m(i)}) = 0 \quad \text{for all sufficiently large } n$$

and so

$$x_{m(i)} \in Y(n) \quad \text{for all sufficiently large } n.$$

Thus

$$\{x_{m(1)}, \cdots, x_{m(p)}\} \subset Y(n) \quad \text{for all sufficiently large } n$$

and so

$$\nu(Y(n)) \geq p \quad \text{for all sufficiently large } n.$$ 

This proves (b).

(c) If $\lim_{m \to \infty} f_{Y(n)}(x_m) > 0$ then, for all sufficiently large $n$, $f_{Y(n)}(x_m) > 0$ and so $f_{Y(n)}(x_m) = \nu(Y(n))$. This proves (c).

THEOREM. If $F = \{f_Y\}$, with $Y$ ranging through the nonvoid finite subsets of $X$, then

(a) $F$ satisfies the iterated limit condition (and in fact the stronger condition (11)).

(b) $0 \in F^-$.

(c) If $X$ is uncountable there is no sequence in $F$ that converges to $0$ in $p$.

(d) If $X$ is countably infinite every $f_0 \in F^-$ is the $p$-limit of a sequence in $F$, but $F$ does not satisfy (1).

Proofs. (a) We prove that $F$ satisfies (11): if $\lim_n \lim_m f_{Y(n)}(x_m) = r$
and $l(m) = \lim_{n} f_{(n)}(x_m)$ exists for all $m$ then, from (a) of the Lemma, $r = \lim_{n} \nu(Y(n))$. Thus, from (b) of the Lemma, $l(m) > 0$ for all sufficiently large values of $m$. It follows from (c) that $l(m) = r$ for all sufficiently large values of $m$. This proves (a).

(b) is immediate, and (c) follows from the observation that the union of a countable number of finite sets is countable.

The first assertion of (d) follows from the fact that $p$ is now a metrizable topology. If $x_1, x_2, \ldots$ are distinct elements of $X$ and $Y(n) = \{x_1, \ldots, x_n\}$ then $\lim_{m} \lim_{n} f_{(n)}(x_m) = \lim_{m} 0 = 0$ and

$$\lim_{m} f_{(n)}(x_m) = n$$

for all $n$, thus $F$ does not satisfy (1).
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