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If the resolvent of a (not necessarily bounded) self-adjoint operator \( H_\kappa \) converges strongly to the resolvent of a self-adjoint operator \( H \), and if \( \lambda \) is an isolated eigenvalue of \( H \) of multiplicity \( m < \infty \), then although \( H_\kappa \) need not have an eigenvalue near \( \lambda \), the spectrum of \( H_\kappa \) will in some cases become "concentrated" near \( \lambda \) as \( \kappa \) is reduced. In fact, there exist sets \( C_\kappa \) with Lebesgue measure \( o(\kappa^p) \), \( p \geq 0 \), such that the spectral projection assigned by \( H_\kappa \) to \( C_\kappa \) converges strongly as \( \kappa \to 0 \) to the projection on the \( \lambda \)-eigenspace of \( H \), if and only if there exist \( m \) pairs \( (\lambda_j, \varphi_j) \), \( j = 1, \ldots, m \), where \( \lambda_j \to \lambda \), the \( \varphi_j \) are nearly-orthogonal unit vectors converging strongly to the \( \lambda \)-eigenspace, and \( \| (H_\kappa - \lambda_j)\varphi_j \| = o(\kappa^p) \). In this case, \( C_\kappa \) may be taken as the union of intervals about the \( \lambda_j \), and the \( \lambda_j \) are essentially the only numbers associated in this way with "pseudoeigenvectors" \( \varphi_j \) of \( H_\kappa \). The result is applied to the weak-quantization problem in the theory of the Stark effect, where \( H \) is the Hamiltonian operator for the hydrogen atom, and \( H_\kappa \) is the same for the atom in a uniform electric field which vanishes with \( \kappa \).

In §1 the basic notions of spectral concentration and pseudoeigenvectors are discussed, and some simple lemmas are proved relating the two. The theorem quoted above is proved in §2 (Theorem 2.7), and the question arises how the pairs \( (\lambda_j, \varphi_j) \) can be constructed. For a family of the form \( H_\kappa = H + \kappa V \), this construction is carried out in §3 by means of the formal perturbation process applied to the unperturbed eigenvalue \( \lambda \). In §4, the special case is considered in which \( \lambda \) is stable, i.e. \( H_\kappa \) has \( m \) eigenvalues in a neighborhood of \( \lambda \); asymptotic estimates of these perturbed eigenvalues follow easily. Finally, in §5, the theory is applied to the generic example, the family of operators appearing in the Stark effect. Here the spectrum of \( H_\kappa \) is purely continuous and covers the real line, and so technically the perturbed system has no stationary states. Yet the lines in the physical spectrum of hydrogen persist when a weak electric field is applied, each one splitting into several quite sharp lines. These lines can be traced to the existence of "almost stationary" states, which are represented by the pseudoeigenvectors \( \varphi_j \) mentioned above. It is stressed that there are many other vectors \( \psi_\kappa \) which represent "almost stationary" states, in the sense that the solution of the equation of motion with initial state \( \psi_\kappa \) remains close to \( \psi_\kappa \) for a long time. It is the fact that no sequence \( \varphi_{j\kappa} \) converges weakly to zero \( (\kappa_n \to 0) \)
which distinguishes the $\varphi_{jk}$.

Perturbation problems of this sort, involving continuous spectra, were considered in [3] and [4]. In [6], Kato proved for the operators here considered in § 5 that the formal solutions of the perturbation equations are essentially the only almost stationary states, although in a somewhat different sense of "essentially" from ours. The notion of spectral concentration originated with Titchmarsh [10], who proved that the spectrum of the operator for hydrogen in an electric field is concentrated on intervals of length $o(\kappa^p)$, $p < 2$, centered on the first order solutions $\lambda_{jk}$ of the perturbation equations. Conley and Rejto proved an abstract version of Titchmarsh's result in [1].

Having completed a preliminary version of this article, the author received from Professors Conley and Rejto a preprint [2] containing similar results with different proofs. One such result was the "if" part of Theorem 2.7; the "only if" part was asserted for the case $m = 1$ and posed as a problem for general $m$. Their condition that the pseudoeigenvectors converge strongly to the unperturbed eigenspace, less restrictive than the one originally used by the author, facilitated the proof of the theorem in the reverse direction.

The author would like to extend cordial thanks to Professor T. Kato for valuable suggestions and encouragement through the course of the work.

1. Spectral concentration and pseudoeigenvectors. $H$ will denote a self-adjoint operator, in general unbounded, with domain $\mathcal{D}(H)$ in a Hilbert space $\mathcal{H}$. $J$ will always denote a Borel set of real numbers, and the spectrum of $H$ in $J$, that is, the intersection of $J$ with the spectrum of $H$, will be denote by $\Sigma(J)$. $E$ will denote the spectral family of $H$, assumed continuous from the right: $E(\mu^-) = E(\mu^+)$. The same symbol will be used for the measure induced by $E$, with $E[J]$ denoting the projection assigned by this measure to $J$. When $J$ is the closed interval $\lambda - \delta \leq \mu \leq \lambda + \delta$, we shall write $E[\lambda, \delta]$ for $E[J] = E(\lambda + \delta) - E((\lambda - \delta)^-)$. In case $\delta = 0$, $E[\lambda] \equiv E[\lambda, 0]$ is zero unless $\lambda$ is an eigenvalue of $H$, in which case $E[\lambda]$ is the projection on the $\lambda$-eigenspace.

Analogous symbols with a suffix $\kappa$ will be used for a family of self-adjoint operators $\{H_{\kappa} : 0 < \kappa \leq \kappa_0\}$. For instance, $\Sigma_{\kappa}(J)$ will denote the spectrum of $H_{\kappa}$ in $J$.

Convergence of vectors will always be strong convergence, unless marked $\rightarrow$ for weak convergence. Landau symbols $o(\kappa^p)$ for vectors will be used in the sense of strong convergence. The symbol $\rightarrow^s$ will denote strong convergence of bounded operators. Limits of functions of $\kappa$ will always be taken as $\kappa \rightarrow 0^+$. 
Our basic notions are made precise in the following:

**Definition 1.1.** Let \( \{H_\kappa\} \) be a family of self-adjoint operators, \( 0 < \kappa \leq \kappa_0 \), and let \( \{C_\kappa\} \) be a family of Borel subsets of \( J \). We say \( \Sigma_\kappa(J) \) is concentrated on \( C_\kappa \) provided \( E_\kappa[J - C_\kappa] \to 0 \).

**Definition 1.2.** Let \( \{\varphi_\kappa\} \) be a family of unit vectors such that \( \varphi_\kappa \in \mathcal{D}(H_\kappa) \) and let \( \{\lambda_\kappa\} \) be a family of real numbers. If, for a real number \( p \geq 0, (H_\kappa - \lambda_\kappa)\varphi_\kappa = o(\kappa^p) \), then \( \{\varphi_\kappa\} \) is a pseudoeigenvector of \( \{H_\kappa\} \) of order \( p \) and \( \{\lambda_\kappa\} \) a corresponding pseudoeigenvalue. For short we shall say simply that \( \{(\lambda_\kappa, \varphi_\kappa)\} \) is a \( p \)-pair for \( \{H_\kappa\} \).

It is essential to realize that each of these definitions prescribes the behavior of a certain function of \( \kappa \) in the limit as \( \kappa \to 0 \), and that the quantities could be changed more or less at random for a given \( \kappa > 0 \) without affecting this behavior. Thus it does not make sense to say that \( \varphi_\kappa \) is a pseudoeigenvector of \( H_\kappa \). Nevertheless we shall do so, but only to avoid writing in the braces each time; the reader will easily see where they belong.

Of course a \( p \)-pair for \( H_\kappa \) is also a \( q \)-pair for \( q \leq p \), and an eigenvalue-eigenvector pair constitutes a \( p \)-pair for any \( p \). The basic connection between \( p \)-pairs and spectral concentration is made apparent in the following elementary result, which asserts that a high-order pseudoeigenvector is almost in the range of the spectral projector supported by a small interval about its corresponding pseudoeigenvalue.

**Lemma 1.3.** Let \( (\lambda_\kappa, \varphi_\kappa) \) be a \( p \)-pair for \( H_\kappa \), and let \( \eta_\kappa \) be an arbitrary family of nonnegative real numbers. Then

\[
\eta_\kappa(1 - E_\kappa[\lambda_\kappa, \eta_\kappa])\varphi_\kappa = o(\kappa^p).
\]

**Proof.** Let \( K_\kappa \) denote the complement of the interval

\[
\lambda_\kappa - \eta_\kappa < \mu < \lambda_\kappa + \eta_\kappa.
\]

Then

\[
o(\kappa^{2p}) = \| (H_\kappa - \lambda_\kappa)\varphi_\kappa \|^2 \\
= \int_{-\infty}^\infty (\mu - \lambda_\kappa)^2 \| E_\kappa(\mu)\varphi_\kappa \|^2 \\
\geq \int_{K_\kappa} (\mu - \lambda_\kappa)^2 \| E_\kappa(\mu)\varphi_\kappa \|^2 \\
\geq \int_{K_\kappa} \| E_\kappa(\mu)\varphi_\kappa \|^2 \\
\geq \eta_\kappa^2 \| (1 - E_\kappa[\lambda_\kappa, \eta_\kappa])\varphi_\kappa \|^2.
\]
It is a familiar fact that if \((H - \lambda)\varphi\) is small in norm, then there must be a point of the spectrum of \(H\) near \(\lambda\). The following result can be regarded as a generalization of this to the case of a family of operators.

**Lemma 1.4.** Let \(J\) be an open set of real numbers, and suppose that \(\Sigma \kappa(J)\) is concentrated on \(C\). Let \((\lambda\kappa, \varphi\kappa)\) be a \(p\)-pair for \(H\kappa\) such that \(\lambda\kappa\) is eventually in a closed subset of \(J\) and such that there is no sequence \(\kappa_n \to 0\) for which \(\varphi\kappa_n \wto 0\). Then \(\lambda\kappa\) is within a distance \(o(\kappa^p)\) of \(C\).

**Proof.** Put \(\eta\kappa = 1/2 \text{dist}(\lambda\kappa, C)\). For those \(\kappa\) for which \(\eta\kappa = 0\) there is nothing to prove. If \(\eta\kappa \neq 0\) then the interval \(\lambda\kappa - \eta\kappa \leq \mu \leq \lambda\kappa + \eta\kappa\) is disjoint from \(C\), and so \(E_\kappa[\lambda\kappa, \eta\kappa] + E_\kappa[C, \kappa] \leq 1\), the identity operator. From Lemma 1.3,

\[
o(\kappa^p) = \eta\kappa^2 \| (1 - E_\kappa[\lambda\kappa, \eta\kappa])\varphi\kappa \|^2 \geq \eta\kappa^2 \| E_\kappa[C, \kappa]\varphi\kappa \|^2 ,
\]

and it would follow that \(\eta\kappa = o(\kappa^p)\) if \(\| E_\kappa[C, \kappa]\varphi\kappa \| \geq \varepsilon > 0\).

To see this, we first use the hypothesis on \(\lambda\kappa\) to find a number \(\rho > 0\) such that \(\lambda\kappa - \rho \leq \mu \leq \lambda\kappa + \rho\) is contained in \(J\), for \(\kappa\) small enough. Then by Lemma 1.3,

\[
\| (1 - E_\kappa[J])\varphi\kappa \| \leq \| (1 - E_\kappa[\lambda\kappa, \rho])\varphi\kappa \| = \frac{1}{\rho} o(1) .
\]

Now suppose that there is no \(\varepsilon > 0\) for which \(\| E_\kappa[C, \kappa]\varphi\kappa \| > \varepsilon\). Then there is a sequence \(\kappa_n \to 0\) such that \(\| E_\kappa[C, \kappa_n]\varphi\kappa_n \| \to 0\). Using this and the convergence just proved, we obtain

\[
\varphi\kappa_n = E_\kappa_n[J]\varphi\kappa_n + o(1) = E_\kappa_n[J - C]\varphi\kappa_n + o(1) + o(1).
\]

Let \(\varphi\) be any unit vector in \(\mathscr{H}\). Then

\[
| (\varphi, \varphi\kappa_n) | = | (\varphi, E_\kappa_n[J - C]\varphi\kappa_n) | + o(1) = | (E_\kappa_n[J - C_\kappa]\varphi, \varphi\kappa_n) | + o(1) \leq \| E_\kappa_n[J - C_\kappa]\varphi \| + o(1).
\]

But \(E_\kappa_n[J - C_\kappa_n] \xrightarrow{s} 0\), hence \(\varphi\kappa_n \xrightarrow{w} 0\), a contradiction. Thus \(\| E_\kappa[C, \kappa]\varphi\kappa \|\) must be bounded away from 0, and the lemma is proved.

The hypothesis on \(\varphi\kappa\) cannot be done away with. For example, if \(\mathscr{H} = L^2(0, 1)\) and \(H\kappa\) is multiplication by the characteristic function \(\chi\kappa\) of the interval \((0, \kappa)\), then \(E_\kappa \xrightarrow{s} 0\) and it is easy to check that the whole spectrum of \(H\kappa\) is concentrated on \(C \equiv \{0\}\). On the other
hand, \( H_\kappa \) even has an eigenvalue \( \lambda_\kappa = 1 \), with unit eigenvector, e.g., \( \varphi_\kappa = \kappa^{-1/2} \lambda_\kappa \); and this \( \lambda_\kappa \) is nowhere near \( C_\kappa \). Of course \( \varphi_\kappa \xrightarrow{w} 0 \).

It should be noted that no assumptions have yet been made concerning the convergence of the operators \( H_\kappa \) as \( \kappa \to 0 \).

2. Concentration at an isolated eigenvalue. We shall now consider a family \( H_\kappa \) for which the resolvents \( R_\kappa(\zeta) = (H_\kappa - \zeta)^{-1} \) converge strongly to the resolvent \( R(\zeta) = (H - \zeta)^{-1} \) of a self-adjoint operator \( H \), for each complex number \( \zeta \) which is at a positive distance from the union of the spectra of \( H \) and \( H_\kappa \). This convergence holds for all such \( \zeta \) if it holds for any, and it does hold if \( H_\kappa \) and \( H \) are bounded and \( H_\kappa \xrightarrow{s} H \) (see [7], p. 429). Thus it is a reasonable generalization of strong convergence to the case of unbounded operators. It will be denoted by \( H_\kappa \xrightarrow{r} H \). We quote without proof the following sufficient conditions ([7], p. 429, p. 453):

**Lemma 2.1.** Suppose that there is a dense linear set
\[
\mathcal{D} \subset \mathcal{D}(H) \cap \mathcal{D}(H_\kappa)
\]
for sufficiently small \( \kappa \), such that \( H_\kappa \varphi \to H \varphi \) for each \( \varphi \in \mathcal{D} \). Then \( H_\kappa \xrightarrow{r} H \) provided that either of the following holds:

(a) the restriction of \( H \) to \( \mathcal{D} \) is essentially self-adjoint, or
(b) \( H_\kappa \geq H \geq \text{constant} \), and the restriction of \( H \) to \( \mathcal{D} \) has \( H \) as its Friedrichs extension.

Condition (a) means that the closure of \( H \big| \mathcal{D} \) is self-adjoint (and hence equal to \( H \)), and it requires that \( H \mathcal{D} \) be dense in \( \mathcal{H} \). Condition (b) is stronger in that it requires the operators to be semi-bounded, but weaker in that only \( (H + \text{const.})^{1/2} \mathcal{D} \) need be dense in \( \mathcal{H} \).

Our aim is to study the spectrum of \( H_\kappa \) in the neighborhood of an eigenvalue of \( H \). First we notice that the hypothesis \( H_\kappa \xrightarrow{r} H \) guarantees a rather close connection between eigenvalues of \( H \) and certain pseudoeigenvalues of \( H_\kappa \).

**Lemma 2.2.** Suppose that \( H_\kappa \xrightarrow{r} H \). If \( (\lambda_\kappa, \varphi_\kappa) \) is a 0-pair for \( H_\kappa \) such that \( \varphi_\kappa \) does not converge weakly to 0, then \( H \) has an eigenvalue \( \lambda \) with associated eigenvector \( \varphi \) such that \( \lambda_\kappa \to \lambda \) and \( \varphi_\kappa \xrightarrow{w} \varphi \) for some sequence \( \kappa \to 0 \). Conversely, if \( \lambda \) and \( \varphi \) are an eigenvalue and an associated unit eigenvector of \( H \), then \( H_\kappa \) has such a 0-pair \( (\lambda_\kappa, \varphi_\kappa) \); in fact \( \lambda_\kappa \) and \( \varphi_\kappa \) can be chosen so that \( \lambda_\kappa = \lambda \), \( \varphi_\kappa \to \varphi \).

**Proof.** If \( \| (H_\kappa - \lambda_\kappa) \varphi_\kappa \| = f(\kappa) \) where \( f(\kappa) \to 0 \), then \( g(\kappa) \) can be
chosen so that \( g(\kappa) \to 0 \) and \( f(\kappa)/g(\kappa) \to 0 \). Lemma 1.3 with \( \eta_\kappa = g(\kappa) \) then gives \( |(1 - E_\kappa[\lambda_\kappa, o(1)]\varphi_\kappa| = o(1) \). From this and the spectral formula for \( H_\kappa \), it follows easily that \( (R_\kappa(i) - \rho_\kappa)\varphi_\kappa = o(1) \), where \( \rho_\kappa = (\lambda_\kappa - i)^{-1} \). In particular, for any sequence \( \kappa_n \to 0 \),

\[
R_{\kappa_n}(i)\varphi_{\kappa_n} - \rho_{\kappa_n}\varphi_{\kappa_n} \xrightarrow{w} 0 .
\]

Next, by hypothesis there is some open weak neighborhood \( N \) of \( 0 \) \( G \subseteq \mathbb{R} \) and some sequence \( \kappa_n \to 0 \) such that \( \varphi_{\kappa_n} \neq 0 \). Since \( ||\varphi_{\kappa_n}|| = 1 \), there is a subsequence, again denoted by \( \varphi_{\kappa_n} \), which converges weakly; the weak limit \( \varphi \) is not zero. The numbers \( \rho_{\kappa_n} \) are all bounded in absolute value by 1, and so \( \rho_{\kappa_n}(\varphi_{\kappa_n} - \varphi) \xrightarrow{w} 0 . \)

Since \( R_{\kappa_n}(i)^* = R_{\kappa_n}(-i) \xrightarrow{w} R(-i) \) and \( \varphi_n = \varphi - \varphi_{\kappa_n} \xrightarrow{w} 0 \), we have for each \( \psi \in \mathcal{H} \)

\[
(R_{\kappa_n}(i)\varphi_n, \psi) = (\varphi_n, R_{\kappa_n}(-i)\psi)
\]

\[
= (\varphi_n, [R_{\kappa_n}(-i) - R(-i)]\psi) + (\varphi_n, R(-i)\psi) \xrightarrow{w} 0 ,
\]

that is, \( R_{\kappa_n}(i)\varphi - R_{\kappa_n}(i)\varphi_{\kappa_n} \xrightarrow{w} 0 . \)

Finally, \( H_\kappa \xrightarrow{r} H \) gives, in particular, that \( R(i)\varphi - R_{\kappa_n}(i)\varphi \xrightarrow{w} 0 . \)

Adding the four sequences which have been shown to converge weakly to 0, we obtain \( \rho_{\kappa_n}\varphi \xrightarrow{w} R(i)\varphi \). With \( \psi = ||\varphi||^{-1}\varphi \), this gives \( \rho_{\kappa_n} = (\rho_{\kappa_n}\varphi, \psi) \to (R(i)\varphi, \psi) \). Then \( (R(i)\varphi, \psi) \neq 0 \), for otherwise \( (H - i)^{-1}\varphi = \text{weak limit} \rho_{\kappa_n}\varphi = 0 \), and \( \varphi = 0 \), impossible.

Set \( \lambda = i + (R(i)\psi, \psi)^{-1} \). Then \( (\lambda - i)^{-1} = \rho_{\kappa_n} \to (R(i)\psi, \psi) = (\lambda - i)^{-1} \), and so \( \lambda_{\kappa_n} \to \lambda \). Moreover, \( (H - i)^{-1}\varphi = \text{weak limit} \rho_{\kappa_n}\varphi = (\lambda - i)^{-1}\varphi \), and so \( H\varphi = \lambda\varphi \), as required.

To prove the converse, let \( \lambda \) be an eigenvalue of \( H \) with an associated unit eigenvector \( \varphi \). Set \( \psi_\kappa = R_\kappa(i)(H - i)\varphi \). Then \( H_\kappa \xrightarrow{r} H \) gives \( \psi_\kappa \to \varphi \); moreover \( \psi_\kappa \in \mathcal{D}(H_\kappa) \) and

\[
(H_\kappa - \lambda)\psi_\kappa = (H_\kappa - i)\psi_\kappa - (\lambda - i)\psi_\kappa
\]

\[
= (H - i)\varphi - (\lambda - i)\varphi + (\lambda - i)(\varphi - \psi_\kappa)
\]

\[
= (\lambda - i)(\varphi - \psi_\kappa)
\]

\[
= o(1)
\]

since \( H\varphi = \lambda\varphi \). Thus \( (\lambda_\kappa \equiv \lambda, \varphi_\kappa = ||\psi_\kappa||^{-1}\psi_\kappa) \) is the 0-pair for \( H_\kappa \) whose existence was asserted.

Turning now to concentration of the spectrum of \( H_\kappa \), we note that \( H_\kappa \xrightarrow{r} H \) implies \( E_\kappa(\mu) \xrightarrow{w} E(\mu) \) provided that \( \mu \) is not an eigenvalue of \( H \) (see [7], pp. 432-433; with the hypothesis (a) of Lemma 2.1, this is a classical result due to Rellich). If \( J = [\alpha, \beta] \) is an interval containing an eigenvalue \( \lambda \) of \( H \) in its interior but other-
wise disjoint from the spectrum of $H$ (an isolating interval for $\lambda$), then this convergence gives $E_\varepsilon(\alpha) \xrightarrow{\varepsilon} E(\alpha) , E(\beta) \xrightarrow{\varepsilon} E_\varepsilon(\beta)$ and so $E_\varepsilon[J] \xrightarrow{\varepsilon} E[J] = E[\lambda]$, the eigenprojection associated with $\lambda$. Of course the same is true if $J$ is replaced by any smaller isolating interval $J'$; thus $\Sigma_\varepsilon(J)$ is concentrated on any such $J' \subset J$. Our concern is with the possibility that $\Sigma_\varepsilon(J)$ is in fact concentrated on sets $C_\varepsilon$ whose Lebesgue measure $\nu(C_\varepsilon)$ tends to zero with some definite order of continuity in $\varepsilon$. To settle this we shall have to assume that $\lambda$ has finite multiplicity.

**ASSUMPTION 2.3.** $H^\varepsilon \rightarrow^r H$, and $\lambda$ is an isolated eigenvalue of $H$ with finite multiplicity $m$; $J$ denotes an isolating interval for $\lambda$, $\mathcal{M}$ the $m$-dimensional $\lambda$-eigenspace, and $P$ the eigenprojection $E[\lambda]$ onto $\mathcal{M}$.

**DEFINITION 2.4.** Under Assumption 2.3, if $p$ is any real number $\geq 0$, $\Sigma_\varepsilon(J)$ is concentrated to order $p$ provided that there are sets $C_\varepsilon \subset J$ such that $E_\varepsilon[C_\varepsilon] \xrightarrow{\varepsilon} P$ and $\nu(C_\varepsilon) = o(\varepsilon^p)$.

It turns out that $p$-th order concentration of $\Sigma_\varepsilon(J)$ hinges on the existence of a certain family of $p$-pairs for $H^\varepsilon$.

**DEFINITION 2.5.** (cf. [2], p. 6) Under Assumption 2.3 suppose that $(\lambda_j, \varphi_j), j = 1, \cdots, m$, are $p$-pairs for $H^\varepsilon$ such that $(1 - P)\varphi_j \rightarrow 0$ for each $j$ and $(\varphi_j, \varphi_k) \rightarrow 0$ for $j \neq k$. Then $\{\varphi_1, \cdots, \varphi_m\}$ will be called an asymptotic basis of order $p$ for $E_\varepsilon[J]$.

**LEMMA 2.6.** If $\{\varphi_1, \cdots, \varphi_m\}$ is an asymptotic basis of order $0$ for $E_\varepsilon[J]$, then the operator $P_\varepsilon = \sum_{j=1}^m (\cdot , \varphi_j)\varphi_j \xrightarrow{\varepsilon} P$, and the associated pseudoeigenvalues $\lambda_\varepsilon \rightarrow \lambda$.

**Proof.** The vectors $P\varphi_j = \varphi_j + o(1), j = 1, \cdots, m$, satisfy

$$(P\varphi_j, P\varphi_k) = \delta_{jk} + o(1),$$

and so can be orthonormalized to give a basis $\{\tilde{\varphi}_1, \cdots, \tilde{\varphi}_m\}$ of $\mathcal{M}$ such that $\|\varphi_j - \tilde{\varphi}_j\| = o(1)$. Then for each $\varphi \in \mathcal{M},$

$$(P\varphi = \sum_{j=1}^m (\varphi, \tilde{\varphi}_j)\tilde{\varphi}_j = \sum_{j=1}^m (\varphi, \varphi_j)\varphi_j + o(1) = P_\varepsilon \varphi + o(1),$$

that is, $P_\varepsilon \xrightarrow{\varepsilon} P$.

As we have seen, Assumption 2.3 guarantees that $E_\varepsilon[J'] \xrightarrow{\varepsilon} P$ for any isolating interval $J'$ about $\lambda$. Since $\varphi_j$ can be written, with
an error $o(1)$, as a linear combination of a basis of $\mathcal{M} = P\mathcal{H}$, it follows that $E_{\kappa}[J']\varphi_{j\kappa} = \varphi_{j\kappa} + o(1), j = 1, \ldots, m$. On the other hand, Lemma 1.3 shows that $(1 - E_{\kappa}[\lambda_{\kappa}, o(1)])\varphi_{j\kappa} = o(1), j = 1, \ldots, m$, where the first $o(1)$ is suitably chosen as in the proof of Lemma 2.2. Combining these convergences, we obtain

$$E_{\kappa}[J']\varphi_{j\kappa} = E_{\kappa}[\lambda_{\kappa}, o(1)]\varphi_{j\kappa} + o(1), j = 1, \ldots, m.$$  

The norm of each side tends to 1, which is impossible if the two projections $E_{\kappa}[J']$ and $E_{\kappa}[\lambda_{\kappa}, o(1)]$ remain orthogonal, that is, if the interval $\lambda_{\kappa} - o(1) \leq \nu \leq \lambda_{\kappa} + o(1)$ remains disjoint from $J'$. Hence $\lambda_{\kappa}$ tends to $J'$, and since $J'$ can be any interval about $\lambda$, this proves $\lambda_{\kappa} \rightarrow \lambda$.

We are now in a position to prove the main

**Theorem 2.7.** Under Assumption 2.3, $\Sigma_{\kappa}(J)$ is concentrated to order $p$ if and only if there is an asymptotic basis of order $p$ for $E_{\kappa}[J]$. In either case, the concentration sets $C_{\kappa}$ can be taken as the union of intervals of length $o(\kappa^p)$ centered on the corresponding pseudoeigenvalues $\lambda_{j\kappa}$.

**Proof.** Suppose that $\{\varphi_{j\kappa}, \ldots, \varphi_{m\kappa}\}$ is an asymptotic basis of order $p$ for $E_{\kappa}[J]$, with associated pseudoeigenvalues $\lambda_{j\kappa}$. As in the proof of Lemma 2.2, Lemma 1.3 gives

$$\varphi_{j\kappa} - E_{\kappa}[\lambda_{j\kappa}, o(\kappa^p)]\varphi_{j\kappa} = o(1), j = 1, \ldots, m.$$  

Then with $C_{\kappa} = \bigcup_{i=1}^{m} \{\mu: |\lambda_{j\kappa} - \mu| \leq o(\kappa^p)\}$ and $P_{\kappa} = \sum_{i=1}^{m} (\cdot, \varphi_{j\kappa})\varphi_{j\kappa}$, we have $P_{\kappa} - E_{\kappa}[C_{\kappa}]P_{\kappa} \xrightarrow{\mathcal{S}} 0$. But from Lemma 2.6, $P_{\kappa} \xrightarrow{\mathcal{S}} P$. Hence if $\varphi \in \mathcal{M}$,

$$E_{\kappa}[C_{\kappa}]\varphi = E_{\kappa}[C_{\kappa}]P\varphi = E_{\kappa}[C_{\kappa}](P_{\kappa}\varphi + o(1)) = P_{\kappa}\varphi + o(1) + o(1) = P\varphi + o(1) + o(1) + o(1),$$

where the uniform boundedness of the projections $E_{\kappa}[C_{\kappa}]$ has been used. Thus $E_{\kappa}[C_{\kappa}]\varphi \rightarrow P\varphi = \varphi$.

Since $\lambda_{j\kappa} \rightarrow \lambda$ by Lemma 2.6, $C_{\kappa} \subset J$ for small enough $\kappa$, and so $E_{\kappa}[C_{\kappa}] \leq E_{\kappa}[J]$. Hence, if $\psi \perp \mathcal{M}$,

$$\|E_{\kappa}[C_{\kappa}]\psi\| \leq \|E_{\kappa}[J]\psi\| \rightarrow \|P\psi\| = 0.$$  

But any vector $\theta \in \mathcal{H}$ is the sum of $\varphi = P\theta$ and $\psi = (1 - P)\theta$, and we have shown that $E_{\kappa}[C_{\kappa}]\theta \rightarrow \varphi + 0 = P\theta$. Thus $E_{\kappa}[C_{\kappa}] \xrightarrow{\mathcal{S}} P$, and $\nu(C_{\kappa}) = o(\kappa^p)$, as desired.
Conversely, suppose that \( E_\kappa[C_\kappa] \xrightarrow{\mathcal{S}} P \), where \( \nu(C_\kappa) = o(\kappa^\nu) \). For each \( \kappa \), cover \( C_\kappa \) with an open set \( G_\kappa \) whose measure is within \( \kappa^{p+1} \) of \( \nu(C_\kappa) \). \( G_\kappa \) is the union of at most countably many disjoint open intervals \( I_i^\kappa \), whose lengths are obviously \( o(\kappa^\nu) \). Let

\[
P_i^\kappa = E_\kappa[I_i^\kappa] ,
\]

and note that

\[
\sum_{i=1}^{\infty} P_i^\kappa = E_\kappa[G_\kappa] \geq E_\kappa[C_\kappa] .
\]

The search for a \( p \)-pair \( (\lambda_\kappa, \varphi_\kappa) \) will proceed in several steps.

I. Fix \( \kappa > 0 \). Let \( \mathcal{S} = \mathcal{M} \cap \{ \psi : || \psi || = 1 \} \); \( \mathcal{S} \) is compact since \( \mathcal{M} \) is \( m \)-dimensional. For each \( i = 1, 2, \ldots \), the function \( || P_i^\kappa \psi || \) defined on \( \mathcal{S} \) is continuous and so achieves a maximum, say at \( \psi_i^\kappa \). We claim that \( || P_i^\kappa \psi_\kappa || \rightarrow 0 \) as \( i \rightarrow \infty \). For if not, there is a number \( \varepsilon > 0 \) and an increasing sequence of integers \( j \) for which \( || P_j^\kappa \psi_j^\kappa || > \varepsilon \). Since the sequence \( \psi_j^\kappa \) lies in the unit ball of \( \mathcal{M} \), it has a convergent subsequence, which we might as well denote with the same index \( j \). Thus \( \psi_j^\kappa \rightarrow \psi_\kappa \) as \( j \rightarrow \infty \), with \( || \psi_\kappa || = 1, P_\kappa \psi_\kappa = \psi_\kappa \), and

\[
|| P_i^\kappa \psi_\kappa || = || P_i^\kappa (\psi_i^\kappa + o(1)) || \geq || P_i^\kappa \psi_i^\kappa || - o(1) > \varepsilon > 0
\]

for large \( j \). Hence \( 1 = || \psi_\kappa ||^2 \geq \sum_j || P_j^\kappa \psi_j^\kappa ||^2 = \infty \); absurd.

II. Since \( 1 \geq || P_i^\kappa \psi_i^\kappa || \rightarrow 0 \) as \( i \rightarrow \infty \), there is for each \( \kappa \) at least one integer \( i(\kappa) \) such that

\[
P_{i(\kappa)}^\kappa \psi_{i(\kappa)}^\kappa = \max \{ || P_i^\kappa \psi_i^\kappa || : i = 1, 2, \ldots \}
\]

\[
= \max \{ || P_i^\kappa \psi || : i = 1, 2, \ldots, \psi \in \mathcal{S} \} .
\]

For each \( \kappa \), set \( Q_\kappa = P_{i(\kappa)}^\kappa = E_\kappa[I_{i(\kappa)}^\kappa] \) and \( \psi_\kappa = \psi_{i(\kappa)}^\kappa \).

III. Letting \( \kappa \) vary, we claim that

\[
|| Q_\kappa \psi_\kappa || \geq \left( \frac{1}{2(m+2)} \right)^{1/2} = \varepsilon > 0
\]

for all sufficiently small \( \kappa \). For, if not, there is a sequence \( \kappa_n \rightarrow 0 \) such that \( Q_{\kappa_n} \psi_{\kappa_n} \) violates (1) for all \( n = 1, 2, \ldots \). Since the sequence \( \psi_{\kappa} = \psi_{\kappa_n} \) lies in the unit ball of \( \mathcal{M} \), it has a subsequence, again denoted by \( \psi_n \), converging to some \( \psi \in \mathcal{M} \). By the definition of \( \psi_{\kappa_n} = \psi_{\kappa_n} = \psi_{i(\kappa_n)}^\kappa \) we have, uniformly in \( i = 1, 2, \ldots \),

\[
|| P_i^\kappa \psi_n ||^2 = || P_i^\kappa (\psi_n + o(1)) ||^2
\]

\[
= || P_i^\kappa \psi_n ||^2 + o(1)
\]

\[
< \frac{1}{2(m+2)}
\]
for \( n \) large enough. On the other hand, \( E_\kappa[C_\kappa]\psi \to \psi \) by hypothesis, so that \( \|E_\kappa[C_\kappa]\psi\|^2 > (m + 1)/(m + 2) \) for sufficiently large \( n \). Fix any such \( n \). We have \( \|E_\kappa[C_\kappa]\psi\|^2 \leq \lim_{q \to \infty} \sum_{i=1}^q \|P_{i_n} \psi\|^2 \); and so for sufficiently large \( q \), \( \sum_{i=1}^q \|P_{i_n} \psi\|^2 > (m + 1)/(m + 2) \). Thus with \( n \) still fixed we can define integers

\[
(3) \quad q_j = \max \left\{ q : \sum_{i=1}^q \|P_{i_n} \psi\|^2 \leq \frac{j}{m + 2} \right\},
\]

for \( j = 1, \ldots, m + 1 \), and \( q_0 = 0 \). These integers satisfy

\[
q_0 < q_1 < \cdots < q_{m+1}:
\]

for some \( j \), then

\[
\sum_{i=1}^q \|P_{i_n} \psi\|^2 \leq \frac{j}{m + 2}, \quad \sum_{i=1}^{q-1} \|P_{i_n} \psi\|^2 > \frac{j + 1}{m + 2}
\]

by the definition (3), and so \( \|P_{i_n} \psi\|^2 > 1/(m + 2) \), contradicting (2). Thus we can set

\[
S^j_n = \sum_{i=1}^{p_j} P_{i_n} \psi, j = 1, 2, \ldots, m + 1.
\]

In view of the pairwise disjointness of the intervals \( I_{i_n} \) for different \( i \), the \( S^j_n, j = 1, \ldots, m + 1 \), are pairwise orthogonal projections for each fixed \( n \). Moreover,

\[
(4) \quad \|S^j_n \psi\| > \frac{1}{2} \frac{1}{m + 2}, \quad j = 1, \ldots, m + 1.
\]

For if, e.g., \( \|S^1_n \psi\| \leq (1/2)1/(m + 2) \), then using (2) we have

\[
\sum_{i=1}^{q_1+1} \|P_{i_n} \psi\|^2 = \|S^1_n \psi\|^2 + \|P_{q_1+1} \psi\|^2
\]

\[
< \frac{1}{2} \frac{1}{m + 2} + \frac{1}{2} \frac{1}{m + 2} = \frac{1}{m + 2}
\]

contradicting the definition of \( q_1 \) in (3). Hence (4) holds.

Now we have \( m + 1 \) sequences \( \{\psi_{j_n} = S^j_n \psi, n = 1, 2, \ldots\}, j = 1, \ldots, m + 1 \), where \( \|\psi_{j_n}\| \geq \varepsilon > 0 \) and \( (\psi_{j_n}, \psi_{k_n}) = 0 \) for \( j \neq k \). Moreover, \( \psi_{j_n} = E_{\kappa_n}[J] \psi_{j_n} \) for each \( j \), and since \( E_{\kappa_n}[J] \psi_{j_n} \to \psi \), this means \( (1-P)\psi_{j_n} \to 0 \). Then Lemma 2.8 (below) implies that \( \dim \mathcal{H} \geq m + 1 \). This contradiction establishes (1).

IV. We assert that \( \|Q_\kappa \psi_\kappa\| \to 1 \) as \( \kappa \to 0 \). For if not, then there is a number \( \delta > 0 \) and a sequence \( \kappa_n \to 0 \) such that \( \|Q_\kappa \psi_\kappa\| < 1 - \delta \) for all \( n = 1, 2, \ldots \). Let \( Q_n = Q_\kappa_n, \psi_n = \psi_\kappa \). The sequence
lies in the unit ball of $\mathcal{M}$, and so by passing to a subsequence we can assume that $\psi_n \to some \psi'$. Since $P\psi_n = \psi_n$ and $\|\psi_n\| = 1$,

\[(5) \quad \psi'_n \equiv PQ_n \psi_n\]

in view of (1), part III. Thus $\psi' \neq 0$.

On the other hand, $Q_n \leq E_{\kappa_n}[J] \to P$ gives $(1 - P)Q_n \to 0$, and since the $\psi_n$ are confined to the finite-dimensional space $\mathcal{M}$, this gives

\[(6) \quad \|\psi_n\| = \|PQ_n \psi_n\| \geq |(PQ_n \psi_n, \psi_n)|\]

that is,

\[(7) \quad Q_n \psi_n = PQ_n \psi_n + (1 - P)Q_n \psi_n\]

\[(8) \quad Q_n \psi_n = \psi_n + o(1) = \psi' + o(1) .\]

Hence

\[Q_n \psi' = Q_n(Q_n \psi_n + o(1)) = Q_n \psi_n + o(1)\]

\[= Q_n \psi_n + o(1)\]

\[= \psi' + o(1) + o(1) .\]

Since $\psi' \neq 0$ we may set $\psi = \|\psi'\|^{-1}\psi'$, and now

\[\|Q_n \psi\| = \|\psi + o(1)\| = 1 + o(1) > 1 - \delta\]

\[> \|Q_n \psi_n\|\]

for large $n$. But $\psi \in S'$, and the last inequality contradicts the maximality of $\|Q_{\kappa_n} \psi_{\kappa_n}\|$ (part I). Thus $\|Q_{\kappa} \psi_{\kappa}\| \to 1$ is proved.

V. Let $\varphi_{\kappa} \equiv \|Q_{\kappa} \psi_{\kappa}\|^{-1}Q_{\kappa} \psi_{\kappa}$. Then $\|\varphi_{\kappa}\| = 1$. Recalling that $Q_{\kappa} \equiv E_{\kappa}[I_{\kappa}]$, we choose $\lambda_{\kappa} \equiv$ midpoint of $I_{\kappa}$. Since the measure generated by $\|E_{\kappa}(\mu)\varphi_{\kappa}\|^2$ is supported in $I_{\kappa}$, an interval of length $o(\kappa^p)$, the spectral formula yields the estimate $\|(H_{\kappa} - \lambda_{\kappa}) \varphi_{\kappa}\| = o(\kappa^p)$; and we have a p-pair $(\lambda_{\kappa}, \varphi_{\kappa})$ for $H_{\kappa}$ with $(1 - P)\varphi_{\kappa} \to 0$.

VI. To find another p-pair we repeat the whole procedure. First put $\lambda_{1\kappa} \equiv \lambda_{\kappa}$, $\varphi_{1\kappa} \equiv \varphi_{\kappa}$, $\psi_{1\kappa} \equiv \psi_{\kappa}$ and $Q_{1\kappa} \equiv Q_{\kappa}$, and note that, since $\|\psi_{1\kappa}\| = 1$, part IV gives

\[(9) \quad Q_{1\kappa} \psi_{1\kappa} = \psi_{1\kappa} + o(1) .\]

For each $\kappa$, let $\mathcal{M}_{2\kappa} \equiv \{\psi \in \mathcal{M}, \psi \perp \psi_{1\kappa}\}$ and $\mathcal{S}_{2\kappa} = \{\psi \in \mathcal{M}_{2\kappa}: \|\psi\| = 1\}$. Since $\mathcal{S}_{2\kappa}$ is compact for each $\kappa$, the arguments of I, II, and III apply without change, to show that $\|Q_{\kappa} \psi_{\kappa}\| > \varepsilon$, where now
\[ \| Q_\kappa \psi_\kappa \| = \max \{ \| P_i^j \psi \| \colon i = 1, 2, \ldots, \psi \in \mathcal{S}_x \} . \]

Note that \( \psi_\kappa \perp \psi_1 \kappa \) but that \( Q_\kappa \) may be the same as \( Q_{1\kappa} \) for some or all \( \kappa \).

The argument in IV must be adjusted slightly. Denote by \( P_\kappa \) the projection on \( \mathcal{M}_{2\kappa} \), and put \( P_n = P_{\kappa_n} \), where \( \kappa_n \to 0 \) is the sequence in IV. Instead of (5), set

\[ \psi'_n = P_n Q_n \psi_n \]

and put \( \psi' = \text{limit (subsequence)} \ \psi'_n \) as before. Since \( P_n \psi_n = \psi_n \), inequality (6) holds with \( P_n \) in place of \( P \). Relation (7) holds without change, but in order to get (8) we need in addition that \( (P - P_n)Q_n \psi_n = o(1) \). This follows from (9) together with the fact that \( P_\kappa \perp P_i^j \) for \( i \neq j \):

\begin{equation}
(Q_n \psi_n, \psi_{1n}) = (P_n \psi_n, Q_{1n} \psi_{1n}) + o(1)
\end{equation}

\[ = \begin{cases} 
0 + o(1) & \text{if } Q_n \neq Q_{1n} \\
(\psi_n, Q_{1n}^2 \psi_{1n}) = (\psi_n, Q_{1n} \psi_{1n}) & \text{if } Q_n = Q_{1n} 
\end{cases} = o(1). \]

Thus the projection of \( Q_n \psi_n \) along \( \psi_{1n} \), i.e. \( (P - P_n)Q_n \psi_n \), tends to 0. Hence (8) holds with \( \psi'_n \) given by (5'), and it follows as before that \( Q_n \psi' = \psi' + o(1) \). Again we set \( \psi = \| \psi' \|^{-1} \psi' \), and it follows that \( Q_n \psi = \psi + o(1) \). But \( \psi \), like \( \psi' \), the limit of vectors in \( \mathcal{M}_{2\kappa_n} \), and so \( P_n \psi = \psi + o(1) \). Hence

\[ \| Q_n P_n \psi \| = \| Q_n \psi + o(1) \| = \| \psi + o(1) + o(1) \| > 1 - \delta > \| Q_n \psi_n \| \]

for large \( n \), contradicting the choice of \( \psi_n \) as a vector where \( \| Q_n \psi_n \| \) is a maximum among \( \psi \in \mathcal{S}_{x_n} \). Thus \( \| Q_n \psi_n \| < 1 - \delta \) is untenable, and \( \| Q_n \psi_n \| \to 1 \) as before.

Part V goes through without change, and we have constructed a second \( p \)-pair \( (\lambda_\kappa, \varphi_\kappa) \) with \( (1 - P)\varphi_\kappa \to 0 \). Denoting this second batch of quantities \( \lambda_\kappa, \varphi_\kappa, \psi_\kappa \) and \( Q_\kappa \) by \( \lambda_{2\kappa}, \varphi_{2\kappa}, \psi_{2\kappa} \), and \( Q_{2\kappa} \), and bearing in mind that \( \| Q_\kappa \psi_\kappa \| \to 1 \), we see that

\begin{equation}
Q_{2\kappa} \psi_{2\kappa} = \psi_{2\kappa} + o(1) .
\end{equation}

Hence

\begin{equation}
(\varphi_{2\kappa}, \varphi_{1\kappa}) = (Q_{2\kappa} \psi_{2\kappa}, Q_{1\kappa} \psi_{1\kappa}) + o(1)
\end{equation}

\[ = (\psi_{2\kappa}, \psi_{1\kappa}) + o(1) + o(1) = o(1) \]
since $\psi_{2k} \perp \psi_{jk}$ by construction.

It is clear that this procedure can be repeated $m-2$ more times. At the $k$th stage, steps (10) and (11) can be verified with the index 1 replaced by each $j < k$ and 2 replaced by $k$. After $m$ iterations we have constructed the required asymptotic basis $\{\varphi_{1\kappa}, \ldots, \varphi_{m\kappa}\}$ for $E_\kappa[J]$. Note that the procedure halts here since there are no unit vectors in $\mathfrak{M}$ perpendicular to all of $\psi_{jk}, \ldots, \psi_{m\kappa}$.

Of course it follows from the first part of the theorem that $\Sigma_\kappa(J)$ is concentrated on the union of the (at most) $m$ intervals $I_j^{(\kappa)}$ whose midpoints were chosen as the $\lambda_{jk}$. This completes the proof of the theorem.

In the proof, the following fact was used:

**Lemma 2.8.** Let $P$ be a projection of dimension $m$. Let

$$\psi_{1n}, \ldots, \psi_{dn}, n = 1, 2, \ldots$$

be sequences of vectors satisfying $(1 - P)\psi_{jn} \to 0, 1 \geq ||\psi_{jn}|| \geq \varepsilon > 0$, and $(\psi_{jn}, \psi_{km}) \to 0$ for $j \neq k$. Then $d \leq m$.

**Proof.** $P\psi_{1n}$ is a sequence in the unit ball of the $m$-dimensional space $P\mathfrak{H}$. By passing to a subsequence, we can therefore assume that $P\psi_{1n} \to \psi_1$ for some vector $\psi_1$ with $P\psi_1 = \psi_1$. Since $(1 - P)\psi_{1n} \to 0$,

$$\psi_{1n} = P\psi_{1n} + (1 - P)\psi_{1n} = \psi_1 + o(1)$$

as $n \to \infty$. Moreover $||\psi_{1n}|| \geq \varepsilon$ gives $\psi_1 \neq 0$. Looking at the corresponding subsequence of $\psi_{2n}$, we can apply the same argument to find $\psi_2 \neq 0$ with $P\psi_2 = \psi_2$ and $\psi_{2n} \to \psi_2$. Also,

$$(\psi_1, \psi_2) = (\psi_{1n} + o(1), \psi_{2n} + o(1)) = o(1) + o(1),$$

whence $\psi_1 \perp \psi_2$. In this fashion we can construct pairwise orthogonal nonzero vectors $\psi_1, \ldots, \psi_d$ in $P\mathfrak{H}$. Hence $\dim P \geq d$.

The “only if” part of Theorem 2.7 will not be used in what follows.

**Corollary 2.9.** Under Assumption 2.3, if $\{\varphi_{1\kappa}, \ldots, \varphi_{m\kappa}\}$ and $\{\Phi_{1\kappa}, \ldots, \Phi_{m\kappa}\}$ are two asymptotic bases of order $p$ for $E_\kappa[J]$, then the corresponding pseudoeigenvalues $\lambda_{i\kappa}$ and $\Lambda_{i\kappa}$ satisfy

$$\Lambda_{jk} = \lambda_{jk} + o(p^2), \quad j = 1, \ldots, m$$

(possibly after the $\Lambda_{jk}$ have been re-indexed).

**Proof.** By Theorem 2.7, $\Sigma_\kappa(J)$ is concentrated on the union $C_\kappa$ of open intervals of length $o(p^2)$ about the $\lambda_{j\kappa}$. Further, in view of Lemma 1.3, by lengthening the component intervals of $C_\kappa$ (still keep-
ing them $o(k^p)$ in length), we may assume that $(1 - E_{k}[I_i^{(i)}])\varphi_{i,n} = o(1)$, where $I_i$ is the component subinterval of $C_\kappa$ containing $\lambda_{i,n}$. On the other hand, for each $j = 1, \cdots, m$, since $(1 - P)\varphi_{j,n} \overset{w}{\to} 0$ and $P$ is $m$-dimensional, there is no sequence $\kappa_n \to 0$ for which $\varphi_{j,n} \overset{w}{\to} 0$. Then Lemma 1.4 shows that each $A_{j,n} \in C_\kappa, j = 1, \cdots, m$, and (by Lemma 1.3) that $(1 - E_{k}[I_i^{(i)}])\varphi_{j,n} = o(1)$, where $I_i$ is the component interval of $C_\kappa$ containing $A_{j,n}$.

Let the distinct open component intervals of the adjusted $C_\kappa$ be numbered $I_1^k, \cdots, I_s^k$, $s \leq m$. Each $I_i^k$ is still of length $o(k^p)$, so the asserted relabelling of the $A_{j,n}$ could be carried out provided the same number of $A_{j,n}$'s as $\lambda_{i,n}$'s belong to $I_i^k$.

To see that this must be the case, at least for sufficiently small $\kappa$, we suppose the contrary, i.e. that for some sequence $\kappa_n \to 0$ the component interval $I_i^k_n$ contains $\lambda_{i,n}$ for $m(k_n)$ different $i$ and contains $A_{j,n}$ for $M(k_n) > m(k_n)$ different $j$. Then for each $n$, the $M(k_n)$ different pseudoeigenvectors $\varphi_{j,n}$, together with the $m - m(k_n)$ different pseudoeigenvectors $\varphi_{j,n}$ not associated with the $\lambda_{i,n}$ in $I_i^k_n$, make up a family $\{\psi_{i,n}, \cdots, \psi_{d,n}\}$, where $d = m - m(k_n) + M(k_n) > m$. By the construction of the intervals $I_i^k$ it is clear that $||\psi_{j,n}|| \to 1$ and

$$(\psi_{j,n}, \psi_{i,n}) \to 0 \text{ if } i \neq j,$$

and of course $(1 - P)\psi_{j,n} \to 0$ by definition. Thus $d > m$ contradicts Lemma 2.8, and the asserted relabelling can be carried out.

**Corollary 2.10.** Under Assumption 2.3, $\Sigma_\kappa(J)$ is concentrated to order 0.

**Proof.** Let $\{\varphi_1, \cdots, \varphi_m\}$ be an orthonormal basis for $\mathcal{M}$. Application of Lemma 2.2 to each $\varphi_j$ in turn yields an asymptotic basis of order 0 for $E_{k}[J]$, and the assertion follows from Theorem 2.7.

It should be noted that Corollary 2.10 can fail if $\kappa$ has infinite multiplicity.

3. Construction of asymptotic bases of order $p > 0$. Corollary 2.10 required nothing beyond Assumption 2.3, but to obtain higher-order asymptotic bases we shall apply the formal perturbation method, and this requires that $H_\kappa$ have a certain form.

Suppose that $V$ is a symmetric operator in $\mathcal{H}$ such that some linear set $\mathcal{D} \subset \mathcal{D}(H) \cap \mathcal{D}(V)$ is dense; then $H + \kappa V$ is defined and symmetric on $\mathcal{D}$. We shall suppose that for sufficiently small $\kappa, (H + \kappa V)|_\mathcal{D}$ admits a self-adjoint extension. Then $H_\kappa$ is taken to
be one such extension. Specifically, we consider two cases:

ASSUMPTION 3.1. At least one of the following holds:
(a) $H_\kappa$ is any self-adjoint extension of $H + \kappa V$, and the restriction of $H$ to $\mathcal{D}$ is essentially self-adjoint; or
(b) $(H\varphi, \varphi) \geq (\varphi, \varphi)$ and $(V\varphi, \varphi) \geq 0$ for all $\varphi \in \mathcal{D}, H_\kappa$ is the Friedrichs extension of $H + \kappa V$, and the restriction of $H$ to $\mathcal{D}$ has $H$ as its Friedrichs extension;
and it is still assumed that $\lambda$ is an isolated eigenvalue of $H$ with multiplicity $m$.

In view of Lemma 2.1, either (a) or (b) guarantees that $H_\kappa \to H$, and so Assumption 2.3 is satisfied and all the results of §2 follow under Assumption 3.1.

We consider numbers $\lambda_\kappa$ and vectors $\varphi_\kappa$ of the form

$$
\lambda_\kappa = \lambda + \kappa \lambda^{(1)} + \cdots + \kappa^p \lambda^{(p)}
$$

$$
\varphi_\kappa = \varphi^{(0)} + \kappa \varphi^{(1)} + \cdots + \kappa^p \varphi^{(p)}
$$

where $p$ is an integer $\geq 1$ and $\varphi^{(0)}$ is an eigenvector of $H$ associated with $\lambda$. If $\varphi^{(0)}, \varphi^{(1)}, \ldots, \varphi^{(p)} \in \mathcal{D}$, then $(H_\kappa - \lambda_\kappa)\varphi_\kappa$ can be computed from the formulas $H_\kappa \varphi^{(r)} = H\varphi^{(r)} + \kappa V\varphi^{(r)}$. We find

$$
(H_\kappa - \lambda_\kappa)\varphi_\kappa = \sum_{r=1}^{p} C^{(r)}\kappa^r + O(\kappa^{p+1}),
$$

$$
C^{(r)} = (H - \lambda)\varphi^{(r)} + B^{(r)},
$$

$$
B^{(r)} = (V - \lambda^{(1)})\varphi^{(r-1)} - \sum_{k=0}^{r-2} \lambda^{(r-k)}\varphi^{(k)},
$$

where in $B^{(1)}$ the formal term $\sum_{k=0}^{r-1} \lambda^{(r-k)}\varphi^{(k)}$ is to be suppressed. In order that $(\lambda_\kappa, \varphi_\kappa = || \varphi ||^{-1}\lambda_\kappa)$ be a $p$-pair for $H_\kappa$, it is necessary and sufficient that $C^{(r)} = 0, r = 1, 2, \ldots, p$.

For simplicity we consider first the case where $\lambda$ is simple, i.e. $m = 1$. Then $P\varphi = (\varphi, \varphi^{(0)})\varphi^{(0)}$ for any $\varphi \in \mathcal{D}$. If $\lambda^{(k)}$ and $\varphi^{(k)}$ have already been chosen for $k < r$, then

$$
P B^{(r)} = \left( (V - \lambda^{(1)})\varphi^{(r-1)} - \sum_{k=1}^{r-2} \lambda^{(r-k)}\varphi^{(k)} \right)\varphi^{(0)}
$$

$$
- \lambda^{(r)}\varphi^{(0)}
$$

can be made to vanish by choosing

$$
\lambda^{(r)} = \left( (V - \lambda^{(1)})\varphi^{(r-1)} - \sum_{k=1}^{r-2} \lambda^{(r-k)}\varphi^{(k)} \right), \varphi^{(0)}.
$$

Since $(H - \lambda)P = 0$ as well, we now have

$$
C^{(r)} = (H - \lambda)(1 - P)\varphi^{(r)} + (1 - P)B^{(r)}.
$$
Recalling that the reduced resolvent $S = \{ \mu - X^dEi\mu \}$ of $H$ at $\lambda$ is bounded on $\mathcal{H}$ and satisfies $(H - \lambda)S = 1 - P$, $SP = PS = 0$, we choose $\psi^{(r)}$ by

$$ (1 - P)\psi^{(r)} = -SB^{(r)}, \quad P\psi^{(r)} \text{ arbitrary}, $$

so that (16) vanishes, as desired.

Formulas (15) and (17) are meaningful if and only if $V\psi^{(r-1)}$ is defined. By induction, then, these choices can be made for $r = 1, \cdots, p$ if and only if $\psi^{(0)}$ lies in the domain of each of the composite operators $T^1 \cdots T^p$, where each $T^i$ is either $S$ or $SV$.

This condition guarantees that $\lambda^{(r)}$ and $\psi^{(r)}$ are defined and $C^{(r)} = 0$, $r = 1, \cdots, p$, and that $\psi^{(r)} \in \mathcal{D}$, $r = 0, \cdots, p - 1$. However it does not guarantee that $\psi^{(p)} \in \mathcal{D}$. Thus the computation leading to (13) is not quite justified, and we must modify $\psi^{(p)}$ as in Lemma 2.2. Letting

$$ \psi^{(p)}_k = (H_\kappa - \hat{i})^{-1}(H - \hat{i})\psi^{(p)}_k $$

$$ \psi^{(p)}_k' = \psi^{(p)}_k + \kappa^{p-1}\psi^{(p-1)} + \cdots + \kappa\psi^{(1)} + \kappa^p\psi^{(p)}_k, $$

and using the fact that $C^{(r)} = 0$ for $r = 1, \cdots, p$, we find

$$ (H_\kappa - \lambda_\kappa)\psi^{(p)}_k' = \kappa^p(\lambda - \hat{i})(\psi^{(p)}_k' - \psi^{(p)}_k) + O(\kappa^{p+1}), $$

which is $o(\kappa^p)$ since $\psi^{(p)}_k' \rightarrow \psi^{(p)}_k$. Hence $(\lambda_\kappa, \mathcal{P}_\kappa = ||\psi^{(p)}_k||^{-1}\psi^{(p)}_k)$ is a $p$-pair for $H_\kappa$, and since $\mathcal{P}_\kappa \rightarrow \psi^{(0)}$, the singleton $\{\mathcal{P}_\kappa\}$ is an asymptotic basis of order $p$ for $E[J]$.

If $\lambda$ is degenerate ($m > 1$) we seek numbers $\lambda_{j\kappa}$ and vectors $\psi_{j\kappa}$ of the form (12), for $j = 1, \cdots, m$, such that the quantities $C_j^{(r)}$ as in (13) vanish for $r = 1, \cdots, p$. Now (14) no longer holds, and indeed $PB_j^{(r)}$ cannot be made to vanish merely by the choice of $\lambda_{j\kappa}$.

Consider first the case $p = 1$. Assume $\mathcal{H} \subset \mathcal{D}(V)$. Since $\psi_{j1}^{(0)} \in \mathcal{M}$, we have

$$ PB_{j1}^{(1)} = P(V - \lambda_{j1}^{(1)})\psi_{j1}^{(0)} = P(V - \lambda_{j1}^{(1)})P\psi_{j1}^{(0)}. $$

The $m$-dimensional symmetric operator $PVP$ has $s \leq m$ eigenvalues $\mu_1 < \cdots < \mu_s$ and corresponding orthogonal eigenprojections $Q_1, \cdots, Q_s$:

$$ P = \sum_{i=1}^s Q_i, \quad PVP = \sum_{i=1}^s \mu_i Q_i. $$

Put $m_i = \dim Q_i$, so that $\sum_{i=1}^s m_i = m$. For each $j = 1, \cdots, m$ put $i(j) = \text{least } i \text{ such that } j \leq m_1 + \cdots + m_i$; of course in general more than one $j$ will correspond to a given $i(j)$. Let $P_{j1}^{(1)} = Q_{i(j)}$, and choose
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\[
\lambda_j^{(1)} = \mu_i(j), \quad \psi_j^{(0)} = P_j^{(1)} \psi_j^{(0)}, \quad (\psi_j^{(0)}, \psi_k^{(0)}) = \delta_{jk}. 
\]

Then, with \( V^{(1)} \equiv V \), we have

\[
P(V^{(1)} - \lambda_j^{(1)})P_j^{(1)} = P_j^{(1)}(V^{(1)} - \lambda_j^{(1)})P = 0,
\]

so that (19) causes (18) to vanish for each \( j = 1, \ldots, m \). Now \( C_j^{(1)} \) is given by (16) with \( r = 1 \), and \( \psi_j^{(1)} \) can be chosen as in (17) with \( r = 1 \) to complete the annihilation of \( C_j^{(1)} \). The nonuniqueness of the \( \psi_j^{(0)} \) with a fixed \( i(j) \) in (19) and of the \( P\psi_j^{(1)} \) in (17) should be borne in mind.

In the choices for \( r = 2 \), we shall need the reduced resolvent
\[
S_j^{(1)} = \sum_{i \neq i(j)} (\mu_i - \lambda_j^{(1)})^{-1} Q_i
\]
of \( PV^{(1)}P \) at \( \lambda_j^{(1)} \), which satisfies

\[
P(V^{(1)} - \lambda_j^{(1)})S_j^{(1)} = P - P_j^{(1)}, \quad S_j^{(1)}P_j^{(1)} = P_j^{(1)}S_j^{(1)} = 0.
\]

Passing now to the case \( p = 2 \), we assume that \( \mathcal{M} \subset \mathcal{D} \langle V^{(1)}SV^{(1)} \rangle \). This certainly insures that \( \mathcal{M} \subset \mathcal{D} \langle V^{(1)} \rangle \), so it can be supposed that the \( \lambda_j^{(1)}, \psi_j^{(0)}, \) and \( \psi_j^{(1)} \) have been chosen as above to make the \( C_j^{(1)} \) vanish. In studying the \( C_j^{(2)} \) we treat simultaneously all the \( j \) with a given \( i(j) \), and for any such \( j \) we consider successively the components \( P_j^{(1)}B_j^{(2)} \) and \( (P - P_j^{(1)})B_j^{(2)} \) of \( PB_j^{(2)} \). In view of (17) with \( r = 1, (19), \) and (20), the first of these components is

\[
P_j^{(1)}B_j^{(2)} = P_j^{(1)}(V_j^{(2)} - \lambda_j^{(2)})P_j^{(1)}\psi_j^{(0)},
\]

where \( V_j^{(2)} \equiv (V^{(2)} - \lambda_j^{(1)})^{-1}(S)(V^{(1)} - \lambda_j^{(2)}) \) is, by our assumption, defined at least on \( \mathcal{M} \). Notice that this would not be true without the second-order assumption on \( \mathcal{M} \). Now the same arguments can be applied to \( P_j^{(1)}V_j^{(2)}P_j^{(1)} \) as were used on \( PV^{(1)}P \) following (18). We are led to define, for each \( j \), a projection \( P_j^{(2)} \leq P_j^{(1)} \) and a number \( \lambda_j^{(2)} \) such that \( P_j^{(1)}(V_j^{(2)} - \lambda_j^{(2)})P_j^{(2)} = P_j^{(2)}(V_j^{(2)} - \lambda_j^{(2)})P_j^{(1)} = 0 \). Then the choice

\[
\psi_j^{(0)} = P_j^{(2)}\psi_j^{(0)}, \quad (\psi_j^{(0)}, \psi_k^{(0)}) = \delta_{jk}
\]
is possible and causes (22) to vanish.

The second component of \( PB_j^{(2)} \) is annihilated by refining the choice of \( \psi_j^{(1)} \). In view of (17) with \( r = 1, (20), \) and the definition of \( V_j^{(2)}, \)

\[
(P - P_j^{(1)})B_j^{(2)} = (P - P_j^{(1)})(V_j^{(2)} - \lambda_j^{(2)})\psi_j^{(0)} + (P - P_j^{(1)})(V_j^{(1)} - \lambda_j^{(1)})(P - P_j^{(1)})\psi_j^{(1)}
\]

Since \( P\psi_j^{(1)} \) is arbitrary in (17), we are free to make the adjustment

\[
(P - P_j^{(1)})\psi_j^{(1)} = -S_j^{(1)}(V_j^{(2)} - \lambda_j^{(2)})\psi_j^{(0)}, \quad P_j^{(1)}\psi_j^{(1)} \text{ arbitrary}.
\]
Then (21) shows that (24) vanishes. Now $C^{(2)}_j$ is given by (16), and once again its annihilation can be completed by choosing $\psi_j^{(1)}$ as in (17).

It should be observed that the adjustments (23) and (25) to $\psi_j^{(0)}$ and $\psi_j^{(1)}$ do not make sense without the second-order assumption $H \subset D(V^{(1)}SV^{(1)})$. However, the components adjusted in (23) and (25) do not affect the first-order coefficients $C_j^{(1)}$.

The situation with $p = 3, 4, \ldots$ is analogous, and the details will be omitted. Briefly, for any such $p$, we would suppose inductively that the condition mentioned in the case $m = 1$ (with $p - 1$ instead of $p$) would permit the choice of $\lambda_j^{(1)}, \ldots, \lambda_{j}^{(p-1)}, \psi_j^{(0)}, \ldots, \psi_j^{(p-1)}$ so that $C_j^{(1)} = \cdots = C_j^{(p-1)} = 0, \ j = 1, \ldots, m$. At this point we would have defined projections $P \geq P_j^{(1)} \geq \cdots \geq P_j^{(p-1)}$ and operators $V^{(1)}, V_j^{(2)}, \ldots, V_j^{(p-1)}$ with properties analogous to (20). At this point, moreover, the components $P_j^{(r)}\psi_j^{(p-1-r)}$ would be arbitrary, $r = 0, 1, \ldots, p - 1$, save for the restriction $(\psi_j^{(0)}, \psi_j^{(0)}) = \delta_{j,k}$. Passing to the $p$th-order assumption on $H$, we could then substitute into $B_j^{(p)}$ all the previous choices $\psi_j^{(0)}, \ldots, \psi_j^{(p-1)}$. As in (22), this would lead to the definition of an operator $V_j^{(p)}$, a projection $P_j^{(p)}$, and a number $\lambda_j^{(p)}$, for each $j$, such that an adjustment to $\psi_j^{(0)}$ analogous to (23) would kill $P_j^{(p-1)}B_j^{(p)}$. Next, adjustments like (25) to the components $(P_j^{(r)} - P_j^{(r+1)})\psi_j^{(p-1-r)}$ would kill $(P_j^{(r)} - P_j^{(r+1)})B_j^{(r+1)}$, $r = 0, 1, \ldots, p - 2$, leaving (16) in force with $r = p$. Then the choice of $\psi_j^{(p)}$ in (17) would kill $C_j^{(p)}$, completing the induction, and at this point the components $P_j^{(r)}\psi_j^{(p-r)}$ would remain arbitrary, $r = 0, 1, \ldots, p$. Again it should be observed that the adjustments to $\psi_j^{(0)}, \ldots, \psi_j^{(p-1)}$ made at the $p$th stage would require the $p$th-order assumption on $H$ but would have no effect on $C_j^{(1)}, \ldots, C_j^{(p-1)}$.

Finally, if this process is carried out to the $p$th stage, the $\psi_j^{(p)}$ can be adjusted as in (12') so that each $(\nu_{j,k}, \varphi_{k,\lambda} = \| \psi_j^{(p)} \|^2 \nu_j^{(p)})$ is a $p$-pair for $H$; and by the orthogonality of the $\psi_j^{(0)}, \{ \varphi_{1,\lambda}, \ldots, \varphi_{m,\lambda} \}$ is an asymptotic basis of order $p$ for $E_{\lambda}[J]$.

To summarize, we may state

**Lemma 3.2.** Under Assumption 3.1, the perturbation method yields an asymptotic basis of order $p$ for $E_{\lambda}[J]$, provided that $H$ is contained in the domain of any $p$-fold product of operators, each of whose factors is either $V$ or $SV$.

In the degenerate case, were it not for the repeated adjustments to components already chosen, much simpler closed expressions could be written down for the $\lambda_j^{(p)}$ and $\psi_j^{(p)}$. The need for the adjustments to $\psi_j^{(p)}$ at stage $r + 1$ is evidently due to the appearance of several distinct coefficients $\lambda_j^{(1)}$, or equivalently, of several distinct projections $P_j^{(1)} < P$, a phenomenon known as splitting. Further splitting, and
hence further adjustments, might occur at any stage, since the only restriction is that at most \( m - 1 \) of the inequalities \( P \geq P_j^{(1)} \geq P_j^{(2)} \geq \cdots \) can be strict. Thus, although there must in every case be some integer \( q \) such that \( P_j^{(q)} = P_j^{(q+1)} = \cdots \), for \( j = 1, \ldots, m \), it may be difficult in any particular case to say just what \( q \) is. Of course \( q = 1 \) if it happens that all the \( \lambda_j^{(1)} \) are distinct, for then each \( P_j^{(r)} \) is one-dimensional and perforce equal to all the \( P_j^{(r)} \) \((r > 1, j \text{ fixed})\); but this instance is by no means typical. In some cases of practical importance, \( H \) and \( H_\kappa \) (and hence all the \( V_j^{(r)} \)) are invariant under the action of some linear group \( G \) on \( \mathcal{H} \). Then the range of each \( P_j^{(r)} \) is the space of some representation of \( G \), and if for some \( r = q \) this representation is irreducible, we must have \( P_j^{(q)} = P_j^{(q+1)} = \cdots \) (see [9], pp. 120ff.). The example in § 5 is of this type, where \( q \) turns out to be 2.

Even under Assumption 3.1 it might happen that \( \mathcal{M} \) is not contained in \( \mathcal{D}(V) \), so that Lemma 3.2 does not apply. In such a case the following observation might be of use.

**Lemma 3.3.** Under alternative (b) of Assumption 3.1, \( E_\kappa[J] \) has an asymptotic basis of order 1/2, provided that \( \mathcal{M} \) is contained in the domain of \( H_\kappa^{1/2} \) for some \( \kappa > 0 \).

**Proof.** Under these conditions \( \lambda \neq 0 \) and \( \lambda^{-1} \) is an eigenvalue of \( H^{-1} \) with eigenspace \( \mathcal{M} \), and it can be proved ([6], pp. 189–191) that, for each unit vector \( \psi \in \mathcal{M}, (\lambda^{-1}, \psi) \) is a 1/2-pair for \( H_\kappa^{-1} \). Denoting the spectral family of \( H_\kappa^{-1} \) by \( \tilde{E}_\kappa \) and applying Lemma 1.3, we get \( (1 - \tilde{E}_\kappa[\lambda^{-1}, o(\kappa^{1/2})])\psi = o(1) \), where \( o(\kappa^{1/2}) \) is suitably chosen as in Lemma 2.2. Since \( E_\kappa(\mu) = -\tilde{E}_\kappa(1/\mu) \) and \( (\lambda^{-1} \pm o(\kappa^{1/2}))^{-1} = \lambda \mp o(\kappa^{1/2}) \), this means that \( (1 - E_\kappa[\lambda, o(\kappa^{1/2})])\psi = o(1) \). We put \( \psi_\kappa = E_\kappa[\lambda, o(\kappa^{1/2})]|\psi \), so that \( \psi_\kappa \to \psi \), and it follows from the spectral formula that \( (H_\kappa - \lambda)\psi_\kappa = o(\kappa^{1/2}) \). Thus \( (\lambda, \varphi_\kappa = ||\psi_\kappa||^{-1}\psi_\kappa) \) is a 1/2-pair for \( H_\kappa \), and it is clear that an asymptotic basis of order 1/2 for \( E_\kappa[J] \) can be constructed in this way starting with a basis for \( \mathcal{M} \).

The hypothesis \( \psi \in \mathcal{D}(H_\kappa^{1/2}) \) is equivalent with the existence of a sequence \( \theta_n \in \mathcal{D} \) such that \( \theta_n \to \psi \) and \( ((H + \kappa V)(\theta_n - \theta_m), \theta_n - \theta_m) \) is Cauchy; it is weaker than \( \psi \in \mathcal{D}(V) \). If \( H_\kappa \upharpoonright \mathcal{D} \) happens to be essentially self-adjoint for some \( \kappa > 0 \), then \( \psi \in \mathcal{D}(H_\kappa^{1/2}) \) follows from the existence of \( V^{1/2}\psi \) ([6], p. 189.).

4. The case of a stable eigenvalue. Under Assumption 2.3 it may happen that \( E_\kappa[J] \) is \( m \)-dimensional for sufficiently small \( \kappa \). In this case \( \lambda \) is called stable under the perturbation of \( H \) to \( H_\kappa; \Sigma_\kappa(J) \) must consist of precisely \( m \) eigenvalues \( \Lambda_{1\kappa}, \ldots, \Lambda_{m\kappa} \) (counted with their multiplicities) with associated orthonormal eigenvectors \( \Phi_{1\kappa}, \ldots, \Phi_{m\kappa} \). Since \( E_\kappa[J] \overset{s}{\to} P \) and \( E_\kappa[J] \) is \( m \)-dimensional, it follows that \( E_\kappa[J] \to P \).
in the uniform operator norm. Hence
\[
\| (1 - P)\Phi \| = \| (E_k[J] - P)\Phi \| \leq \| E_k[J] - P \| \to 0,
\]
and \{\Phi_j, \cdots, \Phi_m\} is an asymptotic basis (of any order) for \(E_k[J]\). Then \(A_{j_k} \to A\) by Lemma 2.6. More precise estimates follow under the hypotheses of Lemma 3.2.

**Theorem 4.1** Under the hypotheses of Lemma 3.2, let \((\lambda_{j_k}, \varphi_{j_k})\), \(j = 1, \cdots, m\), be the \(p\)-pairs for \(H_k\) computed by the perturbation method. If \(\lambda\) is stable then \(\Sigma_{\varphi}(J)\) consists of \(m\) eigenvalues \(A_{j_k} = \lambda_{j_k} + o(\kappa^p)\). Each corresponding eigenvector \(\Phi_{j_k}\) is within \(o(\kappa^{p-q})\) of a linear combination of those \(\varphi_{i_k}\) for which \(\lambda_{i_k}\) agrees with \(\lambda_{j_k}\) up to the \(q\)th order (i.e. \(\lambda_{i_k}^{(r)} = \lambda_{j_k}^{(r)}\) for \(r \leq q\)).

**Proof.** The estimate of the \(A_{j_k}\) follows from Corollary 2.9.

For each \(j = 1, \cdots, m\), let \(S_q(j)\) denote the set of all integers \(i\) such that \(\lambda_{i_k}\) has the same coefficients as \(\lambda_{j_k}\) up through the order \(\kappa^q\). If \(i \in S_q(j)\) then \(\lambda_{i_k}\) and \(\lambda_{j_k}\) have different coefficients of some power \(\kappa^r\) with \(r \leq q\), and so \(|\lambda_{i_k} - \lambda_{j_k}| > M\kappa^q\) for some \(M > 0\) and sufficiently small \(\kappa\). Then the interval \(I_k = \{\mu: |\mu - \lambda_{j_k}| < M\kappa\}\) contains precisely those \(\lambda_{i_k}\) and \(A_{i_k}\) for which \(i \in S_q(j)\). Lemma 1.3 gives, for each such \(i\), \((1 - E_k[I_k])\varphi_{i_k} = o(\kappa^{p-q})\), so that the vectors
\[
\psi_{i_k} = E_k[I_k]\varphi_{i_k} = \varphi_{i_k} + o(\kappa^{p-q}), i \in S_q(j),
\]
are eventually linearly independent. But \(E_k[I_k]\) is the projection on the linear span of the \(\varphi_{i_k}\) with \(i \in S_q(j)\), and so the \(\psi_{i_k}\) also span the range of \(E_k[I_k]\). Hence, in particular, \(\Phi_{j_k}\) is a linear combination of the \(\psi_{i_k} = \varphi_{i_k} + o(\kappa^{p-q})\) with \(i \in S_q(j)\), and the theorem is proved.

Since in general all the \(\lambda_{i_k}\) agree at the zeroth order, each \(\Phi_{j_k}\) can be written as a linear combination of all the \(\varphi_{j_k}\) with an error \(o(\kappa^p)\). Of course if \(m = 1\) then \(\Phi_{j_k} = \varphi_{j_k} + o(\kappa^p)\). But if \(m > 1\), even if \(\lambda_{j_k}\) splits away from all the other \(\lambda_{i_k}\) at the first order \((S_1(j) = \{j\})\), the estimate in the theorem is only \(\Phi_{j_k} = \varphi_{j_k} + o(\kappa^{p-1})\), and the coefficient of \(\kappa^p\) in \(\varphi_{j_k}\) is not given any significance. Better estimates of the \(\Phi_{j_k}\) evidently require more careful choice of the \(\varphi_{j_k}\) than suffices merely to make them pseudoeigenvectors of order \(p\).

There is a more serious defect in the estimates of the \(A_{j_k}\), for \(p\)th order assumptions on \(\mathcal{M} = E[\lambda]\mathcal{H}\) (see Lemma 3.2) actually guarantee the existence of coefficients \(\lambda_{j_k}^{(r)}\) for \(r = 1, \cdots, p, \cdots, 2p\), all of which are significant in estimating perturbed stable eigenvalues ([6], pp. 182–184). Such estimates to within \(o(\kappa^{p})\) cannot be based solely on the theory of pseudoeigenvectors developed here.

The stability of \(\lambda\) is a rather delicate matter, and there is no
abundance of useful sufficient conditions. A well-known one is that $H_\kappa \geq H \geq c$ as in Lemma 3.1 (b), and that the part of the spectrum of $H$ lying to the left of $\lambda$ consist entirely of isolated eigenvalues of finite multiplicity ([6], p. 181.).

5. The Stark effect in the hydrogen atom. We consider as an example the quantum mechanical system of a hydrogen atom in a uniform electric field. Here $H = L_\lambda(R^3)$. Regarding the electric field as a perturbation, we consider a basic system governed by the Hamiltonian operator of the hydrogen atom in free space. With spin neglected, this is formally

$$T = -\Delta - c/r,$$

where $\Delta$ is the three-dimensional Laplacian, $c$ is a positive constant, and $r$ is the distance to the origin. With $\mathcal{D}(T) = C_0^\infty(R^3)$, $T$ is essentially self-adjoint (see [5]), and we take the unperturbed Hamiltonian $H$ to be the closure $\hat{T}$. From the boundedness of $c/r$ relative to $\Delta$ it follows that $\mathcal{D}(H)$ is identical with $\mathcal{D}(\Delta)$ and is contained in $\mathcal{D}(c/r)$, where the last two are the domains of the self-adjoint extensions of $\Delta$ and $c/r$ defined by closure from $C_0^\infty(R^3)$. Thus it is meaningful to write $H\psi = -\Delta\psi - (c/r)\psi$ for $\psi \in \mathcal{D}(H)$; this will be useful later.

The spectrum of $H$ is well known (e.g. [11] p. 133): the continuous spectrum covers the nonnegative real axis, and the point spectrum consists of countably many isolated negative eigenvalues $\lambda(n) = e^2/4n^2$, $n = 1, 2, \ldots$, where the multiplicity $m(n)$ of $\lambda(n)$ is $n^2$ and each eigenspace $\mathcal{M}(n)$ consists of functions which decay exponentially at infinity ([11], p. 282).

If coordinates are chosen so that the electric field is parallel to the $x_3$-axis then the perturbation of the Hamiltonian by the electric field is formally $\kappa x_3$, where $\kappa$ is a positive number proportional to the field strength. We define the operator $V$ to be multiplication by $x_3$, on the domain

$$\mathcal{D}(V) = \{\phi \in L_2(R^3): \exists R \geq 0, \exists C \geq 0, \exists \eta > 0 \; \exists \|\phi(x)\| \leq C e^{-\eta|x|}
\text{for almost every } x \text{ with } |x| \geq R\}.$$

Then $C_0^\infty(R^3) \subset \mathcal{D}(H) \cap \mathcal{D}(V)$, and $H + \kappa V$ defined on $C_0^\infty(R^3)$ has a self-adjoint extension (in fact a unique one [5]) which we take as the perturbed Hamiltonian $H_\kappa$. By Lemma 2.1 (a), $H_\kappa \xrightarrow{r} H$.

For each $\kappa > 0$, $H_\kappa$ has no eigenvalues, and the continuous spectrum of $H_\kappa$ covers the whole real axis ([11], pp. 134 ff.). However, by Corollary 2.10 the spectrum of $H_\kappa$ near each $\lambda(n)$ is concentrated to order 0; and we shall now show that this concentration in fact holds to any positive order.
Clearly Assumption 3.1 (a) holds for each $\lambda = \lambda(n)$; moreover, $M = M(n) \subset D(V)$ since the eigenvectors of $H$ all decay exponentially; and $V \subset D(V)$ by inspection. Thus to verify the hypotheses of Lemma 3.2 for all integers $p$, it suffices to show that $S \subset D(V)$, where $S$ is the reduced resolvent of $H$ at $\lambda$. For as soon as this is known, it is clear that any composite of finitely many factors $S$ and $V$ can be applied to each $\varphi \in D(V)$.

To see that $S \subset D(V)$, fix $\varphi \in D(V)$. Since $P \varphi \in M \subset D(V)$, it is enough to consider the case in which $\varphi$ is orthogonal to $M$, i.e. $(1 - P)\varphi = \varphi$. Now $\psi = S\varphi \in D(H)$, and

$$(H - \lambda)\psi = (H - \lambda)S\varphi = (1 - P)\varphi = \varphi.$$ 

According to the remark after the definition of $H$, this equality can be written

$$(-\Delta - \lambda)\psi = \varphi + (c/r)\psi.$$ 

The operator on the left has a bounded inverse, given by convolution with the function $(4\pi r)^{-1}e^{-kr}$, where $-\lambda = 2k^2, k > 0$. Applying the inverse to the above relation, we obtain

$$\psi(x) = \frac{1}{4\pi} \int_{B^3} \frac{e^{-k|x-y|}}{|x - y|} \left[ \varphi(y) + \frac{c}{|y|} \psi(y) \right] dy$$

for almost all $x \in R^3$. Since our aim is to show that $\psi$ decays exponentially at infinity, it suffices to estimate $\psi$ in the exterior $B'$ of some ball $B = B(R)$ with center at the origin and radius $R$. To this end we write (26) as

$$\psi(x) = \xi(x) + \frac{1}{4\pi} \int_{B'} \frac{e^{-k|x-y|}}{|x - y|} \frac{c}{|y|} \psi(y) dy,$$

where $\xi(x)$ is the sum of the contributions of $\psi$ and $\varphi$ to the integral in (26) over $B$ and the contribution of $\varphi$ to the integral over $B'$. Treating each of these contributions separately, taking $R$ sufficiently large, and using the fact that $\psi \in \mathcal{H}$ and $\varphi \in D(V)$, together with Schwarz’ inequality and various elementary inequalities on $|x - y|$, one can show that $\xi \in D(V)$, i.e.

$$|\xi(x)| \leq A(R)e^{-\gamma|x|}$$

for $|x| \geq R$, where $0 < \gamma < (1/2)k$, and $A(R)$ is a constant which grows with $R$. It should be noted that $\psi$ is already a well-defined item, namely $S\varphi$, and that (27) expresses one of its properties; there is no question of solving (27) for an unknown $\psi$.

Now we regard the right side of (27) as defining a map $K$ in
A straightforward estimate shows that this is true, and in fact that $K$ is a strict contraction map if $R$ is sufficiently large. Thus $K$ has a unique fixed point given by $\bar{\psi} = \lim K^n \phi$, where $\phi$ is any element whatever in $L^2(B')$. With $\phi(x) = 0$, $K\phi = \xi$ obeys (28), and it can be shown easily by induction that, for $R$ sufficiently large, $K^n \phi$ is dominated by $2A(R)e^{-R|x|}$. Hence so is the fixed point $\bar{\psi}$.

But (27) asserts in particular that $\bar{\psi}$ restricted to $B'$ is a fixed point of $K$, and as such it must agree almost everywhere with $\bar{\psi}$. Hence $\psi$ decays exponentially, and we have shown that $\bar{\psi} = S\phi e^{\tau(V)}$ if $\phi \in \mathcal{D}(V)$.

It follows from Lemma 3.2 that, for each eigenvalue $\lambda(n)$ of $H$ and each positive integer $p$, the perturbation method yields an asymptotic basis of order $p$ for $E_\varepsilon(J(n))$, where $J(n)$ is an isolating interval for $\lambda(n)$. Theorem 2.7 then shows that $\Sigma_\varepsilon(J(n))$ is concentrated on the union $C_\varepsilon(n)$ of intervals of width $o(\varepsilon^p)$ centered on the pseudoeigenvalues $\lambda_{ij}(n)$ computed by the perturbation method.

In passing, we remark that these pseudoeigenvalues have been calculated at least up to the second order (e.g. [8], p. 270). At the first order, $\lambda(n)$ splits into $2n-1$ distinct pseudoeigenvalues, the different $\lambda^{(1)}$ being proportional to $ni, -n + 1 \leq i \leq n - 1$, and having multiplicities (as eigenvalues of $P(n)V^p(n)$) equal to $n - |i|$. At the second order, further splitting occurs: if $n - |i|$ is even, $\lambda^{(1)}_i$ corresponds to $(1/2)(n - |i|)$ distinct $\lambda^{(2)}_j$ all of multiplicity 2, and if $n - |i|$ is odd, $\lambda^{(1)}_i$ corresponds to $(1/2)(n - |i| + 1)$ distinct $\lambda^{(2)}_j$, of which one has multiplicity 1 and the rest have multiplicity 2. Altogether, at the second order, $\lambda(n)$ has split into $n$ “simple” pseudoeigenvalues and $(1/2)n(n-1)$ “double” ones. Now, the symmetry group of $H_\varepsilon$ is generated by all rotations of $R^3$ about the $x_3$-axis together with reflections in a plane containing the $x_3$-axis, and its irreducible representations are all one-and two-dimensional. The $n_\varepsilon$-dimensional representation of this group in the eigenspace $\mathcal{M}(n)$ contains $n$ copies of the first kind of irreducible representation, and $(1/2)n(n-1)$ copies of the second kind (see, e.g. [22], pp. 204–205). These correspond exactly to the multiplicities of the $\lambda^{(2)}_j$ and so $\lambda(n)$ cannot split further past the second order.

Returning to the concentration of the spectrum of $H_\varepsilon$, we can write the negative real axis $N = (-\infty, 0)$ as the union of closed intervals $J(n)$, each of which isolates $\lambda(n)$, $n = 1, 2, \ldots$. By considering the dense family $\mathcal{F}$ of finite linear combinations of vectors in $\bigcup_{n=1}^{\infty} \mathcal{M}(n)$ and using the uniform boundedness of the projections $E_\varepsilon[(C_\varepsilon(n))]$, we easily see that $E_\varepsilon[N - C_\varepsilon] \xrightarrow{\text{g}} 0$, where $C_\varepsilon = \bigcup_{n=1}^{\infty} C_\varepsilon(n)$. In other words, for any positive integer $p$, the negative spectrum of $H_\varepsilon$ is concentrated on the union of intervals of length $o(\varepsilon^p)$ centered
on the numbers $\lambda_j(\kappa)(n)$ computed by applying the perturbation method to the unperturbed eigenvalues $\lambda(n)$ (cf. [2], p. 20).

This property distinguishes the $\lambda_j(\kappa)(n)$ from other negative points of the spectrum of $H_\kappa$. It is frequently pointed out that, although the system governed by $H_\kappa$ has no stationary states in the strict sense (since $H_\kappa$ has no eigenvalues), nonetheless the $\lambda_j(\kappa)$ represent the energies of “almost stationary” states (see, e.g. [8], p. 274 fn.; [12], p. 206). Indeed, if $(\lambda_\kappa, \varphi_\kappa)$ is any $p$-pair for $H_\kappa$, then by estimating the spectral formula in two parts, off and on the interval $\lambda_\kappa - \kappa^p \leq \mu \leq \lambda_\kappa + \kappa^p$, we obtain

$$
\| e^{-itH_\kappa} \varphi_\kappa - e^{-it\kappa} \varphi_\kappa \|^2 \leq 4\| (1 - E_\kappa(\lambda_\kappa, \kappa^p)) \varphi_\kappa \|^2 + (t\kappa^p)^2.
$$

If $\varepsilon > 0$ is specified, Lemma 1.3 shows that $\kappa_0 > 0$ can be chosen so that the first term on the right is $< \varepsilon^2/2$ for $\kappa < \kappa_0$. Then the second term remains $< \varepsilon^2/2$ for all $t \leq T = (\varepsilon/\sqrt{2})\kappa^{-p}$. In other words, for $\kappa$ small enough, the state $e^{-itH_\kappa} \varphi_\kappa$ remains with $\varepsilon$ in norm of its original value $\varphi_\kappa$ for all times in an interval $[0, T]$ whose length increases with $1/\kappa^p$.

It is stressed that this result holds for an arbitrary $p$-pair of $H_\kappa$, and since $H_\kappa$ has continuous spectrum everywhere, a $p$-pair $(\lambda_\kappa, \varphi_\kappa)$ can be constructed in which $\lambda_\kappa$ has any value whatever. Thus the “almost stationary” property does not by itself characterize the pairs $(\lambda_j(\kappa)(n), \varphi_j(\kappa)(n))$.

However, in view of the concentration of $\Sigma_\kappa(N)$ near the $\lambda_j(\kappa)(n)$, we see by Lemma 1.4 that if $(\lambda_\kappa, \varphi_\kappa)$ is a $p$-pair whose $\varphi_\kappa$ has no sequence $\varphi_\kappa \to 0(\kappa_n \to 0)$, then $\lambda_\kappa$ must be within $o(\kappa^p)$ of the set of all $\lambda_j(\kappa)(n)$. We may conclude that the $\lambda_j(\kappa)(n)$ represent the only possible energies which are continuous in $\kappa$ and whose corresponding states $\varphi_j(\kappa)(n)$ are both “almost stationary” and remain outside some weak neighborhood of 0. The last condition rules out wave functions which, though technically “almost stationary”, have supports which shrink to a point or migrate to infinity as $\kappa$ is reduced.
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