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In this paper we shall consider the reflection of solutions of systems of equations

\[(1.1) \quad u_{xx} + u_{yy} + Au_x + Bu_y + Cu = 0,\]

where \(u = (u_1, u_2, \ldots, u_n)^T\), \(A, B, C\) are constant, pairwise commutative \(n \times n\) matrices, across an analytic arc \(\kappa\) on which the solutions satisfy \(n\) analytic linear differential boundary conditions. If the boundary conditions have coefficients which are analytic in a specific preassigned geometrical region containing \(\kappa\), then we shall show that the solution of (1.1) satisfying such boundary conditions can be extended across \(\kappa\), provided certain inequalities are satisfied. Moreover, the region into which \(u\) can be extended will depend only on the analytic arc \(\kappa\), the original region, and the coefficients of the boundary conditions; i.e., we shall have reflection "in the large" and the region will not be restricted by the equation.

There are two basically different situations considered, the results of which are stated in Theorem 1, Theorem 2, and Theorem 3.

Theorem 1 treats the reflection of solutions of a system (1.1) initially given on an open set \(\Omega\) for which the boundary conditions on an arc \(\kappa\) adjacent to \(\Omega\) are

\[
\sum_{\beta=1}^{n} p_{\alpha\beta}(D)u_{\beta} = f_\alpha(z), \quad \alpha = 1, 2, \ldots, n \text{ or } \kappa
\]

where

\[
p_{\alpha\beta}(D) = \sum_{r+s+k<2n} <p_{\alpha\beta}^r(z)D^rD^s>
\]

with \(p_{\alpha\beta}^r(z)\) and \(f_\alpha(z)\) analytic in \(\Omega \cup \kappa \cup \hat{\Omega}\), where \(\hat{\Omega}\) is an open set determined by \(\kappa\) adjacent to \(\kappa\) and disjoint from \(\Omega\). In the event that two inequalities involving the \(p_{\alpha\beta}^r(z)(r + s = k)\) are satisfied, then we can reflect the solution of the system across \(\kappa\) into \(\kappa \cup \hat{\Omega}\), so that the original solution is extended into all of \(\Omega \cup \kappa \cup \hat{\Omega}\).

In Theorems 2 and 3 the reflection of solutions given in \(\Omega\), of the special system (1.1)

\[
\Delta u + Eu = 0, \quad E = n \times n \text{ constant matrix,}
\]
is treated. In these cases boundary conditions of the form

$$\sum_{r+s+k<2n} p_r^s(z)D_z^sD_r^ku_1 = f_s(z), \quad \nu = 1, 2, \ldots, n$$

are assumed prescribed on $\kappa$, in which $p_r^s(z)$ and $f_s(z)$ are analytic in $\Omega \cup \kappa \cup \hat{\Omega}$. For Theorem 2, $k \geq n$, and for Theorem 3, $k = n - 1$. There are five conditions which must be satisfied in Theorem 2 to insure reflection. Aside from two inequalities involving the $p_r^s(z)$ that must be satisfied as in Theorem 1, there is an additional determinental inequality on the arc $(z = \overline{G(z)})$

$$(1.2) \quad |D^\nu[G(c) - G(z)]^j| \neq 0, \quad 1 \leq \nu \leq n - 1, \quad 1 \leq j \leq n - 1,$$

which must be satisfied as well as two additional inequalities which depend on the constants of the differential equations.*

In Theorem 3 it is unnecessary to assume (1) one of the differential equation conditions, and (2) condition (1.2). Moreover, in Theorem 3 the reflection is reduced in quadratures whereas in Theorem 2, for the general case, we have only an existential proof.

Finally, we shall give equations and boundary conditions to which the theorems apply. Theorem 1 is applicable when the boundary conditions are $u = (\varphi_1(z), \varphi_2(z), \ldots, \varphi_n(z))$.

Theorem 2 and Theorem 3 are suitable for systems of differential equations of the form

$$\sum_{j=1}^{m} P_{ij}(\Delta)u_j = 0, \quad i = 1, 2, \ldots, m$$

where the $P_{ij}$ are polynomials with constant coefficients and $\Delta$ is the Laplacian. Two inequalities involving the coefficients of the $P_{ij}$ must be satisfied. A special example is the metaharmonic equation

$$\Delta^n u + a_1\Delta^{n-1}u + \cdots + a_n u = 0, \quad a_j = \text{constant}.$$  

In this case it is only necessary to check one inequality for the differential equation in the case of Theorem 2. A special example of the metaharmonic equation is the polyharmonic equation

$$\Delta^n u = 0.$$  

In this case there are no inequalities for the differential equation that must be checked for Theorem 2 or 3. Also in this case there is a particularly simple representation of the solution in terms of analytic functions in $\Omega$ and analytic functions in $\hat{\Omega}$ which is a generalization of the representation in [8].

In the special case of equations

* J. Leray kindly pointed out to me that (62) and one of the d.e. inequalities are always satisfied and that the 3 holds for $k < 2n$. 
\[ Au_{ij} = a_{ij}u_i + a_{ij}u_j \quad j = 1, 2 , \quad a_{ij} = \text{constants} , \]
a special case of which is the metaharmonic equation
\[ A^2 u + aA u + bu = 0 , \quad a, b \text{ constant} , \]
the condition on the arc \( \kappa \) is automatically satisfied. Moreover, the conditions of Theorem 2, for the biharmonic equation, reduce to the conditions given in [8] with the exception that Theorem 2 requires \( u \in C^{2+k}(\Omega \cup \kappa) \cap C^4(\Omega) \) whereas [8] requires only that \( u \in C^4(\Omega \cup \kappa) \cap C^4(\Omega) \cap C^3(\Omega \cup \kappa) \).

Finally, it is noted that in the case when the analytic arc is a portion of the \( x \) axis then the condition (1.2) is automatically satisfied.

Restricting ourselves to equations of the type (1.1) we get explicit representations for the solutions in terms of the zero order matrix Bessel function. For purposes of brevity we shall consider homogeneous equations (1.1) since the treatment of nonhomogeneous equations involves only obvious changes.

In his beautiful paper [6], Lewy thoroughly considered the question of a single elliptic equation in two independent variables for which the coefficients are analytic functions in a neighborhood of \( \kappa \). Brown [1] considered the reflection laws for a general fourth order elliptic equation, with constant coefficients, in two independent variables across a straight line segment on which he assumes the solution satisfies two boundary conditions of the form
\[ \sum_{r+\nu \in \mathbb{Z}} p_{\nu}D_x^rD_y^\nu u(x, 0) = f_i(x) , \quad \nu = 1, 2 , \]
where the line of reflection is \( y = 0 \) and \( p_{\nu} \) are constants. Assuming the original domain is convex then he achieves reflection in the large, i.e., the domain of reflection is determined initially by the differential equation. Filipenko [2] investigated reflection for the harmonic equation in more than two independent variables across the plane \( x_1 = 0 \) and has shown that reflection in the large for certain initial domains is possible provided boundary conditions of the form
\[ \frac{\partial u}{\partial x_1} + P(x_2, x_3, \cdots, x_n)u = 0 \]
are prescribed on the plane, where \( P \) is a polynomial. Lewy [7] has given an example to show that the modification of \( P \) from a polynomial to an analytic function is not possible. Garabedian [3], [4] has also investigated certain reflection laws in the small for a nonlinear elliptic equation and for quasilinear equations with special boundary conditions. J. Leray [5] has, in a very interesting paper, used reflection for the
explicit determination of the Greens function for an $M$-harmonic equation in a band, when differential boundary conditions are given on the boundary of the band.

2. Geometric reflection across an analytic arc. Let $\kappa$ be an open analytic arc defined by the real analytic function $F(x, y) = 0$ with $F_x^2 + F_y^2 \neq 0$. As shown in [8], this defines a function $\zeta = G(z)$, of the complex variable $z = x + i y$ which is analytic in a neighborhood of $\kappa$ and for which $\kappa$ is described by $z = \overline{G(z)}$. $\hat{z} = \overline{G(z)}$ is called the reflection of $z$ across $\kappa$. $\hat{z} = z$ on $\kappa$. Let $\Omega$ be a semi-neighborhood of $\kappa$, with $G(z)$ analytic and univalent on $\Omega$ and thus $G'(z) \neq 0$ on $\Omega$. Let $\hat{\Omega} = \overline{G(\Omega)}$ and assume $\hat{\Omega} \cap \Omega = \emptyset$. Then it can be shown that for $z$ in $\Omega \cup \kappa \cup \hat{\Omega}$, $G(z)$ is univalent, $\hat{z} = z$ and $G'(z) \neq 0$. Moreover

$$\overline{G'(z)} = [G'(\hat{z})]^{-1}$$

and

$$\overline{G''(z)} = -G''(\hat{z})G'(\hat{z})^{-3}.$$

3. Representation of the solutions. In this section we shall derive a representation for the solutions of (1.1) which are in $C'(\Omega \cup \kappa)$. This will be done by a slight variant of the very elegant method developed by Lewy [6]. The solutions are expressed by means of a complex Riemann function, which can be found explicitly in our case.

First we consider the transformation

(3.1) $u = e^{-\frac{1}{2}(Ax + By)}w(x, y)$

where the exponential matrix is defined as usual by its McLaurin expansion. Due to the pairwise commutativity of $A$, $B$ and $C$ we get (1.1) becomes

(3.2) $e^{-\frac{1}{2}(Ax + By)}\left\{w_{xx} + w_{yy} + \frac{1}{4}[4C - A^2 - B^2]w\right\} = 0$,

which is equivalent to:

(3.3) $w_{xx} + w_{yy} + Dw = 0$

where

(3.3.1) $D = \frac{1}{4}[4C - A^2 - B^2]$.

Note that (3.3) can be written for $z$ in $\Omega$ as

(3.4) $4\overline{G'(z)}w_{zz} + Dw = 0$

where
(3.5) \[ \frac{\partial}{\partial z} = \frac{1}{2} \left[ \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} \right], \quad \frac{\partial}{\partial \bar{z}} = \frac{1}{2} \left[ G'(z) \right]^{-1} \left[ \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right]. \]

Let

(3.6) \[ w(x, y) = w \left[ \frac{z + \bar{z}}{2}, \frac{z - \bar{z}}{2i} \right] = w \left[ \frac{z + G(\hat{z})}{2}, \frac{z - G(\hat{z})}{2i} \right] = W(z, \hat{z}) \]
for \( z = x + iy \in \Omega \cup \kappa \) and \( \hat{z} = \overline{G(z)} \in \hat{\Omega} \cup \kappa. \)

With the idea of finding a representation of the solution of (3.3), we seek the complex Riemann function; viz. the solution of

(3.7) \[ L[v] = v_{x\zeta} + \frac{1}{4} DG'(\zeta)v = 0 \]

which is a function \( R[z^0, \zeta^0, z, \zeta] \) of four complex arguments each ranging independently over \( \Omega \cup \kappa \cup \hat{\Omega} \) with

(3.8) \[ L_{z, \zeta}[R] = 0 \]

and

\[
\begin{align*}
R[z^0, \zeta^0, z^0, \zeta^0] &= I \\
R_z[z^0, \zeta^0, z, \zeta^0] &= 0 \\
R_{\zeta}[z^0, \zeta^0, z^0, \zeta] &= 0
\end{align*}
\]

We claim that such a matrix function is given by

(3.10) \[ R[z^0, \zeta^0; z, \zeta] = J_0[\sqrt{D((z - z^0)(G(\zeta) - G(\zeta^0)))}] \]

where if \( Q \) is an \( n \times n \) matrix, we define

\[ J_0[\sqrt{Q}] = I - \frac{Q}{2} + \frac{Q^2}{2^2(2)!} - \frac{Q^3}{2^3(3)!} + \cdots. \]

With any norm for \( Q \) we get

\[ ||J_0[\sqrt{Q}]|| \leq J_0[i\sqrt{||Q||}] \]

where \( J_0, \) on the right, is the zero order Bessel function and thus the matrix series converges for all \( Q. \) Thus \( R[z^0, \zeta^0; z, \zeta], \) as defined, is analytic in \( z^0, \zeta^0, z \) and \( \zeta \) for \( z^0, \zeta^0, z \) and \( \zeta \) in \( \Omega \cup \kappa \cup \hat{\Omega}. \) Moreover it is easy to see that (3.9) are satisfied and by direct computation, we we see that (3.8) is satisfied.

Our next aim is to find a representation of \( W(z, \hat{z}) \) as defined by (3.6). This will be done by finding a function \( W^*(z, \zeta) \) which is analytic for \( z \) in \( \Omega \) and analytic for \( \zeta \) in \( \hat{\Omega} \) and for which

\[ W^*(z, \hat{z}) = W(z, \hat{z}). \]
We consider now the Cartesian product

\[ S \times \hat{S} = \{(z, \zeta) : z \in \Omega \cup \kappa, \zeta \in \hat{\Omega} \cup \kappa \} . \]

Let \( z_1 \) and \( z_2 \) be arbitrary points of \( \Omega \cup \kappa \) and let \( p \) be a path joining \( z_1 \) to \( z_2 \) which lies in \( \Omega \cup \kappa \). Then let \( \hat{p} \) be the reflection of \( p \) joining \( \hat{z}_1 \) to \( \hat{z}_2 \) in \( \hat{\Omega} \cup \kappa \). Let

\[ S^\sharp(z_1, z_2, p) = \{(z, \zeta) \in S \times \hat{S} : z \in p \text{ and } \zeta \in \hat{p} \} . \]

Note that

\[
RW^* - L[R]W^* = RW^*_\zeta + \frac{1}{4} G'(\zeta)RDW^* - R_\zeta W^* - \frac{1}{4} G'(\zeta)DRW^*
\]

\[ = (RW^*)_\zeta - (R_\zeta W^*)_\zeta - (R_\zeta W^*)_\zeta
\]

since, as is clear from (3.10), \( RD = DR \). We define

\[ W^*(z, \hat{z}) = W(z, \hat{z}) = w(x, y), \quad W^*_\zeta(z, \zeta) \mid_{\zeta = \hat{z}} = W_\zeta(z, \hat{z}), \]

\[ W^*_\zeta(z, \zeta) \mid_{\zeta = \hat{z}} = W_\zeta(z, \hat{z}), \]

i.e. the solution to equation (3.3), and let this be the “initial condition” for the extension of \( W^* \) as an analytic function in \( (z, \zeta) \). Let \( W^* \) be assumed to be a solution of \( L[W^*] = 0 \) for \( (z, \zeta) \in S^\sharp(z_1, z_2, p) \). We shall want to integrate (3.11), when \( W^* \) is such a solution and \( R \) is a Riemann function, over “triangles” \( \Delta_i \) of \( S^\sharp(z_1, z_2, p) \) with vertices \((\zeta^0, \zeta^0), (z^0, \zeta^0)\) and \((z^0, \hat{\zeta}^0)\), over “triangles” \( \Delta_i \) with vertices \((\xi^0, \xi^0), (\xi^0, \hat{z}^0)\) and \((\xi^0, \hat{\xi}^0)\) and over “squares” with vertices \((c, c), (z, \hat{c}), (\zeta, \hat{z}), (c, \hat{z})\), \( c \) being a point of \( \kappa \). Over such “regions” as these, we have:

\[
0 = - \int (RW^*)_t dt + \int R_t W^* dt - \int R_\zeta W^* d\sigma .
\]

Consider \( R[z^0, \xi^0, t, \sigma] \) and \( W^*(t, \sigma) \) in the above, where the region is the “triangle” \( \subset S^\sharp(z_1, z_2, p) \) with vertices \((\xi^0, \xi^0), (z^0, \xi^0), (z^0, \hat{\xi}^0)\). We get, due to the nature of \( R[z^0, \xi^0, t, \sigma] \),

\[
W^*(z^0, \xi^0) = W^*(\xi^0, \xi^0) + \int_{(\xi^0, \xi^0)} \int_{(z^0, \xi^0)} (R[z^0, \xi^0; t, \hat{\xi}] W^*[t, \hat{\xi}], - R, W^*) dt + \int_{(\xi^0, \xi^0)} R[z^0, \xi^0; \hat{\sigma}, \sigma] W^*(\hat{\sigma}, \sigma) d\sigma .
\]

Next we consider \( R[\xi^0, \hat{\xi}^0; t, \sigma] \) and \( W^*(t, \sigma) \) in (3.12) and integrate over the triangle \( \subset S^\sharp(z_1, z_2, p) \) with vertices \((\xi^0, \xi^0), (z^0, \hat{\xi}^0), (\xi^0, \hat{\xi}^0)\) and get, making use of the special character of the Riemann function
Finally we shall integrate (3.12) with $R(z, \hat{z}; t, \sigma)$ over the rectangle $\subset S^2(\eta, \zeta, p)$ with vertices $(c, c), (\eta, c), (\eta, \zeta), (c, \zeta)$ where $c$ is assumed to be a point of $\kappa$, and thus, $(c = \hat{\eta})$:

$$W^*(z, \hat{\eta}) = W^*(\eta, \hat{\eta}) + W^*(z, \hat{\eta}) - R(z, \hat{\eta}; c, c)W^*(c, c)$$

This gives the representation of the solution of (3.3) for which we were looking. The integrals entering (3.13), (3.14) and (3.15) are independent of the path $p$ since in (3.13) and (3.14)

$$[(RW^*)_t - (R_tW^*)_c - [R_cW^*]_t = R_cW^*_t + RW^*_c - R_cW^* = R_cW^*_t - R_cW^*_c = 0$$

by (3.11).

Next we show that $W^*(z, \zeta)$ as defined by (3.13) is an analytic function of $z$ and $\zeta$ for $z \in \Omega$ and $\zeta \in \hat{\Omega}$. This is done by showing $\partial W^*(z, \zeta)/\partial \bar{z} = 0$ and $\partial W^*(z, \zeta)/\partial z = 0$; i.e. the Cauchy Riemann equations are satisfied. Since $R$ is an analytic function of its arguments, $\hat{\eta} = z, \hat{\zeta} = \overline{G(z)}, d\hat{\eta}/d\zeta = G'(\zeta)$,

$$G'(\zeta)W^*(\hat{\eta}, \zeta)R_c(z, \zeta; \sigma, \sigma) |_{\sigma = \zeta} = 0$$

by the nature of $R$. Next we check analyticity in $\zeta$.

$$G'(\zeta)W^*_{\hat{\zeta}}(\hat{\eta}, \zeta) - G'(\zeta)[(R(z, \zeta; t, \hat{\eta})W^*(t, \hat{\eta}))_t - R_tW^*(t, \hat{\eta})]_{\hat{\eta} = \zeta, \hat{\eta} = \zeta}$$

by the nature of $R = J_c$. Note that (3.14) can be got from (3.13) simply by substitution. The representation of the solutions of (1.1), which we shall use, is given with the aid of (3.1) and (3.15) by:

$$U^*(z, \hat{\eta}) = \exp\left\{A^*z + B^*G(\hat{\eta})\right\}\left\{W^*(z, c) + W^*(c, \hat{\eta})

- R(z, \hat{\eta}; c, c)W^*(c, c)

- \int_c^\hat{\eta} R_c(z, \hat{\eta}; t, c)W^*(t, c)dt

- \int_c^{\hat{\eta}} R_c(z, \hat{\eta}; c, \sigma)W^*(c, \sigma)d\sigma\right\}$$

(3.16)
where
\[ A^* = -\frac{1}{4}(A - iB), \quad B^* = -\frac{1}{4}(A + iB). \]

4. Reflection of solutions of (1.1) across analytic boundary conditions. Before proving the reflection theorems we shall need to prove two lemmas.

**Lemma 1.** Let \( \mu = \mu_1 + \mu_2, \mu_1 \) and \( \mu_2 \) nonnegative integers,

\[ D_z = \frac{1}{2}(D_x - iD_y), \quad D_z = \frac{1}{2} G'(\bar{z})(D_x + iD_y) \]

then for functions

\[ M(x, y) = M\left[ \frac{z + G(\bar{z})}{2}, \frac{z - G(\bar{z})}{2i} \right] = M^*(z, \bar{z}) \]

that are analytic in \( x \) and \( y \), the following operator relation holds:

\[ D^\nu_x D^\nu_y = (i)^\nu_2 \left\{ \sum_{j=0}^{\mu} \alpha^{\nu_2}_{\mu_2}(G'(\bar{z}))^{-j} D_z^{-j} D_{\bar{z}}^{-j} - \delta(2, \mu) \alpha^{\nu_1}_{\mu_12} \left( \frac{1}{\mu - 2} \right) \right. \]

\[ \cdot (G'(\bar{z}))^{-(\mu + 1)}(G''(\bar{z})) D_z^{\mu - 1} \]

\[ + \text{terms of order } \leq \mu - 1 \text{ in } D_z \text{ and } D_{\bar{z}} \text{ all of which contain terms of order at least one and not greater than } \mu - 2 \text{ in } D_{\bar{z}} \text{; i.e. all of order } \leq \mu - 2 \text{ in } D_z \right\}, \]

where \( \alpha^{\nu_1}_{\mu_12}, \alpha^{\nu_2}_{\mu_2}, \alpha^{\nu_1}_{\mu_22}, \ldots, \alpha^{\mu_2}_{\mu_2} \) are the coefficients of \( a^\mu, a^{\mu-1} b, \ldots, b^\mu \) in \((a + b)^\nu(a - b)^\nu\) (Note \( \alpha^{\nu_2}_{\mu_2} = 1, \alpha^{\nu_1}_{\mu_22} = (-1)^{\mu_2} \) and

\[ \delta(\nu, \mu) = 0 \text{ if } \nu > \mu, \]

\[ = 1 \text{ if } \nu \leq \mu. \]

**Proof.** By induction on \( \mu \). For \( \mu = 0 \) clearly true. For \( \mu = 1 \) we have from (4.1) for \( \mu_1 = 1, \mu_2 = 0 \)

\[ D_z = D_z + (G'(\bar{z}))^{-1} D_{\bar{z}} \]

which is (4.2) for \( \mu_1 = 1, \mu_2 = 0 \)

and for \( \mu_1 = 0, \mu_2 = 1 \)

\[ D_y = i D_z - i (G'(\bar{z}))^{-1} D_{\bar{z}} \]

which is (4.2) for \( \mu_1 = 0, \mu_2 = 1 \).

Assume (4.2) true for \( \mu \), we must show it is ture for \( \mu + 1 \). i.e., assume (4.2) and then consider
\[ D_{\mu_1+1}D_{\mu_2} = (i)^{\mu_2} \left\{ \sum_{j=0}^{\mu_2} \alpha_j^{\mu_1\mu_2} \left[ (G'(\tilde{z}))^{-j} D_{\mu_1+1-j}D_{\tilde{z}} + (G'(\tilde{z}))^{-(j+1)} D_{\mu_1-j}D_{\tilde{z}}^{j+1} \right] \right. \]
\[ - \alpha_{\mu_1+1}^{\mu_2}(G'(\tilde{z}))^{-(-\mu_2)}G''(\tilde{z}) \left[ \mu + \left( \frac{\mu}{\mu - 2} \right) \right] D_{\tilde{z}}^\mu \]
\[ + \text{terms of order } \leq \mu \text{ in } D_z \text{ and } D_{\tilde{z}} \text{ all containing terms of order at least one and not greater than } \mu - 1 \text{ in } D_{\tilde{z}} \right\}. \tag{A} \]

But
\[ (a + b)(a + b)^{\mu_2}(a - b)^{\mu_2} = (a + b)\{a^{\mu} + \alpha_1^{\mu_1\mu_2}a^{\mu-1}b + \alpha_2^{\mu_1\mu_2}a^{\mu-2}b^2 + \cdots + \alpha_{\mu_2}^{\mu_1\mu_2}b^\mu \} = a^{\mu+1} + (\alpha_1^{\mu_1\mu_2} + 1)a^{\mu}b + (\alpha_2^{\mu_1\mu_2} + \alpha_3^{\mu_1\mu_2})a^{\mu-1}b^2 + \cdots + (\alpha_{\mu_1}^{\mu_1\mu_2} + \alpha_{\mu_2}^{\mu_1\mu_2})ab^\mu + \alpha_{\mu_2}^{\mu_1\mu_2}b^{\mu+1} \]

and thus we see
\[ D_{\mu_1+1}D_{\mu_2} = (i)^{\mu_2} \left\{ \sum_{j=0}^{\mu_2} \alpha_j^{\mu_1+1\mu_2}(G'(\tilde{z}))^{-j} D_{\mu_1+1-j}D_{\tilde{z}}^j \right. \]
\[ - \alpha_{\mu_1+1}^{\mu_2}(G'(\tilde{z}))^{-(-\mu_2)}G''(\tilde{z}) \left[ \mu + \left( \frac{\mu}{\mu - 1} \right) \right] D_{\tilde{z}}^\mu + \cdots \} \]

where \( \alpha_j^{\mu_1+1\mu_2} \) are the coefficients of \( a^{\mu+1}, a^\mu b, \cdots, b^{\mu+1} \) in \( (a + b)^{\mu_1+1}(a - b)^{\mu_2} \).

Now consider
\[ D_{\mu_1}D_{\mu_2+1} = (i)^{\mu_2+1} \left\{ D_{\mu_2+1} + \sum_{j=1}^{\mu_2} (G'(\tilde{z}))^{-j} D_{\mu_2+1-j}D_{\tilde{z}}^j \left[ \alpha_j^{\mu_1\mu_2} - \alpha_{\mu_2}^{\mu_1\mu_2} \right] \right. \]
\[ - \alpha_{\mu_1}^{\mu_2+1}(G'(\tilde{z}))^{-(-\mu_2)}G''(\tilde{z}) \left[ \mu + \left( \frac{\mu}{\mu - 2} \right) \right] D_{\tilde{z}}^\mu + \cdots \} \]
\[ = (i)^{\mu_2+1} \left\{ \sum_{j=0}^{\mu_2+1} \alpha_j^{\mu_1\mu_2+1}(G'(\tilde{z}))^{-j} D_{\mu_2+1-j}D_{\tilde{z}}^j \right. \]
\[ - \alpha_{\mu_2+1}^{\mu_1\mu_2+1}(G'(\tilde{z}))^{-(-\mu_2+1)}G''(\tilde{z}) \left[ \mu + \left( \frac{\mu}{\mu - 1} \right) \right] D_{\tilde{z}}^\mu + \cdots \} \]

where since
\[ (a - b)(a + b)^{\mu_1}(a - b)^{\mu_2} = a^{\mu+1} + (\alpha_1^{\mu_1\mu_2} - 1)a^{\mu}b + (\alpha_2^{\mu_1\mu_2} - \alpha_1^{\mu_1\mu_2})a^{\mu-1}b^2 + \cdots + (\alpha_{\mu_1}^{\mu_1\mu_2} - \alpha_{\mu_2}^{\mu_1\mu_2})ab^\mu - \alpha_{\mu_2}^{\mu_1\mu_2}b^{\mu+1} \]

the \( \alpha_j^{\mu_1\mu_2} \) are the coefficients of \( a^{\mu+1}, a^\mu b, \cdots b^{\mu+1} \) in \( (a + b)^{\mu_1}(a - b)^{\mu_2+1} \).

Thus the lemma is proved.
Lemma 2. Given the operators
\[ p_{i1}(D) + p_{i2}(D) + \cdots + p_{in}(D) \quad i = 1, 2, \cdots, n \]
where
\[ p_{i1}(D) = \sum_{r+s \leq k} p_{i1}^{rs}(z)D_z^rD_\bar{z}^s, \quad p_{i2}(D) = \sum_{r+s \leq k} p_{i2}^{rs}(z)D_z^rD_\bar{z}^s, \cdots \]
then for
\[ D_z = \frac{1}{2}(D_z - iD_\bar{z}), \quad D_\bar{z} = \frac{1}{2}G'(\bar{z})(D_z + iD_\bar{z}) \]
\[ (p_{ij}(D)) = M = M_{k,0}(z)D_z^k + M_{k-1,0}(z)(G'(\bar{z}))^{-1}D_\bar{z}^{k-1}D_z + M_{k-1,0}(z)D_z^{k-1} \]
\[ + M_{0,k}(z)(G'(\bar{z}))(k)_kD_\bar{z}^k + M_{1,k-1}(z)(G'(\bar{z}))^{-(k-1)}D_zD_\bar{z}^{k-1} \]
\[ + M_{0,k-1}(z)D_\bar{z}^{k-1} + T_{k-2}(z) \]
where \( T_{k-2}(z) \) is a matrix of terms in \( D_z \) and \( D_\bar{z} \) and of order \( \leq k-2 \) in \( D_z \) and of order \( \leq k-2 \) in \( D_\bar{z} \).

\[ M_{k,0}(z) = \sum_{r+s = k} (i)^r \begin{pmatrix} p_{i1}^{rs} & p_{i2}^{rs} & \cdots & p_{in}^{rs} \\ p_{i1}^{rs} & \cdots & p_{in}^{rs} \end{pmatrix} = \sum_{r+s = k} (i)^s (p_{i1}^{rs}) \]

\[ M_{k-1,0}(z) = \sum_{r+s = k} (i)^r \alpha_r^s (p_{i1}^{rs}), \quad M_{k-1,0}(z) = \sum_{r+s = k-1} (i)^s (p_{i1}^{rs}) \]

\[ M_{0,k}(z) = \sum_{r+s = k} (-i)^r (p_{i1}^{rs}), \quad M_{1,k-1}(z) = \sum_{r+s = k} (i)^r \alpha_r^s (p_{i1}^{rs}) \]

\[ M_{0,k-1}(z) = \sum_{r+s = k-1} (i)^r \alpha_r^s (G'(\bar{z}))^{-(k-1)}(p_{i1}^{rs}) - \delta(2, k) \]
\[ \times \sum_{r+s = k} (i)^s \alpha_r^s \left( \binom{k}{k-2} G'(\bar{z})^{-(k-1)}(G''(\bar{z}))(p_{i1}^{rs}) \right) \]

where \( \alpha_r^s \) are the same as in Lemma 1.

Proof. By Lemma 1
\[ p_{i1}(D) = \sum_{r+s = k} p_{i1}^{rs} \left\{ (i)^r \left[ \sum_{j=0}^{k} \alpha_j^s G'(\bar{z})^{-j}D_z^{k-j}D_\bar{z}^j \right. \right. \]
\[ - \delta(2, k) \alpha_k^s \left( \binom{k}{k-2} G'(\bar{z})^{-(k+1)}(G''(\bar{z}))(D_\bar{z})^{k-1} \right) \}
\[ + \sum_{r+s = k-1} (i)^r p_{i1}^{rs} D_\bar{z}^{k-1} + \sum_{r+s = k-1} (i)^s p_{i1}^{rs} \alpha_r^s (G'(\bar{z}))^{-(k-1)}D_z^{k-1} \]
\[ + q_{i1}(D_z, D_\bar{z}) \]

of degree \( \leq k-1 \) with coefficients analytic in \( \Omega \cup \kappa \cup \tilde{\Omega} \) and which contains terms of order \( \leq k-2 \) in \( D_z \) and of order \( \leq k-2 \) in \( D_\bar{z} \).

Similar results hold for \( p_{i\beta}(D), \beta = 2, \cdots, n \). Combining these results with the fact that \( \alpha_k^s = (-1)^s \), we get the conclusion of the lemma.
We are now in a position to prove

**Theorem 1.** Let \( u = (u_1, u_2, \cdots, u_n) \in C^2(\Omega) \) and satisfy in \( \Omega \)

\[
(4.3) \quad u_{xx} + u_{yy} + Au_x + Bu_y + Cu = 0
\]

where \( A, B, C \) are pairwise commutative constant \( n \times n \) matrices. Moreover let \( u \in C^k(\Omega \cup \kappa) \cap C'(\Omega \cup \kappa) \) and satisfy on \( \kappa \) the boundary conditions:

\[
\sum_{\beta=1}^{n} p_{\alpha\beta}(z, D_x, D_y)u_\beta = f_\alpha(z), \quad \alpha = 1, 2, \cdots, n,
\]

where

\[
p_{\alpha\beta}(z, \xi, \eta) = \sum_{r+s \leq k < 2n} p_{\alpha\beta}^{rs}(z, \xi, \eta)\xi^r\eta^s,
\]

with \( p_{\alpha\beta}^{rs}(z) \) and \( f_\alpha(z) \) analytic in \( \Omega \cup \kappa \cup \hat{\Omega} \). Moreover, if \( P_{\alpha\beta}(z, \xi, \eta) \) is the principal part of \( p_{\alpha\beta}(z, \xi, \eta) \), we assume in \( \Omega \cup \kappa \cup \hat{\Omega} \)

\[
(4.4) \quad 0 \neq |M_{k,0}(z)| = |P_{\alpha\beta}(z, 1, -i)|^1
\]

and

\[
0 \neq |M_{0,k}(z)| = |P_{\alpha\beta}(z, 1, -i)|^1.
\]

Then we can reflect \( u \) across \( \kappa \) into \( \hat{\Omega} \); i.e., there exists a unique function \( u \) which is a solution of (1.1) in \( \Omega \cup \kappa \cup \hat{\Omega} \) and which agrees with the given solutions \( u \) of (1.1) in \( \Omega \cup \kappa \).

**Proof.** We apply \( M \) of Lemma 2 to the representation (3.16) and evaluate on \( \kappa \). For simplicity let

\[
g(\hat{z}) = W^*(c, \hat{z}), \quad h(z) = W^*(z, c).
\]

Then we get on \( \kappa \), remembering that \( z = \hat{z} \) there:

\[
(4.5) \quad e^{A^{k-1}G(z)}[M_{k,0}(z)h^{(k)}(z) + M_{0,k}(z)(G'(z))^{-k}g^{(k)}(z) + T_{k-1}[g, h, z]] = f(z),
\]

where \( f(z) = (f_1(z), \cdots, f_n(z))^T \) and \( T_{k-1}[g, h, z] \) is an expression of the form:

\[
T_{k-1}[g, h, z] = a_{k-1}(z)h^{(k-1)}(z) + a_{k-2}(z)h^{(k-2)}(z) + \cdots + a_0(z)h(z)
\]

\[
+ \int_c^t a_{-1}(z, t)h(t)dt + b_{k-1}(z)g^{(k-1)}(z) + \cdots + b_0(z)g(z)
\]

\[
+ \int_c^t b_{-1}(z, t)g(t)dt + E(z)W^*(c, c)
\]

\footnote{As Professor Jean Leray has kindly pointed out to me, these statements concern the behavior of the boundary conditions in the characteristic directions.}
where $E$ and the $a$'s and $b$'s are matrices, analytic in $\Omega \cup \kappa \cup \hat{\Omega}$. Note that for $j \geq 1$,

$$h(z) = \frac{1}{(j - 1)!} \int_{z}^{z} (z - t)^{j-1} h^{(j)}(t) dt + \sum_{s=0}^{j-1} \frac{1}{s!} (z - c)^{s} h^{(s)}(c)$$

and similarly for $g(z)$ where $h^{(s)}(c)$ and $g^{(s)}(c)$ are known via (3.13) and (3.14). Moreover if $K(z, t)$ is a matrix function known and analytic in $\Omega \cup \kappa \cup \hat{\Omega}$ then for $k \geq 1$

$$\int_{z}^{z} K(z, t) \tilde{h}(t) dt = \frac{1}{(k - 1)!} \int_{z}^{z} dt_{1} K(z, t_{1}) (t_{1} - t_{2})^{k-1} h^{(k)}(t_{2}) dt_{2} + K_{1}(z)$$

where $K_{1}(z)$ is a known matrix function analytic in $\Omega \cup \kappa \cup \hat{\Omega}$ and thus

$$\int_{z}^{z} K(z, t) \tilde{h}(t) dt = \int_{z}^{z} K_{2}(z, t) h^{(k)}(t) dt + K_{1}(z)$$

where

$$K_{2}(z, t) = \frac{1}{(k - 1)!} \int_{t_{1}=z}^{z} dt_{1} K(z, t_{1})(t_{1} - t)^{k-1}.$$ 

Thus (4.5) becomes on $\kappa$ with the aid of (4.7) and (4.8) and the significance of (4.6).

$$e^{At_{z}B*G(z)} \left\{M_{b, 0}(z) h^{(k)}(z) + M_{b, k}(z)(G'(z))^{-k} g^{(k)}(z) \right\}$$

$$+ \int_{z}^{z} K^{*}(z, t) h^{(k)}(t) dt + \int_{z}^{z} K^{**}(z, t) g^{(k)}(t) dt + H(z) = f(z)$$

where $H(z)$ is a known vector function of $z$, analytic in $\Omega \cup \kappa \cup \hat{\Omega}$, and $K^{*}$ and $K^{**}$ are known matrix functions of $z, t$ analytic in $\Omega \cup \kappa \cup \hat{\Omega}$. Thus, since $|M_{b, 0}(z)| \neq 0$ and $|M_{b, k}(z)| \neq 0$ and $G'(z) \neq 0$ in $\Omega \cup \kappa \cup \hat{\Omega}$, we can solve for $h^{(k)}(z)$ and $g^{(k)}(z)$ and get:

$$h^{(k)}(z) = \int_{z}^{z} \tilde{K}(z, t) h^{(k)}(t) dt + \tilde{H}(z) \text{ on } \kappa$$

and

$$g^{(k)}(z) = \int_{z}^{z} \tilde{K}(z, t) g^{(k)}(t) dt + \tilde{H}(z) \text{ on } \kappa$$

where $\tilde{K}(z, t)$ and $\tilde{K}(z, t)$ are known matrix functions analytic for $z$ and $t$ in $\Omega \cup \kappa \cup \hat{\Omega}$ and $\tilde{H}(z)$ is analytic in $\hat{\Omega}$ and continuous in $\hat{\Omega} \cup \kappa \cup \hat{\Omega}$ is analytic in $\Omega$ and continuous in $\Omega \cup \kappa$.

Treating (4.10) as a system of Volterra integral equations in $\hat{\Omega} \cup \kappa$ and treating (4.11) as a system of Volterra integral equations in $\Omega \cup \kappa$, we get the analytic extension of $h^{(k)}(z)$ into $\Omega \cup \kappa \cup \hat{\Omega}$ and
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$g^{(k)}(z)$ into $\Omega \cup \kappa \cup \hat{\Omega}$. By integration, since $h$ and $g$ and their derivatives of order $\leq k$ are known and continuous on $\kappa$ and specifically at $c$ at the outset, we get the unique extension of $h(z)$ and $g(z)$. By means of (3.15) we get the unique analytic extension of $W^*(z, \hat{z})$ into $\Omega \cup \kappa \cup \hat{\Omega}$ and thus the extension of $u(x, y)$ into $\Omega \cup \kappa \cup \hat{\Omega}$.

We shall next concern ourselves with a system which is particularly useful when certain higher order equations are reduced to a system of equations. With this in mind, we shall consider a more restricted class of equations, since the inequality becomes very unwieldy.

**Notation.** Let

$$E = \begin{pmatrix} e_1^1 \\ e_1^2 \\ \vdots \\ e_1^n \end{pmatrix}, E^2 = \begin{pmatrix} e_2^1 \\ e_2^2 \\ \vdots \\ e_2^n \end{pmatrix}, \ldots, E^k = \begin{pmatrix} e_k^1 \\ e_k^2 \\ \vdots \\ e_k^n \end{pmatrix}$$

where $e_m^j = (e_{m1}^j, e_{m2}^j, \ldots, e_{mn}^j)$ is the $m^{th}$ row of $E^j$.

Before stating the theorem, we shall prove

**Lemma 3.**

$$R[z, \zeta; t, \sigma] = p_{n-1}(E, (t - z)[G(\sigma) - G(\zeta)])$$

$$= \sum_{j=0}^{n-1} a_j((t - z)[G(\sigma) - G(\zeta)]) E^j$$

where $p_{n-1}(x, s)$ is the polynomial of degree $\leq n - 1$ in $x$ that interpolates $J_0[\sqrt{x}s]$ at the eigenvalues of $E$ (s held fixed); $a_j(s)$ are entire functions of $s$ and $E^0 = I$. In the event that some or all of the eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_j$ of $E$ are multiple, i.e.,

$$|E - \lambda I| = (\lambda - \lambda_1)^{n_1}(\lambda - \lambda_2)^{n_2} \cdots (\lambda - \lambda_j)^{n_j}(-1)^n,$$

$\lambda_i \neq \lambda_k$ if $i \neq k$, $n_1 + n_2 + \cdots + n_j = n$, then we use Hermite interpolation to determine $p_{n-1}(x)$ such that if $J(\lambda s) = J_0[\sqrt{\lambda} s]$

$$p_{n-1}(\lambda_1, s) = J(\lambda_s), \frac{\partial}{\partial \lambda} p_{n-1}(\lambda_1, s) = sJ^{(1)}(\lambda s), \ldots, \frac{\partial^{n_1-1}}{\partial \lambda^{n_1-1}} p_{n-1}(\lambda_1, s)$$

$$\vdots$$

$$p_{n-1}(\lambda_j, s) = J(\lambda_j s), \frac{\partial}{\partial \lambda} p_{n-1}(\lambda_j, s) = sJ^{(1)}(\lambda_j s), \ldots, \frac{\partial^{n_j-1}}{\partial \lambda^{n_j-1}} p_{n-1}(\lambda_j, s)$$

$$= s^{n_j-1}J^{(n_j-1)}(\lambda_j s).$$

**Proof.** The unique Hermite interpolation polynomial $p_{n-1}(\lambda, s)$ is of the form:
where the \( l_{i\ell}(\lambda) \) are polynomials in \( \lambda \) of degree \( \leq n - 1 \).
Consider for \( Q(\lambda) \) the characteristic polynomial of \( \mathcal{E} \):

\[
J(\lambda, s) = \frac{J(\lambda s) - p_{n-1}(\lambda, s)}{Q(\lambda)}.
\]

\( J(\lambda s) \) and \( p_{n-1}(\lambda, s) \) are entire functions of \( \lambda \) and \( s \), moreover the polynomial \( Q(\lambda) \) has the same zeros in \( \lambda \) (multiplicity included) as \( J(\lambda s) - p_{n-1}(\lambda, s) \). Thus \( f(\lambda, s) \) is an entire function of \( \lambda \) and \( s \).

Rearranging, we get

\[
J(\lambda s) = Q(\lambda) f(\lambda, s) + p_{n-1}(\lambda, s).
\]

But \( Q(\lambda) \) is the characteristic polynomial of \( E \). Thus by the Cayley-Hamilton theorem \( Q(E) = 0 \) and

\[
J(E s) = p_{n-1}(E, s)
\]

which gives the result since

\[
J[E(t - z)[G(\sigma) - G(\zeta)] = J_0[\sqrt{E(t - z)[G(\sigma) - G(\zeta)]]} = R[z, \zeta; t, \sigma].
\]

Now we are in a position to state the theorem.

**Theorem 2.** (H1) Let \( \kappa \) be an analytic arc of the type described in § 2 for which the determinant of the \((n - 1) \times (n - 1)\) matrix

\[
A_j(z) = \| D^v[D^j[G(z) - G(z)]] \| \neq 0, \quad 1 \leq v \leq n - 1, 1 \leq j \leq n - 1
\]

for \( z \) on \( \Omega \cup \kappa \cup \tilde{\kappa} \) (arc condition).

(H2) \( \det \begin{pmatrix} 1 & 0 & \cdots & 0 \\ a_j^{[1]}(0) \\ \vdots \\ a_j^{[n-1]}(0) \end{pmatrix} \neq 0 \)

where \( a_j \) are those of Lemma 3 (differential equation condition).

(H3) Let \( u = (u_1, u_2, \ldots, u_n)^T \in C^k(\Omega \cup \kappa) \cap C^2(\Omega), (n \leq k \leq 2n - 1, n \geq 2) \) and satisfy in \( \Omega \)

\[
\dot{u}_{xx} + \dot{u}_{yy} + Eu = 0
\]

where \( E \) is a constant \( n \times n \) matrix for which
where \((E^k)_{ij}\) is the \(ij\) component of the \(k^{th}\) power of \(E\).

\[(4.14) \quad A_1 \equiv \begin{vmatrix} 1, & 0, & \cdots, 0 \\
(E)_{11}, & (E)_{12}, & \cdots, (E)_{1n} \\
(E^2)_{11}, & (E^2)_{12}, & \cdots, (E^2)_{1n} \\
\vdots & \vdots & \vdots \\
(E^{n-1})_{11}, & (E^{n-1})_{12}, & \cdots, (E^{n-1})_{1n} \end{vmatrix} \neq 0 \quad \text{(differential equation condition)}
\]

(H4) Let \(u\) satisfy on the analytic arc \(\kappa\) the boundary conditions

\[(4.15) \quad p_a(z, D_z, D_y)u = f_a(z), \quad \alpha = 1, 2, \cdots, n,
\]

where

\[p_a(z, \xi, \eta) = \sum_{r + s + t z < 2n} p_a^{rs}(z)\xi^r\eta^s,
\]

with \(p_a^{rs}(z)\) and \(f_a(z)\) analytic in \(\Omega \cup \kappa \cup \hat{\Omega}\). Moreover if \(p_a(z, \xi, \eta)\) is the principal part of \(p_a(z, \xi, \eta)\) (as polynomial in \(\xi\) and \(\eta\)), we assume for

\[\Delta_2(z, \xi, \eta) = \begin{vmatrix} D_\xi^{n-1}P_{11}(z, \xi, \eta), & D_\xi^{n-2}D_\xi P_{11}, & \cdots, & D_\xi^{n-1}P_{11} \\
D_\xi^{n-1}P_{12}(\quad), & D_\xi^{n-2}D_\xi P_{21}, & \cdots, & D_\xi^{n-1}P_{21} \\
\vdots & \vdots & \vdots & \vdots \\
D_\xi^{n-1}P_{n1}(\quad), & D_\xi^{n-2}D_\xi P_{n1}, & \cdots, & D_\xi^{n-1}P_{n1} \end{vmatrix}
\]

that for \(z \in \Omega \cup \kappa \cup \hat{\Omega}\)

\[(4.16) \quad \Delta_2 = \Delta_2(z, \xi, \eta)_{\xi=1, \eta=-1} \neq 0^2
\]

and

\[(4.17) \quad \Delta_3 = \Delta_3(z, \xi, \eta)_{\xi=1, \eta=-1} \neq 0^2.
\]

Then \(u = (u_1, u_2, \cdots, u_n)^T\) can be reflected across the boundary conditions (4.15) into \(\Omega \cup \kappa \cup \hat{\Omega}\).

Before proceeding to the proof of Theorem 2, we shall state Theorem 3, which deals with the case \(k = n - 1\), since the proof of Theorem 3 follows the same lines as the proof of Theorem 2. Only in the proof of Theorem 3, Lemmas 4, 5, 4A and 5A are unnecessary.

**Theorem 3.** Let \(\kappa\) be an analytic arc of the type described in § 2.

(H1*) Let \(u = (u_1, u_2, \cdots, u_n)^T \in C^{n-1}(\Omega \cup \kappa) \cap C^2(\Omega)\) and satisfy in \(\Omega\)

\[\text{These, as Professor Jean Leray has kindly pointed out to me, are conditions on the behavior of the boundary conditions in the characteristic direction. He has also proved that Conditions (H1) and (H2) are always satisfied, i.e. they are unnecessary restrictions.}
\]
\[ u_{xx} + u_{yy} + Eu = 0 \]

where \( E \) is a constant \( n \times n \) matrix for which

(4.14*) \[ A_1 \neq 0 \] (see Th. 2).

(H2*) Let \( u \) satisfy on the analytic arc \( \kappa \) the boundary conditions

(4.15*) \[ p_\nu(D)u_1 = \sum_{r+s \equiv n^{-1}} p_\nu^r(z)D_z^rD_y^s u_1 = f_\nu(z), \quad \nu = 1, 2, \ldots, n, \]

where \( p_\nu^r(z) \) and \( f_\nu(z) \) are analytic in \( \Omega \cup \kappa \cup \hat{\Omega} \). Also assume in \( \Omega \cup \kappa \cup \hat{\Omega} \)

(4.16*) \[ \Delta_2(z, \xi, \eta)_{\xi=1, \eta=1} \neq 0 \] (see Th. 2 with \( k = n - 1 \)).

(4.17*) \[ \Delta_2(z, \xi, \eta)_{\xi=1, \eta=1} \neq 0 \] (see Th. 2 with \( k = n - 1 \)).

Then \( u = (u_1, u_2, \ldots, u_n)^T \) can be reflected across the boundary conditions (4.15*) into \( \Omega \cup \kappa \cup \hat{\Omega} \). Moreover the reflection can be reduced to quadratures.

**Proof of Theorem 2.** We first consider (3.16) with \( A^* = B^* = 0 \) and

and get:

\[ U^*(z, \hat{z}) = h(z) + g(\hat{z}) - R[z, z; c, c]h(c) \]

(4.18)

\[ \int_0^\hat{z} R_\tau[z, \hat{z}; t, c]h(t)dt - \int_0^\hat{z} R_\tau[z, \hat{z}; c, \sigma]g(\sigma)d\sigma \]

where, since it was shown that \( W^*(z, \zeta) \) is an analytic function of \( z \) for \( z \) in \( \Omega \) and an analytic function of \( \zeta \) for \( \zeta \) in \( \hat{\Omega} \), then \( h(z) \) is an analytic function of \( z \) for \( z \) in \( \Omega \) and \( g(\zeta) \) is an analytic function of \( \zeta \) for \( \zeta \) in \( \hat{\Omega} \). From (3.13) and (3.14) and (H.3) we see that \( h(z) \in C^k(\Omega \cup \kappa) \) and \( g(\zeta) \in C^k(\hat{\Omega} \cup \kappa) \).

With the aid of Lemma 3 we get

(4.19) \[ R_\tau[z, \hat{z}; t, c] = \sum_{j=0}^{n-1} [G(c) - G(\hat{z})]a_{\tau j}((t - z)[G(c) - G(\hat{z})])E^j \]

(4.20) \[ R_\tau[z, \hat{z}; c, \sigma] = \sum_{j=0}^{n-1} G'(\sigma)(c - z)a_{\tau j}((c - z)[G(\sigma) - G(\hat{z})])E^j. \]

Let

\[ (e^i_m, h) = e^i_m h_1 + e^i_m h_2 + \cdots + e^i_m h_n. \]

Then the first component of (4.18) becomes
(4.21) \[ U_1^*(z, \hat{z}) = h_1^*(z, \hat{z}) + g_1^*(z, \hat{z}) - \{R[z, \hat{z}; c, \sigma]h(c)\}_{\text{1st component}} \]

where

(4.22) \[ h_1^*(z, \zeta) = h_1(z) - G_1(\zeta) \sum_{j=0}^{n-1} \left( \int_0^z a_j'^{(1)}((t - z)[G(\sigma) - G(\zeta)]) \times G'(\sigma)(e_1^*, g(\sigma))d\sigma \right. \]

with

\[ G_1(\zeta) = G(c) - G(\zeta) \]

and

(4.23) \[ g_1^*(z, \zeta) = g_1(\zeta) - (c - z) \sum_{j=0}^{n-1} \left( \int_0^z \alpha_j'^{(1)}((c - z)[G(\sigma) - G(\zeta)]) \times G'(\sigma)(e_1^*, g(\sigma))d\sigma \right. \]

Note that \( h_1^*(z, \zeta) \) is analytic for \((z, \zeta)\) on \( \Omega \times \Omega \) and \( \in C^k[(\Omega \cup \kappa) \times (\Omega \cup \kappa)] \) and that \( g_1^*(z, \zeta) \) is analytic for \((z, \zeta)\) on \( \hat{\Omega} \times \hat{\Omega} \) and \( \in C^k[(\hat{\Omega} \cup \kappa) \times (\hat{\Omega} \cup \kappa)] \).

With the aid of Lemma 1, the boundary conditions can be written:

(4.24) \[ f_1(z) = \sum_{r+s=k} p_{r,s}^*(z)(i)^s \left\{ \sum_{m=0}^{r-s} \alpha_{r,s}^m[G'(\hat{z})]^{-m}D_{\hat{z}}^{s-m}D_z^m \right\} \cdot U_1^*(z, \hat{z}) \]

+ terms of order \( l + m \leq k - 1 \) in \( D_{\hat{z}}^lD_z^mU_1^* \).

Apply the boundary conditions to (4.21), evaluate on the boundary \( \kappa \), remembering that on \( \kappa \), \( z = \hat{z} \), and substitute the new functions \( \tilde{h}_j(z, z) \) and \( \tilde{g}_j(z, z) \), \( (0 \leq j \leq 2n - 1) \) where

(4.25) \[ \tilde{h}_j(z, \zeta) = D_{\hat{z}}^j h_1^*(z, \zeta), \quad \tilde{g}_j(z, \zeta) = D_{\hat{z}}^j g_1^*(z, \zeta) \]

with \( D^\sigma f = f \), \( D^\sigma g = g \). Thus the boundary conditions become, since \( k \geq n - 1 \), for \( z \) on \( \kappa \)

\[ \tilde{f}_j(z) = \sum_{r+s=k} p_{r,s}^*(z)(i)^s \left\{ \sum_{m=0}^{r-s} \alpha_{r,s}^m[G'(\hat{z})]^{-m}D_{\hat{z}}^{s-m}\tilde{h}_m(z, \zeta) \right\}_{\hat{z}=z} \]

+ terms of order \( l + m \leq k - 1 \) in \( D_{\hat{z}}^l\tilde{h}_m(z, z) \)

+ \sum_{r+s=k} p_{r,s}^*(z)(i)^s \left\{ \sum_{m=n}^{r-s} \alpha_{r,s}^{n-m}[G'(\hat{z})]^{-n-m}D_{\hat{z}}^{s-n}\tilde{g}_m(z, \zeta) \right\}_{\hat{z}=z} \]

+ terms of order \( l + m \leq k - 1 \) in \( D_{\hat{z}}^l\tilde{g}_m(z, z) \)

\( \nu = 1, 2, \cdots, n \)

(\( \Sigma' \) indicates we sum when \( k \geq n \)),

where \( \tilde{f}_j(z) \) is known and analytic in \( \Omega \cup \kappa \cup \hat{\Omega} \). It should be remembered that the first two terms (involving only \( \tilde{h}_m \) and their derivatives) are analytic functions of \( z \) for \( z \) in \( \Omega \) and that the last two terms (involving only \( \tilde{g}_m \) and their derivatives) are analytic functions of \( z \) for \( z \) in \( \hat{\Omega} \).

Rearranging terms in (4.26) yields for \( z \) on \( \kappa \):
\[
\sum_{m=0}^{n-1} \beta_{k,m}^k(z)[G'(z)]^{m}D_{z}^{k-m}\tilde{h}_{m}(z, \zeta)\bigg|_{\zeta=z} + \sum_{m=0}^{n-1} \beta_{k,k-m}^k(z)[G'(z)]^{m-k}D_{z}^{k-m}\tilde{g}_{m}(z, \zeta)\bigg|_{\zeta=z} = A_{i}(z) + \tilde{A}_{i}(z) + f_{i}(z)
\]

where

\[
A_{i}(z) = -\sum_{m=0}^{n-1} \beta_{k,m}^k(z)[G'(z)]^{m}D_{z}^{k-m}\tilde{h}_{m}(z, \zeta)\bigg|_{\zeta=z} + \text{terms of order } l + m \leq k - 1 \text{ in } D_{z}^{k-m}\tilde{h}_{m}(z, \zeta)\bigg|_{\zeta=z}
\]

with coefficients analytic in \( \Omega \cup \kappa \cup \hat{\Omega} \).

\[
\tilde{A}_{i}(z) = -\sum_{m=0}^{n-1} \beta_{k,k-m}^k(z)[G'(z)]^{m-k}D_{z}^{k-m}\tilde{g}_{m}(z, \zeta)\bigg|_{\zeta=z} + \text{terms of order } l + m \leq k - 1 \text{ in } D_{z}^{k-m}\tilde{g}_{m}(z, \zeta)\bigg|_{\zeta=z}
\]

with coefficients analytic in \( \Omega \cup \kappa \cup \hat{\Omega} \).

\[
\beta_{i}^{k}(z) = \sum_{r+s=k} \rho_{i}^{r,s}(z)(i)^{r}\alpha_{i}^{s}
\]

with \( A_{i}(z) \) analytic in \( \Omega \), \( \tilde{A}_{i}(z) \) analytic in \( \hat{\Omega} \), and \( \beta_{k,m}^k(z) \) and \( f_{i}(z) \) analytic in \( \Omega \cup \kappa \cup \hat{\Omega} \).

Our next goal is to convert (4.27) into a system of Volterra integral equations for the \( n \) functions \( D_{z}^{k-m}\tilde{h}_{m}(z, z), 0 \leq m \leq n - 1 \). On \( \kappa \), the system is to be satisfied and we shall see that they also have an analytic solution for \( z \) in \( \hat{\Omega} \cup \kappa \). With this in mind we state and prove two lemmas.

**Lemma 4.** Let \( k \geq n \)

\[
(4.30) \quad \alpha_{k-m}(z) = D_{z}^{k-m}D_{z}^{m}\tilde{h}_{m}^{*}(z, \zeta)\bigg|_{\zeta=z} = D_{z}^{k-m}\tilde{h}_{m}(z, \zeta)\bigg|_{\zeta=z}, \quad 0 \leq m \leq k
\]

and the hypotheses \((H1), (H2), \) and \((H3)\) of the theorem hold. Then

\[
(4.31) \quad \alpha_{k-m}(z) = \sum_{r=0}^{n-1} \int_{z}^{z} K_{k-m,r}(t, z)\alpha_{k-r}(t)dt + C_{k-m}(z), \quad n \leq m \leq k
\]

where \( K_{k-m,r}(t, z) \) are analytic for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \) and \( C_{k-m}(z) \) is analytic for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \).

**Proof.** Since the \( a_{j}(\sigma) \) occurring in (4.22) are entire functions, the following Taylor's expansion with remainder is valid:

\[
a_{j}^{(n)}(t - z)G_{j} = p_{n-2}(t - z) + R_{j,n-2}(t, z)
\]
where \( p_{n-2}(\sigma) \) is a polynomial of degree \( n - 2 \) in \( \sigma \) and

\[
R_{j,n-2}(t, z) = \frac{G_{n-1}^{n-1}}{(n-2)!} \int_{r}^{z} (t - \sigma)^{n-2} a_{j}^{(n)}[(\sigma - z)G_{1}]d\sigma .
\]

Introducing this into (4.22) and interchanging the order of integration for the remainder yields:

\[
h_{i}(z, \zeta) = h_{i}(z) - G_{i}(\zeta) \sum_{j=0}^{n-1} a_{j}^{[1]}(0) \int_{c}^{z} (e_{i}^{\prime}, h(t))dt
\]

\[
- G_{i}(\zeta) \sum_{j=0}^{n-1} a_{j}^{[2]}(0) \int_{c}^{z} (t - z)(e_{i}^{\prime}, h(t))dt
\]

\[
- \frac{1}{2!} G_{i}(\zeta) \sum_{j=0}^{n-1} a_{j}^{[3]}(0) \int_{c}^{z} (t - z)^{2}(e_{i}^{\prime}, h(t))dt - \cdots
\]

\[
- \frac{1}{(n-2)!} G_{i}(\zeta) \sum_{j=0}^{n-1} a_{j}^{[n-1]}(0) \int_{c}^{z} (t - z)^{n-2}(e_{i}^{\prime}, h(t))dt
\]

\[
+ \frac{1}{(n-2)!} G_{i}(\zeta) \sum_{j=0}^{n-1} \int_{c}^{z} a_{j}^{[n]}[(\sigma - z)G_{1}(\zeta)]
\]

\[
\cdot \left( \int_{c}^{z} (\sigma - s)^{n-2}(e_{i}^{\prime}, h(\sigma))d\sigma \right) ds .
\]

Next let

\[
B_{r}(z) = \frac{1}{(r-1)!} \sum_{j=0}^{n-1} a_{j}^{[r]}(0)(e_{i}^{\prime}, h(z)) , \quad 1 \leq r \leq n - 1
\]

\[
B_{0}(z) = h_{i}(z) .
\]

Then, since by assumption

\[
\det \begin{pmatrix}
1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & a_{j}^{[n]}(0) & \vdots \\
0 & \cdots & \cdots & a_{j}^{[n-1]}(0)
\end{pmatrix} \neq 0 , \quad 0 \leq j \leq n - 1
\]

we can invert the system of equations and get

(4.31.A) \[
(e_{i}^{\prime}, h(z)) = \sum_{r=0}^{n-1} b_{r}B_{r}(z) ,
\]

where \((b_{r})\) is a constant matrix. Thus the expression for \( h_{i}^{*} \) can be written:
\[ h_1^*(z, \zeta) = B_0(z) - G_1(\zeta) \int_{c}^{z} B_1(t) dt \]

\[ - G_i^{(i)}(\zeta) \int_{c}^{z} (t - z) B_2(t) dt - \cdots \]

(4.32)

\[ - G_i^{n-1}(\zeta) \int_{c}^{z} (t - z)^{n-2} B_{n-1}(t) dt \]

\[ + \frac{1}{(n - 2)!} G_i^n(\zeta) \sum_{j=0}^{n-1} \frac{1}{j!} \int_{c}^{z} a_{j}^{(n)}[(s - z)G_i(\zeta)] \]

\[ \cdot \left( \int_{c}^{s} (\sigma - s)^{(n-2)} \sum_{r=0}^{n-1} b_{j} \cdot B_r(\sigma) d\sigma \right) ds . \]

Next we let

\[ F_0(z) = B_0(z) \]

\[ F_r(z) = - \int_{c}^{z} (t - z)^{r-1} B_r(t) dt \]

and thus

(4.32A)

\[ F_r^{(r)}(z) = (-1)^{r}(r - 1)! B_r(z) . \]

Introducing these into (4.32) gives

\[ h_1^*(z, \zeta) = F_0(z) + G_i(\zeta) F_1(z) + G_i^2(\zeta) F_2(z) + \cdots + G_i^{n-1}(\zeta) F_{n-1}(z) \]

\[ + \frac{1}{(n - 2)!} G_i^n(\zeta) \sum_{j=0}^{n-1} \sum_{r=0}^{n-1} b_{j} \cdot \frac{(-1)^{r}}{(r - 1)!} \int_{c}^{z} a_{j}^{(n)}[(s - z)G_i(\zeta)] \]

\[ \cdot \left( \int_{c}^{s} (\sigma - s)^{(n-2)} F_r^{(r)}(\sigma) d\sigma \right) ds . \]

Consider now for \(0 \leq m \leq k\)

\[ D_z^{k-m} D_{\zeta}^{m} h_1^*(z, \zeta) \bigg|_{\zeta = z} = \delta_{m0} \cdot F_0^{(k-m)}(z) + D_z^{m}[G_i(z)] F_1^{(k-m)}(z) \]

\[ + D_z^{m}[G_i^2(z)] F_2^{(k-m)}(z) + \cdots + D_z^{m}[G_i^{n-1}(z)] F_{n-1}^{(k-m)}(z) \]

(4.33)

\[ + \frac{1}{(n - 2)!} \sum_{j=0}^{n-1} \sum_{r=0}^{n-1} b_{j} \cdot \frac{(-1)^{r}}{(r - 1)!} D_z^{k-m} \int_{c}^{z} D_{\zeta}^{m} G_i^{(n)}(\zeta) \]

\[ \cdot a_{j}^{(n)}[(s - z)G_i(\zeta)] \left( \int_{c}^{s} F_r^{(r)}(\sigma)(\sigma - s)^{(n-2)} d\sigma \right) ds \bigg|_{\zeta = z} , \]

where \(\delta_{m0}\) is the Kronecker delta. Since

\[ k - m + r - (n - 2) - 2 \leq k - m + (n - 1) - (n - 2) - 2 \]

\[ = k - m - 1 < k - m , \]

\[ k - m - r + (n - 2) + 1 \leq k - m - (n - 1) + (n - 2) + 1 = k - m , \]

the last term involving the integrals is of the form:
where the $K_r(t, z)$ are analytic for $t$ and $z$ in $\Omega \cup \kappa \cup \hat{\Omega}$ and $\bar{C}_{k-m}(z)$ is analytic for $z$ in $\Omega \cup \kappa \cup \hat{\Omega}$. This follows since $r \leq n - 1$ and 1.

\[
\frac{1}{(n - 2)!} \int_{\mathbb{C}} F_r^{(r)}(\sigma)(\sigma - s)^{n-2}d\sigma
\]

\[
= \frac{(-1)^{r-k+m}}{[k - m - r + n - 2]!} \int_{\mathbb{C}} F_r^{(k-m)}(\sigma)(\sigma - s)^{k-m-r+n-2}d\sigma + C_{r}^*(s)
\]

if $k - m > 0$ or, if $k - m = 0$ and $r < n - 1$, where $C_{r}^*(s)$ is a polynomial in $s$. The only difference in the case $k - m = 0, r = n - 1$ is that the integral on the right side is replaced by $F_{n-1}(s)$. And since 2.

\[
\int_{\mathbb{C}} K^*(s, z) \left( \int_{\mathbb{C}} F_r^{(k-m)}(\sigma)(\sigma - s)^{l}d\sigma \right) ds = \int_{\mathbb{C}} K^*(s, z) F_r^{(k-m)}(\sigma)d\sigma
\]

where $K^*(s, z)$ is an analytic function of $s$ and $z$ (since $K^*(s, z)$ is) for $s$ and $z$ in $\Omega \cup \kappa \cup \hat{\Omega}$. The last integral follows from integration by parts $l + 1$ times.

Thus by the definition of $\alpha_{k-m}(z)$, (4.30), (4.33), and (4.34) we get for $0 \leq m \leq k$

\[
\alpha_{k-m}(z) = \delta_{m0}F_0^{(k-m)}(z) + D_r[G_1(z)]F_1^{(k-m)}(z)
\]

\[
+ D_{m}[G_2(z)]F_2^{(k-m)}(z) + \cdots + D_{m}[G_{n-1}(z)]F_{n-1}^{(k-m)}(z)
\]

\[
+ \Sigma_{r=0}^{n-1} \int_{\mathbb{C}} \tilde{L}_{r,k-m}(t, z) F_r^{(k-m)}(t)dt + \bar{C}_{k-m}(z),
\]

where for $t, z \in \Omega \cup \kappa \cup \hat{\Omega}, \tilde{L}_{r,k-m}(t, z)$ and $\bar{C}_{k-m}(z)$ are analytic.

Next we consider for $0 \leq m \leq n - 2 < k$

\[
A_{k-m}^*(z) = \frac{1}{(n - m - 2)!} \int_{\mathbb{C}} (z - t)^{n-m-2}\alpha_{k-m}(t)dt
\]

\[
= \delta_{m0}F_0^{(k-(n-1))}(z) + D_r[G_1(z)]F_1^{(k-(n-1))}(z)
\]

\[
+ D_{m}[G_2(z)]F_2^{(k-(n-1))}(z) + \cdots
\]

\[
+ D_{m}[G_{n-1}(z)]F_{n-1}^{(k-(n-1))}(z)
\]

\[
+ \Sigma_{r=0}^{n-1} \int_{\mathbb{C}} L_{k-m,r}(t, z) F_r^{(k-(n-1))}(t)dt + R_{k-m}(z)
\]

where we have integrated by parts $n - m - 1$ times. $R_{k-m}(z)$ and $L_{k-m,r}$ are functions analytic for $z, t$ in $\Omega \cup \kappa \cup \hat{\Omega}$. For consistency let $A_{k-(n-1)}^*(z) = \alpha_{k-(n-1)}(z)$ and $R_{k-(n-1)} = \bar{C}_{k-(n-1)}(z)$, $L_{k-(n-1),r} = L_{r,k-(n-1)}$.

Since by hypothesis we have for $z$ in $\Omega \cup \kappa \cup \hat{\Omega}$
\[
\begin{vmatrix}
1 & G_1 & \cdots & G_{n-1}^n \\
0 & & & \\
\vdots & & & D_z^m G_1(z) \\
0 & & & \\
\end{vmatrix} \neq 0, \quad 1 \leq m \leq n - 1, \ 1 \leq \nu \leq n - 1
\]

the above system, coupled with \( \alpha_{k-(n-1)}(z) \) in (4.35) can be written as:

\[
F^{(k-(n-1))}(z) = A^{-1}(z) A^*(z) - A^{-1}(z) \int_z^t L(t, z) F^{(k-(n-1))}(t) dt - A^{-1}(z) R(z)
\]

with:

\[
F^{(k-(n-1))}(z) = \begin{pmatrix} F_0^{(k-(n-1))}(z) \\ F_1^{(k-(n-1))}(z) \\ \vdots \\ F_{n-1}^{(k-(n-1))}(z) \end{pmatrix},
\]

\[
A^*(z) = \begin{pmatrix} A^*_0(z) \\ A^*_{k-1}(z) \\ \vdots \\ A^*_{k-(n-1)}(z) \end{pmatrix} = \begin{pmatrix} \frac{1}{(n-2)!} \int_z^t (z - t)^{n-2} \alpha_k(t) dt \\ \frac{1}{(n-3)!} \int_z^t (z - t)^{n-3} \alpha_{k-1}(t) dt \\ \vdots \\ \alpha_{k-(n-1)}(z) \end{pmatrix}
\]

\[
L(t, z) = (L_{k-m, r}(t, z)) \begin{cases} 
0 \leq r \leq n - 1 \text{ columns} \\
 k - (n - 1) \leq k - m \leq k \text{ rows} 
\end{cases}
\]

\[
R(z) = (R_k(z), R_{k-1}(z), \ldots, R_{k-(n-1)}(z))^T.
\]

We consider (4.37) as a system of Volterra integral equations and obtain its solution in the form:

\[
F^{(k-(n-1))}(z) = A^{-1}(z) [A^*(z) - R(z)] - A^{-1}(z) \int_z^t \Gamma(t, z) A^{-1}(t) [A^*(t) - R(t)] dt
\]

where \( \Gamma(t, z) \) is the resolvent matrix which is an analytic function of \( t \) and \( z \) for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \).

Now we are in a position to express \( \alpha_{k-m}(z), n \leq m \leq k \) in terms of \( \alpha_{k-m}(z), 0 \leq m \leq n - 1 \). To this end we consider (4.35), which is valid for \( 0 \leq m \leq k \) and combine with it the integrated expression of (4.38):
\[ F^{(k-m)}(z) = \int_{e}^{z} \Gamma_{k-m}^{*}(t, z) A^{*}(t) dt + R^{*}(z), \quad n \leq m \leq k \]

where \( \Gamma_{k-m}^{*}(t, z) \) is analytic for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \) and \( R^{*}(z) \) is analytic for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \). This combination gives:

\[ (4.39) \quad \alpha_{k-m}(z) = \sum_{r=0}^{n-1} \int_{e}^{z} \Gamma_{r,k-m}^{*}(t, z) A_{r}^{*}(t) dt + R_{k-m}^{*}(z), \quad n \leq m \leq k \]

where \( R^{*}_{k-m}(z) \) is analytic for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \) and \( \Gamma_{r,k-m}^{*}(t, z) \) is analytic for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \). But from the definition of \( A_{k-r}(z) \) in (4.36) for \( 0 \leq r \leq n - 2 \) and \( A_{k-(n-1)}^{*}(z) = \alpha_{k-(n-1)}(z) \), we get the result upon integrating (4.39) by parts if necessary.

Thus Lemma 4 is proved.

With the notation and assumptions of Lemma 4, we next state and prove:

**Lemma 5.** For \( l + m \leq k - 1 \)

\[ (4.40) \quad D_{l}^{k-m}(z, \zeta) = \sum_{j=0}^{l-1} \int_{c}^{z} \tilde{K}_{k-m,j}(t, z) \alpha_{k-j}(t) dt + \tilde{C}_{k-m}(z) \]

where \( \tilde{K}_{k-m,j}(t, z) \) are analytic for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \) and \( C_{k-m}(z) \) are analytic for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \).

**Proof.** In the notation of Lemma 4, since \( l + m \leq k - 1 \)

\[
D_{l}^{k-l-m}[D_{l}^{k-m}(z, \zeta)] \bigg|_{z=\xi=t} = \sum_{j=0}^{k-l-1} \left( \begin{array}{c} k - l - m \ \ j \\
\end{array} \right) D_{l}^{j} D_{l}^{k-l-m-j} D_{l}^{k-m}(z, \zeta) \bigg|_{z=\xi=t} \\
= \sum_{j=0}^{k-l-1} \left( \begin{array}{c} k - l - m \ \ j \\
\end{array} \right) D_{l}^{k-l-m-j} \tilde{h}_{m+j}(z, \zeta) \bigg|_{z=\xi=t} \\
= \sum_{j=0}^{k-l-1} \left( \begin{array}{c} k - l - m \ \ j \\
\end{array} \right) \alpha_{k-j}(t) .
\]

Thus

\[
D_{l}^{k-m}(z, \zeta) = \frac{1}{(k-l-m-1)!} \int_{c}^{t} (t-s)^{k-l-m-1} \left[ \sum_{j=0}^{k-l-1} \left( \begin{array}{c} k - l - m \ \ j \\
\end{array} \right) \alpha_{k-j}(s) \right] ds \\
+ \text{polynomial in } (t-c) \\
= \sum_{j=0}^{k-l-1} \int_{c}^{t} \tilde{K}_{k-m,j}(s, t) \alpha_{k-j}(s) dt + \tilde{C}_{k-m}(t)
\]

with \( \tilde{C}_{k-m}(z) \) analytic for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \), \( \tilde{K}_{k-m,j}(t, z) \) is analytic for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \) and where we have made use of Lemma 4 and the fact that if \( r \geq 0 \) then
for the case when \( m + j \geq n \). Thus the Lemma is proved.

We are now in a position to continue the proof of the theorem. Combining (4.28) with the results (4.31) of Lemma 4 yields:

\[
A_v(z) = \sum_{j=0}^{m-1} \int_0^z K_{v,j}^*(t, z) \alpha_{k-j}(t) dt
\]

\[= \sum_{j=0}^{m-1} \int_0^z K_{v,j}^*(t, z) \alpha_{k-j}(t) dt + \text{terms of order } l + m \leq k - 1 \text{ in } D_\beta h_m(z, \zeta = z) \text{ with coefficients analytic in } \Omega \cup \kappa \cup \hat{\Omega},
\]

where \( K_{v,j}^*(t, z) \) are analytic for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \). With the aid of Lemma 5 applied to the second term on the right we get:

\[
A_v(z) = \sum_{m=0}^{n-1} \int_0^z \tilde{K}_{v,m}(t, z) \alpha_{k-m}(t) dt + \tilde{C}_v(z)
\]

where \( \tilde{K}_{v,j}(t, z) \) are analytic in \( t \) and \( z \) for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \), and \( \tilde{C}_v(z) \) is analytic for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \).

Finally, we combine (4.27) and (4.42) and get for \( z \) on \( \kappa \):

\[
\beta_0(z) \Phi(z) = \int_0^z \tilde{K}(t, z) \Phi(t) dt + g^*(z),
\]

where \( g^*(z) \) is an analytic vector function for \( z \) in \( \hat{\Omega} \) and in \( C(\Omega \cup \kappa) \)

\[
\tilde{K}(t, z) = (\tilde{K}_{v,m}(t, z)), \quad \Phi(z) = (\alpha_k(z), \alpha_{k-1}(z), \ldots, \alpha_{k-n+1}(z))^T,
\]

\[
\beta_0(z) = (\beta_{v,m}(z)[G'(z)]^{-m})
\]

\[m \text{ designates the column, } \nu \text{ the row.}
\]

\[0 \leq m \leq n - 1, \quad 1 \leq \nu \leq n.
\]

But from (4.29) we see that

\[
| \beta_{v,m}^k(z) | = \left| \begin{array}{c} \sum_{i=\nu} (i)^* \alpha_{i,m}^r p_{i,1}^s(z), \sum_{i=\nu} (i)^* \alpha_{i,m}^r p_{i,1}^s, \ldots, \sum_{i=\nu} (i)^* \alpha_{i,m-1}^r p_{i,1}^s \\ \sum_{i=\nu} (i)^* \alpha_{i,m}^r p_{i,21}^s(z), \sum_{i=\nu} (i)^* \alpha_{i,m}^r p_{i,21}^s, \ldots, \sum_{i=\nu} (i)^* \alpha_{i,m-1}^r p_{i,21}^s \\ \vdots \\ \sum_{i=\nu} (i)^* \alpha_{i,m}^r p_{i,n1}^s(z), \sum_{i=\nu} (i)^* \alpha_{i,m}^r p_{i,n1}^s, \ldots, \sum_{i=\nu} (i)^* \alpha_{i,m-1}^r p_{i,n1}^s \end{array} \right|
\]

where by definition of \( \alpha_{i,m}^r \)

\[(a + b)^r(a - b)^s = \sum_{\mu=0}^{r+s} \alpha_{\mu}^r a^{r-s+\mu} b^\mu
\]

and by definition
\[ P_{v_1}(z, \xi, \eta) = \sum_{r+s=k} p^{v_1}_{r,s}(z) \xi^r \eta^s. \]

Thus if \( \zeta = \xi + i\eta, \bar{\zeta} = \xi - i\eta \) then
\[ P_{v_1}(z, \xi, \eta) = 2^{-k} \sum_{r+s=k} (i)^s p^{v_1}_{r,s}(z)(\xi + \zeta)^r(\bar{\zeta} - \zeta)^s \]
and
\[ D_\xi P_{v_1}(z, \xi, \eta) \bigg|_{\xi=1} = j! 2^{-j} \sum_{r+s=k} (i)^{2s} \alpha^2_j p^{v_1}_{r,s}(z). \]

Thus if \( \zeta = \xi + i\eta, \bar{\zeta} = \xi - i\eta \) then
\[ P_{v_1}(z, \xi, \eta) = 2^{-k} \sum_{r+s=k} (i)^s p^{v_1}_{r,s}(z)(\xi + \zeta)^r(\bar{\zeta} - \zeta)^s \]
and
\[ D_\xi P_{v_1}(z, \xi, \eta) \bigg|_{\xi=1} = j! 2^{-j} \sum_{r+s=k} (i)^{2s} \alpha^2_j p^{v_1}_{r,s}(z). \]

Thus
\[ |\beta_{v_\mu}^k(z)| = \left| \begin{array}{c} P_{11}(z, \xi, \eta), (D_\xi - iD_\eta)P_{11}(z, \xi, \eta), \ldots, (D_\xi - iD_\eta)^{n-1}P_{11}(z, \xi, \eta) \\ P_{21}(z, \xi, \eta), (D_\xi - iD_\eta)P_{21}(z, \xi, \eta), \ldots, (D_\xi - iD_\eta)^{n-1}P_{21}(z, \xi, \eta) \\ \vdots \\ P_{n1}(z, \xi, \eta), (D_\xi - iD_\eta)P_{n1}(z, \xi, \eta), \ldots, (D_\xi - iD_\eta)^{n-1}P_{n1}(z, \xi, \eta) \end{array} \right| \bigg|_{\xi=1}^{|\eta|=1} \neq 0 \]
if and only if \( A_\xi(z, \xi, \eta) \bigg|_{\xi=1,|\eta|=1} \neq 0 \). This follows immediately upon writing the determinant as a sum of determinants. Thus we have
\[ |\beta_{v_\mu}^k(z)| = \left| \begin{array}{c} P_{11}(z, \xi, \eta), (D_\xi + \eta D_\eta)P_{11}(z, \xi, \eta), \ldots, (D_\xi + \eta D_\eta)^{n-1}P_{11}(z, \xi, \eta) \\ P_{21}(z, \xi, \eta), (D_\xi + \eta D_\eta)P_{21}(z, \xi, \eta), \ldots, (D_\xi + \eta D_\eta)^{n-1}P_{21}(z, \xi, \eta) \\ \vdots \\ P_{n1}(z, \xi, \eta), (D_\xi + \eta D_\eta)P_{n1}(z, \xi, \eta), \ldots, (D_\xi + \eta D_\eta)^{n-1}P_{n1}(z, \xi, \eta) \end{array} \right| \bigg|_{\xi=1}^{|\eta|=1} = 0 \]
for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \) by assumption (4.16). Thus
\[ (4.44) \quad \Phi(z) = \beta_0^{-1}(z)\int_{\zeta}^{t} K(t, z)\Phi(t) + \beta_0^{-1}(z)g^*(z). \]

We now consider (4.43) as a system of Volterra integral equations in \( \Phi(z) \) for \( z \) in \( \hat{\Omega} \cup \kappa \). As such, this system has a unique solution vector \( \Phi_\xi(z) \) which is analytic for \( z \) in \( \hat{\Omega} \) and continuous for \( z \) in \( \hat{\Omega} \cup \kappa \) and moreover agrees with \( \Phi(z) \) for \( z \) on \( \kappa \). Thus \( \Phi_\xi(z) \) furnishes the analytic continuation of \( \Phi(z) \) into \( \hat{\Omega} \cup \kappa \). Thus \( \Phi(z) \) is analytic for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \). From the definition of \( \Phi(z) \) in (4.43.A) we see this yields the analytic continuation of \( \alpha_k(z), \alpha_{k-1}(z), \ldots, \alpha_{k-n+1}(z) \) into \( \Omega \cup \kappa \cup \hat{\Omega} \). But by (4.36), the definition of \( A^*(z) \) and (4.38) we get the analytic continuation of \( F^{(k-n+1)}(z) \) into \( \Omega \cup \kappa \cup \hat{\Omega} \). By integration, we get the analytic continuation of \( F(z) \) into \( \Omega \cup \kappa \cup \hat{\Omega} \). (We adjust the

---

3 Professor J. Leray pointed out to me the relation between \( \beta_{v_\mu}^k \) and \( A_\xi(z, \xi, |\eta|=1) \).
constants of integration to agree with \( F(z) \) and its derivatives at the point \( c \) of the boundary; this gives uniqueness.)

Upon differentiating \( F_j(z) \) and using (4.32A) and (4.31A) we get the analytic continuation of \( (e_i^j, h(z)) \) into \( \Omega \cup \kappa \cup \hat{\Omega} \). However by assumption (4.14)

\[
\Delta_j = \begin{vmatrix} 1 & 0 & \cdots & 0 \\
e_i^j & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & 0 \\
\end{vmatrix} \neq 0 , \quad 1 \leq j \leq n - 1 .
\]

Thus we get the analytic continuation of \( h_1(z), h_2(z), \ldots, h_n(z) \) into \( \Omega \cup \kappa \cup \hat{\Omega} \).

In a completely analogous way, we can show how to analytically extend \( g_k(z), g_{k-1}(z), \ldots, g_{k-(n-1)}(z) \) into \( \Omega \cup \kappa \cup \hat{\Omega} \), knowing initially only that they are analytic in \( \hat{\Omega} \) and continuous on \( \hat{\Omega} \cup \kappa \). In this direction we first note that we have:

**Lemma 4-B.** Let \( k \geq n \)

\[
(4.30B) \quad \alpha_{k-m}^x(z) = D_z^{k-m}D_z^m g_x^x(z, \zeta) = D_z^{k-m} \bar{g}_m(z, z) , \quad 0 \leq m \leq k
\]

and the hypotheses of the theorem hold. Then

\[
(4.31B) \quad \alpha_{k-m}^x(z) = \sum_{r=0}^{n-1} \int_0^z \bar{K}_{k-m,r}(t, z) \alpha_{k-r}^x(t) dt + \bar{C}_{k-m}(z)
\]

where \( \bar{K}_{k-m,r}(t, z) \) are analytic for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \) and \( \bar{C}_{k-m}(z) \) is analytic for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \).

**Proof.** The proof of this lemma is the same as that of Lemma 4, with only obvious modifications. In place of the expression for the Taylor’s expansion for \( a_j \) about \( t = z \) we start with the expression for the Taylor’s expansion for \( a_j \) about \( G_1(\sigma) = G(\zeta) \) and integrate viz:

\[
g_x^x(z, \zeta) = g_1(\zeta) - (c - z)^{n-1} \sum_{j=0}^{n-1} a_j^{y_j}(0) \int_c^z G'(\sigma)(e_i^j, g(\sigma)) d\sigma
\]

\[
- \frac{(c - z)^2}{2!} \sum_{j=0}^{n-1} a_j^{y_j}(0) \int_c^z [G(\sigma) - G(\zeta)] G'(\sigma)(e_i^j, g(\sigma)) d\sigma
\]

\[
- \frac{1}{(n-2)!} (c - z)^{n-1} \sum_{j=0}^{n-1} a_j^{y_j} \int_c^z [(G(s) - G(\zeta))(c - z)]
\]

\[
\cdot \left[ \int_c^s [G(\sigma) - G(s)]^{n-2} G'(\sigma)(e_i^j, g(\sigma)) d\sigma \right] ds .
\]

In place of \( B_r(z) \) we introduce:
\[ \tilde{B}_r(\zeta) = \frac{1}{(r - 1)!} \sum_{j=0}^{n-1} a_j^{(r)}(0) (g_j, e(\zeta)), \]
\[ \tilde{B}_s(\zeta) = g_s(\zeta) \]
and the expression (4.32) becomes replaced by:
\[
g^*(z, \zeta) = \tilde{B}_s(\zeta) - (c - z) \int_0^\xi \tilde{B}_s(\sigma) G'(\sigma) d\sigma \\
\quad - (c - z)^2 \int_0^\xi \tilde{B}_s(\sigma) [G(\sigma) - G(\zeta)] G'(\sigma) d\sigma \\
\quad - (c - z)^3 \int_0^\xi \tilde{B}_s(\sigma) [G(\sigma) - G(\zeta)]^2 G'(\sigma) d\sigma - \cdots. \]

Also \( F_s(z) \) is replaced by
\[
\tilde{F}_s(\zeta) = - \int_0^\xi [G(\sigma) - G(\zeta)]^{-1} G'(\sigma) \tilde{B}_s(\sigma) d\sigma \]
so
\[
\tilde{F}_s^{(r)}(\zeta) = (-1)^r (r - 1)! (G'(\zeta))^r \tilde{B}_s(\zeta) \\
\quad - \int_0^\xi D_s^{(r)} [G(\sigma) - G(\zeta)]^{r-1} G'(\sigma) \tilde{B}_s(\sigma) d\sigma.
\]

Considering these as Volterra integral equations for \( \tilde{B}_s(\zeta) \), we can solve, since \( G'(\zeta) \neq 0 \) in \( \Omega \cup \kappa \cup \hat{\Omega} \), and get:
\[
\begin{align*}
\tilde{B}_s(\zeta) &= (-1)^r \frac{1}{(r - 1)!} [G'(\zeta)]^{-r} \tilde{F}_s^{(r)}(\zeta) \\
&\quad + (-1)^r \frac{1}{(r - 1)!} [G'(\zeta)]^{-r} \int_0^\xi Q_s(\sigma, \zeta) F_s^{(r)}(\sigma) d\sigma
\end{align*}
\]
where \( Q_s(\sigma, \zeta) \) is the resolvent which is analytic for \( \sigma \) and \( \zeta \) in \( \Omega \cup \kappa \cup \hat{\Omega} \). Thus
\[
g^*(z, \zeta) = \tilde{F}_s(\zeta) + (c - z) \tilde{F}_s(\zeta) + (c - z)^2 \tilde{F}_s(\zeta) \\
\quad + \cdots + (c - z)^{n-1} \tilde{F}_s(\zeta) \\
\quad - \frac{1}{(n - 2)!} (c - z)^n \sum_{j=0}^{n-1} \sum_{r=0}^{n-1} \frac{(-1)^r}{(r - 1)!} b_{jr} \\
\quad \cdot \int_0^\xi a_j^{(n)} [(G(s) - G(\zeta))(c - z)] \\
\quad \cdot \left( \int_0^\xi [G(\sigma) - G(s)]^{n-1} [G'(\sigma)]^{-r+1} \right. \\
\quad \cdot \left. \left\{ \int_0^\xi \tilde{Q}_s(\tau, \zeta) F_s^{(r)}(\tau) d\tau \right\} d\sigma \right) ds
\]
and for \( 0 \leq m \leq n - 1 \)
\[ \alpha_{k-m}^*(z) = D_{\xi}^{k-m} D_z^{m} g^*_i(z, \xi) \] 
\[ = (-1)^m m! \bar{F}_{m}^{(k-m)}(\zeta) + (-1)^m \frac{(m+1)!}{1!} (c - z) \bar{F}_{m+1}^{(k-m)}(\zeta) \]
\[ + \cdots + (-1)^m \frac{(n-1)!}{n-1-m!} (c - z)^{n-1-m} \bar{F}_{n-1}^{(k-m)}(\zeta) \]
\[ + \sum_{j=0}^{n-1} \sum_{r=0}^{n-1} D_{\xi}^{k-m} \int_{c}^{\zeta} ds D_{z}^{m}(c - z)^{r} a_{j}^{(m)} [(G(s) - G(\zeta))(c - z)] \]
\[ \cdot \left[ \int_{c}^{\zeta} [G(\sigma) - G(s)] \sigma^{-z} G'(\sigma) d\sigma \right] \times \left[ \int_{c}^{\zeta} \bar{Q}_{r}(\tau, \sigma) \bar{F}_{r}^{(r)}(\tau) d\tau \right] d\sigma \mid_{\zeta = z}. \]

Since \( r - [(n - 2) - (k - m - 1)] \leq k - m \),

the last term can be written
\[ \sum_{r=0}^{n-1} \int_{c}^{\zeta} \bar{F}_{r}^{(k-m)}(\sigma) \bar{Q}_{k-m,r}(\sigma, z) d\sigma \]

where \( \bar{Q}_{k-m,r}(\sigma, \zeta) \) are analytic functions of \( \sigma \) and \( \zeta \) for \( \sigma \) and \( \zeta \) in \( \Omega \cup \kappa \cup \hat{\Omega} \). Introducing (4.46) into (4.45) gives an expression of the same form as (4.35). We now proceed exactly as in Lemma 4 and find that:
\[ \bar{F}_{r}^{(k-m)}(z) = \int_{c}^{\zeta} \bar{F}_{r}^{(k-m)}(t, z) \bar{A}(t) dt + \bar{R}^*(z), \quad n \leq m \leq k, \]

where
\[ \bar{F}_{r}^{(k-m)}(z) = (\bar{F}_{1}^{(k-m)}(z), \bar{F}_{2}^{(k-m)}(z), \ldots, \bar{F}_{n-1}^{(k-m)}(z)) \]
\[ \bar{A}^*(z) = \left( \int_{c}^{\zeta} (z - t)^{-2} \alpha_{k}^{*}(t) dt, \int_{c}^{\zeta} (z - t)^{-3} \alpha_{k-1}^{*}(t) dt, \ldots, \alpha_{k-(n-1)}^{*}(z) \right) \]

and \( \bar{R}^*(t, z) \) is an analytic function of \( t \) and \( z \) for \( t \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \) and \( \bar{R}^*(z) \) is an analytic function of \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \). But for \( n \leq m \leq k, 0 \leq r \leq n - 1 \), we have \( r - [(n - 2) - (k - m - 1)] \leq k - m \), thus (4.45) becomes replaced in this case by
\[ \alpha_{k-m}^*(z) = D_{\xi}^{k-m} D_z^{m} g^*_i(z, \xi) \]
\[ = \sum_{r=0}^{n-1} \int_{c}^{\zeta} \bar{F}_{r}^{(k-m)}(\sigma) \bar{Q}_{k-m,r}(\sigma, z) d\sigma , \quad n \leq m \leq k, \]

where \( \bar{Q}_{k-m,r}(\sigma, z) \) are analytic functions of \( \sigma \) and \( z \) for \( \sigma \) and \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \). Combining this with (4.47) gives the result.
The condition $A_s(z) \neq 0$ is unnecessary in this lemma since the corresponding condition is:

$$A_s = (-1)^{(n(n-1))/2}! \cdot 3! \cdot (n-1)! \neq 0.$$  

Next we note that we have

**Lemma 5-B.** For $l + m \leq k - 1$

$$D_{l+m}^k \mathcal{G}_m(z, \zeta) \bigg|_{z=x} = \sum_{j=0}^{n-1} \int_{\zeta} \tilde{K}_{k-m,j}(z, t) \alpha_{k-j}(t) dt + \tilde{C}_{k-m}(z)$$

where $\tilde{K}_{k-m,j}(z, t)$ are analytic for $z$ and $t$ in $\Omega \cup \kappa \cup \hat{\Omega}$ and $\tilde{C}_{k-m}(z)$ is analytic for $\Omega \cup \kappa \cup \hat{\Omega}$.

**Proof.** Same as Lemma 5 using Lemma 4-B instead of Lemma 4.

As in the case of $(\alpha_h(z), \alpha_{h-1}(z), \ldots, \alpha_{k-n+1}(z))^T$, we get analytic extension of $(\alpha_{k}^*(z), \alpha_{k-1}^*(z), \ldots, \alpha_{k-n+1}^*(z))^T$ into $\hat{\Omega} \cup \kappa \cup \hat{\Omega}$ which are analytic initially only in $\hat{\Omega}$, and continuous on $\hat{\Omega} \cup \kappa$. The only difference is that we use the fact that $A_s(z, \xi, \eta)|_{z=\xi=\eta=0} \neq 0$ on $\Omega \cup \kappa \cup \hat{\Omega}$ whereas in the extension of the $\alpha_j$s we used the fact that $A_s(z, \xi, \eta)|_{z=\xi=\eta=0} \neq 0$ on $\Omega \cup \kappa \cup \hat{\Omega}$.

In an analogous way we get the analytic extension of $\tilde{F}_{r(k-n-1)}(z)$ into $\Omega \cup \kappa \cup \hat{\Omega}$, which in turn gives the analytic extension of $\tilde{F}_r(z)$ into $\Omega \cup \kappa \cup \hat{\Omega}$ which finally gives the extension of $(f, g(z))$. Since by assumption $A_i \neq 0$ this system yields the analytic continuation of $g_1(\zeta), g_2(\zeta), \ldots, g_n(\zeta)$ into $\Omega \cup \kappa \cup \hat{\Omega}$.

Upon introducing the extended vector functions $h(z)$ and $g(z)$ into (4.18) we get the extension of $U^*(z, \tilde{z})$ for $z$ in $\Omega \cup \kappa \cup \hat{\Omega}$, which was given originally only for $z$ in $\Omega \cup \kappa$. And thus, the solution of (4.13) has been extended across the boundary conditions on $\kappa$ into $\Omega \cup \kappa \cup \hat{\Omega}$.

This completes the proof of the theorem.

5. Applications. (A.1) Consider the situation where we are given a solution to the differential equations

$$u_{xx} + u_{yy} + Au_x + Bu_y + Cu = 0$$

where $(u_1, u_2, \ldots, u_n)^T$, $A$, $B$, and $C$ are pairwise commutative constant $n \times n$ matrices in a simply connected open region $\Omega$ of the type described in 2, part of whose boundary is the analytic arc $\kappa$, and on $\kappa$ satisfies

$$u|_\kappa = (\varphi_1(z), \varphi_2(z), \ldots, \varphi_n(z))$$

where $\varphi_1(z), \ldots, \varphi_n(z)$ are functions analytic in $\Omega \cup \kappa \cup \hat{\Omega}$. Moreover let $u \in C'(\Omega \cup \kappa)$. Then by Theorem 1 we can uniquely extend the
solution $u$ into $\Omega \cup \kappa \cup \hat{\Omega}$ so that it is a solution in this large region and is the only one that satisfies the given conditions provided $0 \neq |M_{0,0}|$ where

$$M_{0,0} = \begin{pmatrix} p_{11}^{00} & p_{12}^{00} & \cdots & p_{1n}^{00} \\ \vdots \\ p_{n1}^{00} & \cdots & \cdots & p_{nn}^{00} \end{pmatrix}. $$

In this case

$$p_{ij}^{00} = \begin{cases} 0 & \text{if } i \neq j \\ 1 & \text{if } i = j \end{cases}.$$ 

Thus $|M_{0,0}| = 1 \neq 0$ and reflection is possible.

(A.II) Theorem 2 is suitable for systems of equations of the form:

$$\sum_{j=1}^{m} P_{ij}(\Delta)u_j = 0 \quad i = 1, 2, \ldots, m$$

where the $P_{ij}$ are polynomials with constant coefficients and $\Delta$ is the Laplacian, e.g.,

$$\Delta^2 u_1 + a \Delta u_1 + b u_2 = 0$$

$$\Delta^2 u_2 + c \Delta u_2 + d \Delta^2 u_1 = 0$$

for which if

$$(w_1, w_2, w_3, w_4, w_5)^T = (u_1, \Delta u_1, u_2, \Delta u_2, \Delta^2 u_2)^T$$

then

$$E = \begin{pmatrix} 0 & -1 & 0 & 0 & 0 \\ 0 & a & b & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & -1 \\ 0 & d & 0 & c & 0 \end{pmatrix}.$$ 

(A.III) When the arc $\kappa$ is a portion of the $x$ axis, then condition (H.1) of Theorem 2 is automatically satisfied since then $G(z) = z$ and

$$\Delta_i(z) = \begin{vmatrix} -1 & -2(c-z) & -3(c-z)^2 & \cdots & -(n-1)(c-z)^{n-2} \\ 0 & 2! & 3 \cdot 2(c-z) & \cdots & (n-1)(n-2)(c-z)^{n-3} \\ 0 & 0 & -3! & \cdots & (n-1)(n-2)(n-3)(c-z)^{n-4} \\ \vdots \\ 0 & 0 & 0 & \cdots & \pm (n-1)! \end{vmatrix} = \pm 1!2!3! \cdots (n-1)! \neq 0.
(A.IV) When we consider systems of the form:

\[
\begin{align*}
\Delta u_1 &= a_{11}u_1 + a_{12}u_2 \\
\Delta u_2 &= a_{21}u_1 + a_{22}u_2
\end{align*}
\]

then

\[
E = \begin{pmatrix}
-a_{11} & -a_{12} \\
-a_{21} & -a_{22}
\end{pmatrix}
\]

and condition (H.1) of Theorem 2 becomes \( G'(z) \neq 0 \) for \( \Omega \cup \kappa \cup \hat{\Omega} \) which is automatically satisfied because of our initial restrictions on \( G(z) \).

(A.V) Given that \( u_1 \) is a solution of the metaharmonic equation

\[
\Delta^n u_1 + a_1 \Delta^{n-1} u_1 + \cdots + a_{n-1} \Delta u_1 + a_n u_1 = 0
\]

in \( \Omega \) where \( a_1, a_2, \ldots, a_n \) are constants and \( u_1(x, y) \) is a single function, \( u_1 \in C^{2n-2+k}(\Omega \cup \kappa) \cap C^2(\Omega), n-1 \leq k \leq 2n, n \geq 2 \) and \( u_1 \) satisfies on \( \kappa \):

\[
p_{\alpha}(D)u_1 = \sum_{\tau \geq 1, s \geq 1} p_{\alpha}(z) D^\tau_x D^s_y u_1 = f_{\alpha}(z) \quad \alpha = 1, 2, \ldots, n
\]

where the \( p_{\alpha}(z) \) and \( f_{\alpha}(z) \) are analytic in \( \Omega \cup \kappa \cup \hat{\Omega} \). Assume that \( \kappa \) is such that (H.1) is satisfied. This equation can be written as a system by letting \( u_2 = \Delta u_1, u_3 = \Delta^2 u_1, \ldots, u_n = \Delta^{n-1} u_1 \) and equation (5.1) is equivalent to the system

\[
\begin{pmatrix}
0 & -1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & -1 & 0 & \cdots & 0 & 0 \\
\vdots & & & & & & \\
0 & 0 & 0 & 0 & \cdots & 0 & -1 \\
(a_n & a_{n-1} & \cdots & a_2 & a_1) & & & & & & \\
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_n
\end{pmatrix} = 0.
\]

Thus

\[
E^2 = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & & & & & & \\
-a_n & -a_{n-1} & \cdots & -a_1 \\
& * & * & * & & & \\
\end{pmatrix}^{n \times n}, \cdots, E^{n-1} = \begin{pmatrix}
0 & \cdots & 0 & (\pm 1)^{n-1} \\
\pm a_n & \pm a_{n-1} & \cdots & \pm a_1 \\
\vdots & & & \vdots \\
* & * & * & * \\
\end{pmatrix}
\]

and in this case (4.14) becomes.

\[
\Delta_1 = \begin{pmatrix}
1 & 0 & 0 & 0 & \cdots & 0 \\
0 & -1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & & & & & \vdots \\
0 & 0 & \cdots & (\pm 1)^{n-1}
\end{pmatrix} = \pm 1
\]
which means \( \Delta_1 \neq 0 \) is not a condition in the case of the metaharmonic
equation. Thus if \( \Delta_2 \neq 0 \) and \( \Delta_3 \neq 0 \) for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \), as given by
(4.16) and (4.17), and if the \( a_j \) are such that (H.2) is satisfied then
we get that \( u_i \) can be extended into \( \Omega \cup \kappa \cup \hat{\Omega} \).

To get some idea of how we check condition (H.2) consider the
example
\[
\Delta^2 u + 3\Delta u + 2u = 0 .
\]
To determine \( a_0(s) \) and \( a_1(s) \) of Lemma 3 where
\[
p_i(\lambda, s) = a_0(s) + a_1(s)\lambda ,
\]
note that
\[
|E - \lambda I| = \lambda^2 - 3\lambda + 2\lambda = (\lambda - 1)(\lambda - 2)
\]
and thus
\[
p_1(1, s) = a_0(s) + a_1(s) = J_0[\sqrt{s}] , \quad p_1(2, s) = a_0(s) + 2a_1(s) = J_0[\sqrt{2s}] .
\]
Thus
\[
a_1(s) = J_0[\sqrt{2s}] - J_0[\sqrt{s}] , \quad a_0(s) = 2J_0[\sqrt{s}] - J_0[\sqrt{2s}] .
\]
Thus
\[
R[z, \zeta; t, \sigma] = a_0[(t - z)[G(\sigma) - G(\zeta)]][1\ 0] \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + a_1[(t - z)[G(\sigma) - G(\zeta)]][0\ -1] \begin{pmatrix} 2 & 3 \end{pmatrix}
\]
and the representation of the solution (4.18) becomes:
\[
U_1^*(z, \hat{z}) = h_1(z) + g_1(\hat{z}) - a_0[(c - z)[G(c) - G(\hat{z})]]h_1(c) + a_1[(c - z)[G(c) - G(\hat{z})]]h_2(c) \\
- [G(c) - G(\hat{z})] \int_c^z [a_0^{(1)}(t - z)[G(c) - G(\hat{z})]h_1(t) \\
- a_1^{(1)}((t - z)[G(c) - G(\hat{z})])h_2(t)]dt \\
- (t - z) \int_c^z [a_0^{(1)}((c - z)[G(\sigma) - G(\hat{z})])g_1(\sigma) \\
- a_1^{(1)}((c - z)[G(\sigma) - G(\hat{z})])g_2(\sigma)G'(\sigma)d\sigma .
\]
In this case, the condition (H.2) becomes:
\[
\begin{vmatrix}
1 & 0 \\
a_0^{(1)}(0) & a_1^{(1)}(0)
\end{vmatrix} = a_1^{(1)}(0) = -\frac{1}{4} \neq 0 ,
\]
and is thus satisfied. Note that in this example (H.1) is also satisfied, since as a special case of (AI.4) it is simply \( G'(z) \neq 0 \) for \( z \) in \( \Omega \cup \kappa \cup \hat{\Omega} \).

Note that the polyharmonic equation is a special case of the metaharmonic equation.

(A.VI) It is of interest to note that in the case of the polyharmonic equation viz. \( \Delta^n u = 0 \), \( E \) is of the form

\[
E = \begin{pmatrix}
0 & -1 & 0 & 0 & \cdots & 0 \\
0 & 0 & -1 & 0 & \cdots & 0 \\
\vdots & & & & & \\
0 & 0 & 0 & 0 & \cdots & -1 \\
0 & 0 & 0 & 0 & \cdots & 0
\end{pmatrix}.
\]

Thus \( E^n = 0 \) and the Riemann function is only the finite sum:

\[
R[z^0, \zeta^0, z, \zeta] = J_0[2\sqrt{E(z - z^0)(\zeta - G(\zeta^0))}],
\]

where

\[
J_0[\sqrt{Q}] = I - \frac{Q}{2z} + \frac{Q^2}{2^2(2!)} - \cdots + \frac{(-1)^{n-1} Q^{n-1}}{2^{n-1}(n-1)!}.
\]

Note that the \( \alpha_j(s) \) of Lemma 3 are given in this case by

\[
\alpha_j(s) = (-1)^j 2^{-j} (j!)^{-1} s^j, \quad 0 \leq j \leq n - 1.
\]

Thus condition (H.2) is clearly satisfied automatically. Thus for the representation (4.20) of the first component

\[
\omega(z, \hat{z}) = h_1(z) - \sum_{j=1}^{n-1} j b_j [G(c) - G(\hat{z})] \int_c^z (t - z)^{j-1} h_{j+1}(t) dt
\]

\[
+ g_1(\hat{z}) - \sum_{j=1}^{n-1} j b_j (c - z)^{j} \int_c^\hat{z} G'(\sigma) [G(\sigma) - G(\hat{z})]^{j-1} g_{j+1}(\sigma) d\sigma
\]

where

\[
b_j = \frac{1}{2^{2j}(j!)^2}.
\]

Let

\[
\varphi_j(z) = -j b_j \int_c^z (t - z)^{j-1} h_{j+1}(t) dt, \quad j = 1, 2, \ldots, n - 1
\]

\[
\varphi_j(\hat{z}) = -j b_j \int_c^{\hat{z}} G'(\sigma) [G(\sigma) - G(\hat{z})]^{j-1} g_{j+1}(\sigma) d\sigma, \quad j = 1, 2, \ldots, n - 1
\]

and

\[
\varphi_0(z) = h_1(z), \quad \varphi(\hat{z}) = g_1(\hat{z}).
\]
then the representation (5.3) becomes:

\[
\omega_1(z, \hat{z}) = \sum_{j=0}^{n-1} [G(c) - G(\hat{z})]i\varphi_j(z) + \sum_{j=0}^{n-1} (c - z)i\Psi_j(\hat{z})
\]

which is an equally good representation since the \(h's\) and \(g's\) can be obtained simply by differentiation of the \(\varphi's\) and \(\Psi's\) if we utilize (H.1). This is a generalization of the representation formula of the author [8] for the biharmonic equation.

(A.VII) Next we shall check that the results of [8] for the biharmonic equation are a special case of Theorem 2. In this case \(A^2u = 0, 1 \leq k \leq 3, \alpha^{*v}_0 = 1, \alpha^v_k = -k, \alpha^{*v}_{1-k} = -(k - 2), \alpha^{*v}_{1-k-2} = -(k - 4), \alpha^{v}_r = (k - 2r) = r - s\). Thus condition (4.16) and (4.17) become the same; viz.:

\[
0 \neq A_1 = A_3 = \left| \sum_{r+s=k} \sum_{s=k} (i)^s p_{11}^s(z) \sum_{r+s=k} (i)^r (r - s)p_{11}^r(z) \right|
\]

which is precisely the condition of [8]. As seen in (A.IV), (H.1) is satisfied and as seen in (A.VI), (H.2) is automatically satisfied and as seen in (A.V) \(A \neq 0\). And in this special case our theorem reduces to the theorem of [8], but with the continuity requirements strengthened by insisting that \(u \in C^{k+2}(\Omega \cup \kappa) \cap C^4(\Omega)\) instead of only

\[
u \in C^k(\Omega \cup \kappa) \cap C^4(\Omega) \cap C^4(\Omega \cup \kappa)
\]
as in [8].
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