GROWTH TRANSFORMATIONS FOR FUNCTIONS ON MANIFOLDS

LEONARD E. BAUM AND GEORGE ROGER SELL
GROWTH TRANSFORMATIONS FOR
FUNCTIONS ON MANIFOLDS

LEONARD E. BAUM AND GEORGE R. SELL

In this paper we look at the problem of maximizing a function $P$ defined on a manifold $M$. Although we shall be primarily concerned with the case where $M$ is a certain polyhedron in a Euclidean space $R^n$ and $P$ is a polynomial with nonnegative coefficients defined on $R^n$, some of our results are valid in greater generality.

In §2 we describe the general behavior of a growth transformation of $P$ in the vicinity of a local extremum. These results are of a topological nature and can be thought of as a topological—dynamical description of growth transformations.

In §3 we turn our attention to a particular class of growth transformation which arise for polynomials with nonnegative coefficients. We shall prove the following result, which is the main theorem of this paper:

**Theorem.** Let $M \cup \partial M$ denote the manifold with boundary given by $x = (x_{ij})$ where

$$\left\{ x_{ij} : x_{ij} \geq 0 \text{ and } \sum_{j=1}^{q_i} x_{ij} = 1 \right\}$$

where $q_1, \ldots, q_k$ is a set of nonnegative integers. Let $P$ be a homogeneous polynomial in the variable $\{x_{ij}\}$, with nonnegative coefficients. Let $T = T_p : M \to M \cup \partial M$ defined by $y = T_p(x)$ where

$$y_{ij} = x_{ij} \frac{\partial P}{\partial x_{ij}} \left[ \sum_{k=1}^{q_i} x_{ik} \frac{\partial P}{\partial x_{ik}} \right]^{-1}.$$

Then

\begin{equation}
(1) \quad P(x) \leq P(tT_p(x) + (1 - t)x), \quad (0 \leq t \leq 1, x \in M).
\end{equation}

The proof of this is based on a suitable modification of an argument of L. E. Baum and J. A. Eagon, cf., [1].

We also study the problem of extending the mapping $T_p$ to the boundary $\partial M$ in such a way that it is continuous. These results are stated in Theorem 7. It is a consequence of this that $T_p$ maps neighborhoods of a local maximum into themselves even if the maximum is on the boundary.

In §5 we examine other growth transformations that are related
to the mapping $\mathcal{F}_P$. By using an argument suggested by Professor O. Rothaus we are able to extend the theorem stated above to arbitrary (nonhomogeneous) polynomials with positive coefficients.

2. Growth transformations. In this section we shall investigate the behavior of a growth transformation in the vicinity of an isolated maximum.

**Definition.** Let $P$ be a continuous function defined on a $C^\infty$-manifold $M$. We say that a continuous mapping $\sigma : M \to M$ is a growth transformation (for $P$) if

\[ P(x) \leq P(\sigma(x)), \quad (x \in M). \]  

If $P$ is a $C^2$-function we say that $\sigma$ is a proper growth transformation (for $P$) if (2) holds and

\[ P(x) = P(\sigma(x)) \quad \text{implies that} \quad x \text{ is a critical point of } P, \]

which means that $\text{grad } P = 0$ at $x$. A growth transformation $\sigma$ is said to increase $P$ homotopically if there exists a continuous mapping $S_t : [0, 1] \times M \to M$

such that

1. $S_0(x) = x$
2. $S_1(x) = \sigma(x)$
3. For each $t$, $0 \leq t \leq 1$, $S_t$ is a growth transformation for $P$.

A continuous function $P$ is said to have a local maximum at $q$ if there is a neighborhood $V$ of $q$ with

\[ P(x) \leq P(q) \]

for all $x$ in $V$. If $P$ is a $C^2$-function, the point $q$ is called an isolated maximum if it is a local maximum of $P$ and an isolated critical point.

We will describe the asymptotic behavior of the iterates of a growth transformation. Let $\sigma$ be a growth transformation for $P$ and define the fixed value set $F_{p\sigma}$ by

\[ F_{p\sigma} = \{ x \in M : P(x) = P(\sigma(x)) \}. \]

We say that a set $K \subset M$ is invariant if $\sigma^n(x) \in K$ for $n \geq 1$, whenever $x \in K$.

**Theorem 1.** Let $P$ be a real-valued continuous function on a $C^\infty$-manifold $M$ and let $\sigma : M \to M$ be a growth transformation for
$P. \text{ Let } K \text{ be the largest invariant subset of the fixed value set } F_{P_{\sigma}} \text{ given by (5). If a point } x \text{ in } M \text{ has the property that } \sigma^n(x) \text{ remains in a compact for } n \geq 1, \text{ then}

$$
\sigma^n(x) \longrightarrow K \text{ as } n \longrightarrow \infty.
$$

Proof. Let $x \in M$ be a point with the property that $\{x, \sigma(x), \sigma^2(x), \cdots\}$ lies in a compact set in $M$. Since $P(\sigma^n(x))$ is increasing in $n$, it follows that $\lim_{n \to \infty} P(\sigma^n(x))$ exists, say that $P(\sigma^n(x)) \longrightarrow \alpha$ as $n \to \infty$.

Now let $y \in M$ be a limit point of a subsequence $\{\sigma^{n_i}(x)\}$. Then by the continuity of $P$ we have

$$
P(\sigma^{n_i}(x)) \longrightarrow P(y) = \alpha.
$$

However, $\sigma^{n_i+1}(x) \to \sigma(y)$ and in general $\sigma^{n_i+k}(x) \to \sigma^k(y)$. From this it follows that $P(\sigma^k(y)) = \alpha, k = 0, 1, \cdots$, in other words, $y \in K$, which completes the proof of Theorem 1.

By demanding that the growth transformation $\sigma$ leave the local maxima of $P$ fixed, we are able to assert something about the behavior of $\sigma$ in the vicinity of a local maximum.

Theorem 2. Let $P$ be a real-valued $C^2$-function on a $C^\infty$-manifold $M$ and let $\sigma: M \to M$ be a growth transformation for $P$. Assume that every local maximum of $P$ is a fixed point for $\sigma$. Then for every local maximum $q$ of $P$ there is a neighborhood $V$ with $\sigma(V) \subset V$. If, in addition, $\sigma$ is a proper growth transformation and $q$ is an isolated maximum than $V$ can be chosen so that

$$
\sigma^n(x) \longrightarrow q \text{ as } n \longrightarrow \infty
$$

for every $x \in V$.

Proof. Let $q$ be a local maximum of $P$ and let $V$ be the connected component of

$$
\{x: P(x) > P(q) - \gamma\}
$$

that contains $q$, where $\gamma > 0$ is fixed. Furthermore, we can choose $\gamma$ so that $\overline{V}$, the closure of $V$, is compact. Now define

$$
A = \{x \in V: \sigma(x) \in \overline{V}\}
$$

$$
B = \{x \in V: \sigma(x) \notin \overline{V}\}.
$$

It is clear that $A \cap B = \emptyset$ and $V = A \cup B$. Furthermore, $B$ is an open set since $\sigma$ is continuous. The set $A$ can be written as
A = \{x \in V : \sigma(x) \in V\}

since \(\sigma\) is a growth transformation, that is the set

\(\{x \in V : \sigma(x) \in \overline{V} - V\} = \{x \in V : P(x) = P(q) - \eta\}\)

is empty. It follows then that \(A\) is an open set. Since \(V\) is connected one of the sets \(A\) or \(B\) must be empty. However, \(\sigma(q) = q\), therefore \(B = \emptyset\). Hence \(V = A\) and \(\sigma(V) \subset V\). (It also follows that \(\sigma(\overline{V}) \subset \overline{V}\).)

If \(q\) is a maximum, that is an isolated critical point, then \(\eta\) can be chosen so that \(\overline{V}\) contains no critical point of \(P\) other than \(q\). If \(K\) is the largest invariant subset of \(F_{\sigma}\) which is given by (5), then \(K \cap V = \{q\}\). Hence by Theorem 1, if \(x \in V\), then \(\sigma^n(x) \to q\) as \(n \to \infty\).

A conclusion similar to that of Theorem 2 is possible under a slightly different hypothesis.

**Theorem 3.** Let \(P\) be a real-valued continuous function defined on a \(C^\infty\)-manifold \(M\) and let \(\sigma : M \to M\) be a growth transformation for \(P\). Assume that \(\sigma\) increases \(P\) homotopically and let \(S_t(x)\) satisfy (4). Then for every local maximum \(q\) of \(P\) there is a neighborhood \(V\) with \(S_t(V) \subset V\), \(0 \leq t \leq 1\). If, in addition, \(\sigma\) is a proper growth transformation and \(q\) is an isolated maximum, then \(V\) can be chosen so that for every \(x \in V\)

\[\sigma^n(x) \to q\quad \text{as} \quad n \to \infty\, ,\]

in particular \(\sigma(q) = q\).

**Proof.** Let \(q \in M\) be a local maximum of \(P\) and let \(V\) be the component of \(\{x : P(x) > P(q) - \eta\}\) that contains \(q\), where \(\eta > 0\) is fixed. We also choose \(\eta\) so that \(\overline{V}\) is compact. Now fix \(x\) in \(V\). Then

\[
(6) \quad P(q) - \eta < P(x) \leq P(S_t(x)) , \quad 0 \leq t \leq 1.
\]

Let \(G = \{S_t(x) : 0 \leq t \leq 1\}\), then \(G\) is a connected set since \(S_t(x)\) is continuous in \(t\). By (6) we see that the set

\[
\{S_t(x) \in \overline{V} - V\} = \{S_t(x) : P(S_t(x)) = P(q) - \eta\}
\]

is empty. Thus, \(G = (G \cap V) \cup (G \cap (M - \overline{V}))\). Since \(G\) is connected one of the sets \(G \cap V\) or \(G \cap (M - \overline{V})\) is empty. However, \(x \in G \cap V\). Hence \(G \subset V\), that is \(S_t(V) \subset V\) for \(0 \leq t \leq 1\). The remainder of the proof follows that of Theorem 2.

In Theorems 2 and 3 one is able to assert that the neighborhood \(V\) is a disk provided the function \(P\) is a \(C^2\)-function, cf. [4]. Also,
these results are really "local" results, so they are still valid even if \( \sigma \) and \( P \) are defined only in a neighborhood of the maximum \( q \). And, finally, they have obvious extensions to manifolds with boundary. Another refinement of Theorem 3, is the following.

**Theorem 4.** Let \( P \) be a real-valued continuous function defined on a \( C^\infty \)-manifold \( M \) and let \( \sigma : M \to M \) be a growth transformation that increases \( P \) homotopically. If \( q \) is an isolated maximum of \( P \), then \( \sigma(q) = q \).

**Proof.** Let \( V_\eta \) be the component of \( \{ x : P(x) > P(q) - \eta \} \) that contains \( q \). It was shown in the proof of Theorem 3 that \( S_t(V_\eta) \subseteq V_\eta \). By letting \( \eta \to 0 \) we conclude that \( \sigma(q) = q \).

The next result seems rather interesting. It asserts that, under appropriate conditions, every growth transformation increases \( P \) homotopically in a neighborhood of an isolated maximum.

**Theorem 5.** Let \( P \) be a real-valued \( C^2 \)-function on a \( C^\infty \)-manifold \( M \) and let \( \sigma : M \to M \) be a growth transformation. Assume that every isolated maximum of \( P \) is a fixed point of \( \sigma \). Then for every isolated maximum \( q \) there is a neighborhood \( V \) such that \( \sigma \) increases \( P \) homotopically in \( V \).

**Proof.** Let \( \eta > 0 \) be chosen so that the component \( V = V_\eta \) of the set \( \{ x : P(x) > P(q) - \eta \} \) that contains \( q \) has the property that \( \bar{V} \) is compact and \( V \) contains no critical points of \( P \) other than \( q \). Now consider the differential equation

\[
x' = -\text{grad } P
\]

in \( V_\eta \), and let \( \varphi(x, t) \) denote the solution that satisfies \( \varphi(x, 0) = x \). It is easy to show that for \( x \in V_\eta \), \( \varphi(x, t) \in V_\eta \), for \( t \geq 0 \), and \( \varphi(x, t) \to q \) as \( t \to \infty \). Now choose \( \varepsilon, 0 < \varepsilon < \eta \), so that, in the local coordinate system at \( q \), the convex hull of \( V_\varepsilon \) lies in \( V_\eta \). We now define a mapping \( h : V_\eta \to V_\varepsilon \) by

\[
h(x) = x, \quad \text{if } x \in V_\varepsilon
\]

\[
h(x) = \varphi(x, T_x), \quad \text{if } x \in V_\eta - V_\varepsilon,
\]

where \( \varphi(x, T_x) \) is the first point at which the trajectory \( \varphi(x, t) \) meets \( V_\varepsilon \). Since the level surface \( P(x) = P(q) - \varepsilon \) is transverse to the flow \( \varphi(x, t) \), it follows that \( h \) is continuous. Also the mapping

\[
g : V_\eta \times [0, 1] \to V_\varepsilon
\]
given by
\[
g(x, \tau) = \tau h(\sigma(x)) + (1 - \tau)h(x)
\]
is continuous. Now define \( S_\tau(x), 0 \leq \tau \leq 1 \) and \( x \in V_\gamma \), to be that point in \( V_\gamma \) on the trajectory \( \varphi(g(x, \tau), t) \) that satisfies
\[
P(S_\tau(x)) = \tau P(\sigma(x)) + (1 - \tau)P(x) .
\]
It is clear that \( S_\tau(x) \) is continuous, and it is easy to verify that \( S_\tau(x) \) satisfies (4). This completes the proof of the theorem.

It is apparent from the proofs that if \( \sigma \) is a proper growth transformation then the region of attraction of an isolated maximum \( q \) is "large". More precisely, let \( \eta > 0 \) and define \( V_\eta \) to be the component of \( \{ x : P(x) > P(q) - \eta \} \) that contains \( q \). We have seen that the region of attraction for \( q \) will contain every \( V_\eta \) that has the property that the closure \( \overline{V}_\eta \) is compact and contains only one critical point of \( P \), which must necessarily be the point \( q \). If we let \( \eta_0 > 0 \) be the first real number for which \( \overline{V}_{\eta_0} \) contains more than one critical point of \( P \) then since
\[
V_{\eta_0} = \bigcup_{\eta < \eta_0} V_\eta ,
\]
this implies that the region of attraction always contains \( V_{\eta_0} \). It should be emphasized that \( V_{\eta_0} \) depends only on the function \( P \) and not on the growth transformation \( \sigma \).

3. Homogeneous polynomials and the transformation \( T_\nu \).
Let \( q_1, \ldots, q_k \) be a set of nonnegative integers with \( \Sigma_i q_i = n \). Let \( M \cup \partial M \) denote the set of all vectors
\[
\{ x = (x_{ij})_i, i = 1, \ldots, k, j = 1, \ldots, q_i \}
\]
such that
\[
x_{ij} \geq 0 \quad \text{and} \quad \sum_{j=1}^{q_i} x_{ij} = 1 .
\]
The set \( M \cup \partial M \) is a polyhedron in \( R^n \). We shall let \( M \) denote the interior of the polyhedron, that is
\[
M = \{ (x_{ij})_i \in M \cup \partial M : x_{ij} > 0 \}
\]
and \( \partial M \) is the boundary. The space \( M \) is a manifold of dimension \( n - k \).

Let \( P : R^n \rightarrow R \) be a homogeneous polynomial in the variables \( (x_{ij}) \) with positive coefficients. We define a mapping
\[
T = T_\nu : M \rightarrow M \cup \partial M
\]
by \( y = \mathcal{F}_r(x) \) where

\[
y_{ij} = \mathcal{F}_r(x)_{ij} = x_{ij} \frac{\partial P}{\partial x_{ij}} \left[ \sum_{k=1}^{q_i} x_{ik} \frac{\partial P}{\partial x_{ik}} \right]^{-1}.
\]

Note that the range of \( \mathcal{F} \) is contained in \( M \) unless \( P \) does not depend on one of the variables \( x_{ij} \).

In [1] it was shown that \( P(x) \leq P(\mathcal{F}(x)) \) for all \( x \in M \) and equality held if and only if \( \mathcal{F}(x) = x \). In other words, the transformation \( \mathcal{F}_r \) is a growth transformation for \( P \). We now can assert a stronger result.

**Theorem 6.** The transformation \( \mathcal{F}_r \) increases \( P \) homotopically. More precisely, if \( P \) is a homogeneous polynomial in \( (x_{ij}) \) with positive coefficients and \( \mathcal{F}_r = \mathcal{F} \) is given by (7), then

\[
P(x) \leq P(t \mathcal{F}(x) + (1 - t)x), \quad (x \in M, 0 < t \leq 1).
\]

Moreover, equality holds in (8) if and only if \( \mathcal{F}(x) = x \).

Note that the transformation \( \mathcal{F}_r \) is determined by the first derivatives of \( P \) only. In a sense it is similar to moving in the "gradient direction", which also depends on only the first derivatives of \( P \). While moving in the gradient direction will increase the value of \( P \), this is valid only for small steps, and there is no way—without considering second derivatives—for determining the size of the step. On the other hand, the size of the step is completely determined by the first derivatives above for the transformation \( \mathcal{F}_r \).

**Proof.** One can write \( P(x) = \sum_a C_a m_a(x) \) where the coefficients \( C_a \) are positive and \( m_a(x) \) is a monomial of degree \( d \), that is

\[
m_a(x) = \prod_{i,j} x_{ij}^{\alpha_{ij}}
\]

where the \( \alpha_{ij} \) are nonnegative integers with \( \sum_i \alpha_{ij} = d \). We shall let \( \alpha = (\alpha_{ij}) \) be the index set for the summation defining \( P \). We note now a few identities which will be needed later.

\[
P(x) = \frac{1}{d} \sum_{i,j} x_{ij} \frac{\partial P}{\partial x_{ij}}
\]

\[
\sum_a \alpha_{ij} C_a m_a(x) = x_{ij} \frac{\partial P}{\partial x_{ij}}
\]

\[
\frac{m_a(x)}{m_a(y)} = m_a \left( \frac{x}{y} \right)
\]

where
By the inequality of geometric and arithmetic means \([3, \text{p. 16}]\) we get

\[
\frac{x}{y} = \left( \frac{x_{ij}}{y_{ij}} \right).
\]

By the inequality of geometric and arithmetic means \([3, \text{p. 16}]\) we get

\[
m_a(x)^{1/d} \leq \frac{1}{d} \sum_{i,j} \alpha_{ij} x_{ij}.
\]

Let \(t, 0 \leq t \leq 1\), be fixed and let \(y = t \mathcal{S}(x) + (1 - t)x\). Also define \(Q_a\) by

\[
P(x) = \sum_a \{C_a m_a(y)\}^{1/d+1} Q_a.
\]

By applying Hölder's inequality \([3, \text{p. 21}]\) to (11) we get

\[
P(x) \leq P(y)^{1/d+1}\left(\sum_a Q_a^{d+1/d}\right)^{d/(d+1)}.
\]

Now

\[
\sum_a Q_a^{d+1/d} = \sum_a C_a m_a(x) \left[ \frac{m_a(x)}{m_a(y)} \right]^{1/d}
\]

\[
= \sum_a C_a m_a(x) \left[ \frac{x}{y} \right]^{1/d}
\]

\[
\leq \frac{1}{d} \sum_a C_a m_a(x) \sum_{i,j} \alpha_{ij} \left( \frac{x_{ij}}{y_{ij}} \right)
\]

where we apply (10) in the last step.

By substituting for \(y_{ij}\) in (13) we get

\[
\sum_a Q_a^{(d+1)/d} \leq \frac{1}{d} \sum_a C_a m_a(x) \sum_i \sum_j \alpha_{ij} \left[ \frac{\sum_k x_{ik} P_{ik}}{tP_{ij} + (1 - t)\sum_k x_{ik} P_{ik}} \right]
\]

where

\[
P_{ij} = \frac{\partial P}{\partial x_{ij}}.
\]

Now by interchanging the order of summation and using (9) we get

\[
\sum_a Q_a^{(d+1)/d} \leq \frac{1}{d} \sum_i \left( \sum_k x_{ik} P_{ik} \right) \left[ \sum_j \frac{x_{ij} P_{ij}}{tP_{ij} + (1 - t)\sum_k x_{ik} P_{ik}} \right]
\]

However, by Lemma 1 (see below) with \(a_j = x_{ij} P_{ij}, b_j = tP_{ij}\) and \(c_j = (1 - t)\sum_k x_{ik} P_{ik}\), we see that the quantity in the brackets in (14) is bounded by 1 for \(0 < t < 1\), and by continuity it is bounded for \(0 \leq t \leq 1\). Hence (14) becomes
(15) \[ \sum_{a} Q_{a}^{(d+1)/d} \leq \frac{1}{d} \sum_{i} \sum_{k} x_{ik} P_{ik} = P(x) . \]

By putting this into (12) we get
\[ P(x) \leq P(y)^{1/(d+1)} P(x)^{d/(d+1)} , \]
which implies that \( P(x) \leq P(y) \), and this completes the proof of the theorem.

**Lemma 1.** Let \( a_j, b_j, c_j, j = 1, \ldots, n \), be positive numbers with \( \sum_{j=1}^{n} a_j/b_j \leq 1/P \) and \( \sum_{j=1}^{n} a_j/c_j \leq 1/Q \), then \( \sum_{j=1}^{n} a_j/(b_j + c_j) \leq 1/(P + Q) \).

The proof of this is a straightforward induction argument and we will omit the details.

The following consequence of Theorems 3 and 6 asserts that the mapping \( \mathcal{T}_P \) cannot leave a "local hill". Furthermore, we are able to conclude something about the region of attraction for an isolated local maximum of \( P \).

**Corollary.** Let \( P \) be a homogeneous polynomial in the variables \((x_{ij})\) with positive coefficients and let \( q \in M \) be an isolated local maximum of \( P \). Then there exists a neighborhood \( V \) of \( q \) such that \( \mathcal{T}(V) \subset V \) and for every \( x \in V \)
\[ \mathcal{T}^n(x) \longrightarrow q \text{ as } n \longrightarrow \infty . \]

Observe that this corollary can also be obtained from Theorem 2 since \( \mathcal{T} \) is a proper growth transformation and \( \mathcal{T}(x) = x \) if and only if \( x \) is a critical point of \( P \).

The transformation \( \mathcal{T}_P \) can, in a limited sense, be extended to the boundary \( \partial M \)
\[ \partial M = \bigcup_{ij} N_{ij} \cup \partial N_{ij} \]
where each \( N_{ij} \cup \partial N_{ij} \) is a polyhedron defined by
\[ N_{ij} \cup \partial N_{ij} = \{ x \in M \cup \partial M : x_{ij} = 0 \} . \]

Following our original convention, we shall let \( N_{ij} \) denote the interior of \( N_{ij} \cup \partial N_{ij} \) and \( \partial N_{ij} \) the boundary.

**Theorem 7.** (A) The transformation \( \mathcal{T}_P \) on \( M \) can be extended to be continuous, and in fact \( C^\infty \), on
\[ \bigcup_{ij} N_{ij} \cup M \].

(B) \( \mathcal{T}_P \) can also be continuously extended to any isolated local
maximum q of P on ∂M by the definition. \(T_p(q) = q\).

(C) The extended transformation \(T_p\) still obeys the inequality

\[ P(x) \leq P(tT_p(x) + (1-t)x), \quad (0 \leq t \leq 1). \]

The proof of this theorem and the following corollaries will be given at the end of the paper.

In an example below we will show that in general \(T_p\) cannot be continuously extended to all of \(\partial N_{ij}\). This occurs when a saddle point of \(P\) lies on \(\partial N_{ij}\).

Note that if a local maximum \(q\) lies on \(\partial N_{ij}\), then statement (B) above does not assert that \(T\) can be extended to a neighborhood of \(q\) in \(M \cup \partial M\).

**Corollary 1 (A).** Let \(P\) be a homogeneous polynomial in the variables \((x_{ij})\) with positive coefficients and let \(q \in \bigcup_{ij} N_{ij}\) be an isolated maximum of \(P\) on the boundary \(\partial M\). Then there exists a neighborhood \(V\) of \(q\), such that \(T(V) \subset V\), and for every \(x \in V\)

\[ T^n(x) \rightarrow q \quad \text{as} \quad n \rightarrow \infty. \]

(B) If \(q \in \bigcup_{ij} \partial N_{ij}\) is an isolated maximum of \(P\), then there is a neighborhood \(V\) of \(q\) in \(M \cup \partial M\) such that for every \(x \in V \cap (M \cup \bigcup_{ij} N_{ij})\)

\[ T^n(x) \rightarrow q \quad \text{as} \quad n \rightarrow \infty. \]

**Corollary 2.** Let \(q \in N_{ij}\) be an isolated local maximum of \(P\) and let \(x \in M \cup \partial M\) a point in the domain of attraction of \(q\). Let \(y^n = T_n(x)\) have coordinates \((y^n_{rs})\). Then \(y^n_{ij} \rightarrow 0\) as \(n \rightarrow \infty\). Furthermore, if \(y^n_{ij}\) is sufficiently small, say that \(y^n_{ij} < \delta\), then we can replace \(y^n\) with \(\tilde{y}\) where \(\tilde{y}_{ij} = 0, |\tilde{y}_{rs} - y^n_{rs}| \leq \delta\) and \(T^k(\tilde{y}) \rightarrow q\) as \(k \rightarrow \infty\).

That is we can set the \(ij\) component of \(y^n\) equal to zero without destroying the convergence property. It should be noted that we do assume \(q\) to be an isolated maximum of \(P\) in \(M \cup \partial M\). If \(q\) is only an isolated maximum on \(\partial M\) and not on \(M \cup \partial M\), then it will still be a critical point of \(P\), but it now will act as a saddle point in the discrete flow induced by \(T\). A simple example of this phenomenon is given by the polynomial

\[ P(x_1, x_2, y_1, y_2) = x_1x_2 + y_1y_2 \]

on

\[ M \cup \partial M = \{(x_1, x_2, y_1, y_2) : x_i \geq 0, y_i \geq 0, i = 1, 2, x_1 + x_2 = 1, y_1 + y_2 = 1\}. \]
The points \((\frac{1}{2}, 0, 1), (\frac{1}{2}, 1, 0), (0, 1, \frac{1}{2}), (0, 0, 1)\) are saddle points for \(\mathcal{T}\) and they are local extremum for \(P\) on \(\partial M\), but are not extremum on \(M \cup \partial M\).

4. An illustrative example. Let \(M \cup \partial M\) be the subset of \(R^3\) given by
\[
\{(x_1, x_2, x_3) : x_i \geq 0 \text{ and } \Sigma x_i = 1\}
\]
and let \(P(x) = x_1^2 + 4x_2x_3\). Then on \(M\), \(\mathcal{T}(x)\) is given by
\[
\mathcal{T} : (x_1, x_2, x_3) \rightarrow \left(\frac{x_1^2}{P}, \frac{2x_2x_3}{P}, \frac{2x_2x_3}{P}\right).
\]
The range of \(\mathcal{T}\) is then contained in the set
\[
\{(x_1, x_2, x_3) \in M \cup \partial M : x_2 = x_3\}
\]
\[\text{Separatrix for the vector field } (\mathcal{T}_x(x)_i - x_i)\]
\[\text{Separatrix for the transformation } \mathcal{T}\]
\[x_1 + x_3 = \frac{1}{2}\]
\[x_2 = x_3\]

The critical points of \(P\) on \(M \cup \partial M\) are:
\[(1, 0, 0), (0, 1, 0), (0, 0, 1), (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}), (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\].
The points \((1, 0, 0)\) and \((0, \frac{1}{2}, \frac{1}{2})\) are local maxima, \((0, 1, 0)\) and \((0, 0, 1)\) are local minima, and \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\) is a saddle point. The set of points
\[
\{(x_1, x_2, x_3) \in M : x_1^2 = 4x_2x_3\}
\]
is mapped onto \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\) by \(\mathcal{T}\). This forms a separatrix for the domains of attraction of \((1, 0, 0)\) and \((0, \frac{1}{2}, \frac{1}{2})\). If \(x_1^2 > 4x_2x_3\), then \(\mathcal{T}^n(x) \rightarrow (0, \frac{1}{2}, \frac{1}{2})\), and if \(x_1^2 < 4x_2x_3\) then \(\mathcal{T}^n(x) \rightarrow (1, 0, 0)\).

By taking limits from the inside, as indicated in Theorem 7, \(\mathcal{T}\) can be extended to all boundary points other than \((0, 1, 0)\) and \((0, 0, 1)\). (\(\mathcal{T}\) is defined and continuous even at the corner \((1, 0, 0)\) in this case.)
The corners \((0, 1, 0)\) and \((0, 0, 1)\) are points of discontinuity of \(\mathcal{T}\) since there are points arbitrarily close to either that are mapped near \((1, 0, 0)\) and other points that are mapped near \((0, \frac{1}{2}, \frac{1}{2})\).

Finally let us show that the function of \(t\) \(P(t\mathcal{T}(x) + (1 - t)x)\) may fail to be monotone in \(t\). We use this example, which is due to Blakely [2]. Let \(x_0 = (4/16, 1/16, 11/16)\)

\[\mathcal{T}(4/16, 1/16, 11/16) = (8/30, 11/30, 11/30).\]

Now

\[
\frac{d}{dt} P(t\mathcal{T}(x) + (1 - t)x)|_{t=1} = \text{grad } P|_{t=1} \cdot (\mathcal{T}(x) - x),
\]

and by a direct computation

\[
\text{grad } P|_{t=1} \cdot (\mathcal{T}(x_0) - x_0) < 0.
\]

Hence \(P(t\mathcal{T}(x_0) + (1 - t)x_0)\) is not monotone.

5. Growth transformations related to \(\mathcal{T}_P\). Let us, for the moment, consider a special case of the polyhedron \(M \cup \partial M\) discussed in § 3, namely where \(k = 1\). Then \(M \cup \partial M\) is the set of vectors \(x = (x_j), j = 1, \cdots, n\) such that \(x_j \geq 0\) and \(\sum_{j=1}^n x_j = 1\). In Theorem 3, when we were studying the behavior of the transformation \(\mathcal{T}_P\) generated by a homogeneous polynomial \(P\), we were only interested in the behavior of \(P\) on the polyhedron \(M \cup \partial M\). Even though \(P\) is fixed on \(M \cup \partial M\), its extension to \(\mathbb{R}^n\) is not unique. As a matter of fact, for every integer \(m \geq 0\), the polynomial \(Q(x) = (\sum x_j)^m P(x)\) is homogeneous and agrees with \(P\) on \(M \cup \partial M\). However, since the partial derivatives \(\partial P/\partial x_i\) and \(\partial Q/\partial x_i\) differ, the transformation \(\mathcal{T}_P\) and \(\mathcal{T}_Q\) generated by \(P\) and \(Q\) differ. A direct computation shows that the transformation generated by \(Q\) is given by

\[
\mathcal{T}_Q = \frac{m}{d + m} I + \frac{d}{d + m} \mathcal{T}_P
\]

where \(I\) denotes the identity and \(d\) is the degree of \(P\). Now (16) is valid for every integer \(m \geq 0\), and if we set \(t = d(d + m)^{-1}\), (16) becomes

\[
\mathcal{T}_Q = t\mathcal{T}_P + (1 - t)I.
\]

By using the fact that the transformation \(\mathcal{T}_P\) is a growth transformation, cf. [1], we can give a partial proof of (8). Indeed,

\[
P(x) = Q(x) \leq Q(\mathcal{T}_Q(x)) = P(\mathcal{T}_Q(x)) = P(t\mathcal{T}_P(x) + (1 - t)x)
\]

provided \(t = d(d + m)^{-1}\) where \(m\) is an integer.
It is also interesting to note that when \( m \) is large, the transformation \( \mathcal{T}_q \) is a local homeomorphism since the jacobian is (approximately) \( m(d + m)^{-1} \). In fact, it is not hard to show that \( \mathcal{T}_q \) is a homeomorphism. This suggests that one may be able to use the topological-dynamical theory of discrete flows in order to study the asymptotic behavior of \( \mathcal{T}_q^n(x) \) when there are nonisolated singularities for \( P \), or \( Q \).

In the general case, where

\[
M \cup \partial M = \{ x = (x_{ij}) : x_{ij} \geq 0, \sum_{j=1}^{i} x_{ij} = 1, i = 1, \ldots, k \}
\]

the same method yields an improvement of Theorem 6. We are able to conclude not only that

\[
P(x_{ij}) \leq P((1 - t)(x_{ij}) + t\mathcal{T}_r(x_{ij})_{ij}) \ , \ 0 \leq t \leq 1
\]

but also that

\[
P(x_{ij}) \leq P((1 - t_i)(x_{ij}) + t_i\mathcal{T}_r(x_{ij})_{ij}) \ , \ 0 \leq t_i \leq 1 \ , \ i = 1, \ldots, k \ ,
\]

that is, not only is the number \( P(x) \) smaller than (or equal to) the value of \( P \) at any point along the line joining \( (x) \) to \( \mathcal{T}_r(x) \), but \( P(x) \) is also less than (or equal to) the value of \( P \) at any point of the \( k \)-dimensional rectangle determined by \( (x) \) and \( \mathcal{T}_r(x) \).

The proof of this fact is obtained by applying the original inequality [1] to the polynomials

\[
Q(x_{ij}) = \prod_{i=1}^{k} \left( \sum_{j=1}^{i} x_{ij} \right)^{n_i} P(x_{ij})
\]

for integers \( n_i \) while noting that \( P \) and \( Q \) agree on \( M \cup \partial M \).

Another interesting consequence of this observation is that we can define proper growth transformations for nonhomogeneous polynomials with positive coefficients.

**Theorem 8.** Let \( P \) be a polynomial in the variables \( (x_{ij}) \) with positive coefficients. Then \( P \) agrees with a homogeneous polynomial \( Q \) with positive coefficients on the manifold \( M \cup \partial M \) and the transformation \( \mathcal{T}_q \) is a proper growth transformation for \( P \), in fact

\[
P(x) \leq P(t\mathcal{T}_q(x) + (1 - t)x) \ , \ (0 < t \leq 1 \ , \ x \in M) ,
\]

where equality holds if and only if \( \mathcal{T}_q(x) = x \).

**Proof.** Write \( P \) in the form

\[
P = H_0 + H_1 + \cdots + H_d
\]
where $H_i$ is a homogeneous polynomial of degree $l$. Let

$$Q = H_0\left(\sum_j x_{ij}\right)^d + H_1\left(\sum_j x_{ij}\right)^{d-1} + \cdots + H_d,$$

then $Q = P$ on $M \cup \partial M$. The remainder of the theorem follows from Theorem 6. Observe that $Q$ is not unique since there is great freedom in choosing the multipliers of the $H_i$.

Finally, the method of proof of this section can be used to extend the basic inequality (10) for homogeneous polynomials with positive coefficients to all polynomials with positive coefficients. We are grateful to Oscar Rothaus for this observation.

**Theorem 9.** Let $P$ be a polynomial in the variables

$\{(x_{ij}) : x_{ij} \geq 0, \sum_{i=1}^{q_i} x_{ij} = 1, \; i = 1, \ldots, x\}$

with nonnegative coefficients. Let

$$\mathcal{T}_P(x)_{ij} = x_{ij} \frac{\partial P}{\partial x_{ij}} \left[\sum_{k=1}^{q_k} x_{ik} \frac{\partial P}{\partial x_{ik}}\right]^{-1}.$$

Then

$$P(x) \leq P((1 - t)x + t\mathcal{T}_P(x)), \quad (0 < t \leq 1).$$

Furthermore, equality holds if and only if $\mathcal{T}_P(x) = x$.

**Proof.** We write $P(x)$ in the form $P(x) = \sum_{i=0}^d H_i(x)$ where $H_i$ is a homogeneous polynomial of degree $d$. Now we introduce some dummy variables $y_1, y_2$ and enlarge the domain $M \cup \partial M$. That is, let $N \cup \partial N$ be the domain

$\{(x_{ij}, y_1, y_2) : (x_{ij}) \in M \cup \partial M, y_1 \geq 0, y_2 \geq 0, y_1 + y_2 = 1\}$

and consider the polynomial

$$Q(x, y_1, y_2) = \sum_{i=0}^d H_i(x)(y_1 + y_2)^{d-i}.$$

$Q$ is a homogeneous polynomial with nonnegative coefficients and with $y_1$ and $y_2$ fixed, $Q$ agrees with $P$ on $M \cup \partial M$. Furthermore, we can apply Theorem 6 of this paper to $Q$. Since

$$\mathcal{T}_Q : x_{ij} \rightarrow x_{ij} \frac{\partial Q}{\partial x_{ij}} \left[\sum_{k=1}^{q_k} x_{ik} \frac{\partial Q}{\partial x_{ik}}\right]^{-1}$$

$$= x_{ij} \frac{\partial P}{\partial x_{ij}} \left[\sum_{k=1}^{q_k} x_{ik} \frac{\partial P}{\partial x_{ij}}\right]^{-1}.$$
and
\[ \mathcal{I}_q : y_k \rightarrow y_k - \frac{\partial Q}{\partial y_k} \left[ \sum_{t=1}^{\zeta} y_t \frac{\partial Q}{\partial y_t} \right]^{-1} = y_k \]

it follows that \( y_1 \) and \( y_2 \) are fixed. Hence
\[
P(x) = Q(x, y_1, y_2) \leq Q(t, \mathcal{I}_q(x, y_1, y_2) + (1 - t)(x, y_1, y_2))
\]
\[
= Q(t, \mathcal{I}_p(x)) + (1 - t)x, y_1, y_2 = P(t, \mathcal{I}_p(x) + (1 - t)x) .
\]

Furthermore, strict inequality holds for \( 0 < t \leq 1 \) unless
\[ \mathcal{I}_q(x, y_1, y_2) = (x, y_1, y_2) , \]
that is, unless \( \mathcal{I}_p(x) = x \).

6. Proof of Theorem 7. For clarity we consider first the special case where there is only one restraint equation. Let
\[ M \cup \partial M = \{ x = (x_j) : x_j \geq 0 \quad \text{and} \quad \sum_{i=1}^{s} x_i = 1 \} \]

Let \( P = \partial P / \partial x_j \). Then
\[
\mathcal{I} (x)_j = \frac{x_j P_j}{\sum k \neq j P_k} = \frac{x_j P_j}{dP} ,
\]
is \( C^\infty \) on the subset of \( M \cup \partial M \) where \( P \neq 0 \), and in particular continuous on \( M \cup \partial M \) at any point where \( P \neq 0 \) including points on the boundary \( \partial M \). Therefore, \( \mathcal{I} (x) \) is well defined on any local maximum of \( P \) with respect to \( M \cup \partial M \) whether this local maximum is on \( \partial M \) or not, since \( P \neq 0 \) at a local maximum.

Since \( P \) has positive coefficients it has no zero in \( M \) unless \( P = 0 \). On the interior of the boundary \( \partial M \), \( P \) can vanish only if \( P \) is of the form \( P = x_j Q \) where \( Q \) is homogeneous of degree \( d - 1 \) and does not have \( x_j \) as a factor. Hence \( Q \neq 0 \) in the interior of the face \( x_j = 0 \). In this case \( P = 0 \) on the face \( x_j = 0 \) and \( \mathcal{I} \) is continuously extended to the interior of the face \( x_j = 0 \) by
\[
\mathcal{I} (x)_i = \frac{x_i Q_i}{dQ} , \quad i \neq j
\]
\[
= \frac{l}{d} , \quad i = j .
\]

However, \( P \) can vanish on \( \partial N_{ij} \) without having a common factor and therefore \( \mathcal{I} \) cannot generally be extended to \( \partial N_{ij} \). For example, on the domain
\[ M \cup \partial M = \{ (x, y, z) : x + y + z = 1, x, y, z \geq 0 \} \]
the function \( P(x, y, z) = z^2 + 4xy \) vanishes at \( z = x = 0, y = 1 \) although
$P$ has no common factor and in fact $\mathcal{F}_P$ cannot be continuously extended to $z = 0, x = 0, y = 1$. (See the example of § 4.)

More generally, the transformation $\mathcal{F}$:

$$\mathcal{F}(x)_{ij} = x_{ij}P_{ij}\left[\sum_k x_{ik}P_{ik}\right]^{-1}$$

(where $P_{ij} = \partial P/\partial x_{ij}$) on the domain

$$M \cup \partial M = \{(x_{ij}) : x_{ij} \geq 0, \sum_{j=1}^{q_i} x_{ij} = 1, i = 1, \ldots, k\}$$

is well defined and $C^\infty$ on the set where no denominator $\sum_k x_{ik}P_{ik}$ vanishes. In particular, this is true in the interior $M$ if we assume $P$ depends on at least one of each set

$$S_i = \{x_{ij} : j = 1 \cdots q_i\} i = 1, 2, \ldots, k.$$

(If no term $x_{i_0j}, j = 1 \cdots q_{i_0}$ appears in $P$ then we consider $\mathcal{F}_P$ is acting on the reduced domain without the factor

$$\{x_{i_0j} \geq 0, \sum_{j=1}^{q_{i_0}} x_{i_0j} = 1\},$$

Now $\partial M = \bigcup_{i_0,j_0} N_{i_0,j_0} \cup \partial N_{i_0,j_0}$, where

$$N_{i_0,j_0} = \{(x_{ij}) : x_{i_0j_0} = 0, x_{ij} \neq 0 \text{ for } \langle i, j \rangle \neq \langle i_0, j_0 \rangle\}.$$

Let $R_{i_0}$ be the sum of all terms of $P$ that do not involve any factor $x_{i_0j}, j = 1, \cdots, q_{i_0}$. Then for any $\langle i_0, j_0 \rangle$ including $i_0 = i_1, P$ can be expressed as

$$P = x_{i_0j_0}Q(x) + R_{i_0}$$

where $Q$ does not have a common factor $x_{i_0j_0}$, and hence does not vanish on $N_{i_0,j_0}$. Using this decomposition one can show that $\mathcal{F}$ can be continuously extended to $N_{i_0,j_0}$ as follows:

If $\Sigma_k x_{ik}P_{ik} \neq 0$ on $N_{i_0,j_0}$, then

$$\mathcal{F} : x_{ij} \longmapsto x_{ij}P_{ij}\left[\Sigma_k x_{ik}P_{ik}\right]^{-1}.$$  

If $\Sigma_k x_{ik}P_{ik} = 0$ on $N_{i_0,j_0}$ we consider two cases, $i \neq i_0$ and $i = i_0$.

(a) If $i \neq i_0$, then $\Sigma_k x_{ik}Q_{ik} \neq 0$ and we define

$$\mathcal{F} : x_{ij} \longmapsto x_{ij}Q_{ij}\left[\Sigma_k x_{ik}Q_{ik}\right]^{-1};$$

(b) If $i = i_0$, and $\Sigma_k x_{ik}Q_{ik} \neq 0$ we define

$$\mathcal{F} : x_{ij} \longmapsto x_{ij}Q_{ij}\left[\Sigma_k x_{ik}Q_{ik}\right]^{-1}.$$  

(c) If $i = i_0$, and $\Sigma_k x_{ik}Q_{ik} = 0$, we define
At a local maximum on $\bigcup_{ij} \partial N_{ij}$, while $P > 0$, this does not obviously imply that $\sum_{j=1}^{i} a_{ij} \partial P / \partial x_{ij} \neq 0$ for each $i$. Hence a proof that $\mathcal{T}$ can be extended to be continuous at a local maximum of $P$ is most easily made by a route other than that used for the special case where there is a single restraint equation. We proceed as follows: Assume that all variables $x_{ij}$ appear in $P$. (Otherwise the discussion proceeds in a reduced space.) Then $\mathcal{T}$ maps $M$ into $M$, and for any point $x = (x_{ij})$ in $M$, the value of $P$ at $x$ is smaller than (or equal to) the value of $P$ at any point along the line joining $x$ to $\mathcal{T}(x)$. If $x^0$ is an isolated local maximum of $P$ in $M \cup \partial M$, whether on the boundary $\partial M$ or not, then for all sufficiently small $\varepsilon > 0$, the transformation $\mathcal{T}$ maps the connected component of
\[
\{(x) \mid P(x) > P(x^0) - \varepsilon \} \cap M
\]
surrounding $x^0$ into itself. Since these sets form a base for the neighborhoods about $x^0$, $\mathcal{T}$ can be extended to be continuous at $(x^0)$ by defining $\mathcal{T}(x^0) = x^0$.

Part C of Theorem 7 follows from the known inequalities for points in $M$ and standard limiting arguments.

Corollaries 1 and 2 to Theorem 7 are now direct applications of the above arguments.

We are grateful to the referee for some helpful comments and suggestions.
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