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Let $E$ be a locally convex space of temperate distributions and suppose that $u \in E$. We attempt to characterize the closed vector subspace of $E$ generated by the set of all distributions having the form $u(a_1x_1 + b_1, \ldots, a_nx_n + b_n)$ where $a_1, \ldots, a_n$, $b_1, \ldots, b_n$ are real numbers with $a_1, \ldots, a_n$ being nonzero. The characterization is effected in the case when the topology on $E$ satisfies certain conditions.

1. Notation. The underlying topological group in all our analysis is the additive group $\mathbb{R}^n$ with the usual topology. Addition and multiplication in $\mathbb{R}^n$, are defined component-wise, in the usual manner. We identify the Pontryagin character group of $\mathbb{R}^n$ with $\mathbb{R}^n$. Typical elements of $\mathbb{R}^n$ will be denoted by $x, y, \ldots$, or, when we are thinking of $\mathbb{R}^n$ as its own character group, by $\chi, \zeta, \ldots$. If $\chi \in \mathbb{R}^n$, then the bounded continuous character of $\mathbb{R}^n$ corresponding to $\chi$ is defined by

$$\exp \{-2\pi i (\chi_1 x_1 + \cdots + \chi_n x_n)\}.$$  

The ordinary Lebesgue measure on $\mathbb{R}^n$ is denoted by $dx$, or by $d\chi$ if we think of $\mathbb{R}^n$ as its own character group. With the identification expressed in (1.1), the Fourier Inversion Formula holds without any multiplicative constants.

Throughout, we adopt the usual conventions and notations of the calculus of $n$ variables; see, for example, Hörmander ([5], p. 4). If $x \in \mathbb{R}^n$, and $k \leq n$ is a positive integer, we write $x_k$ for the $k$-th component of $x$. If $\alpha$ is a multi-index, then the function $j^\alpha$ on $\mathbb{R}^n$ is defined by $j^\alpha(x) = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$ for all $x \in \mathbb{R}^n$.

$R^s$ will denote the set $\mathbb{R}^n \setminus \{x \in \mathbb{R}^n : x_k = 0 \text{ for some } k\}$.

Let $W$ be an open set in $\mathbb{R}^n$. We write $C^\infty(W)$ for the set of all complex valued functions which are defined in $W$ and are indefinitely differentiable there. $D(W)$ will denote the set of functions which are indefinitely differentiable and have compact support in $W$. The space of distributions with support in $W$ is denoted by $D'(W)$. For an account of these spaces, see Schwartz [6] and [7].

The space of rapidly decreasing indefinitely differentiable functions on $\mathbb{R}^n$ is designated by $S(\mathbb{R}^n)$. The topological dual $S'(\mathbb{R}^n)$ of $S(\mathbb{R}^n)$ is the space of temperate distributions on $\mathbb{R}^n$. We shall always assume that $S'(\mathbb{R}^n)$ is equipped with the strong topology $\beta(S', S)$.

Finally, let $\varphi \in D(\mathbb{R}^n)$ and suppose that $b \in \mathbb{R}^n$. Then the function $\varphi_b \in D(\mathbb{R}^n)$ defined by
\[ \varphi_b(x) = \varphi(x + b) \quad \text{for all } x \in \mathbb{R}^n \]
is called a translate of \( \varphi \). If \( a \in \mathbb{R}^n \), then the function \( \varphi^a \in D(\mathbb{R}^n) \) defined by
\[ \varphi^a(x) = \varphi(ax) \quad \text{for all } x \in \mathbb{R}^n \]
is called a dilation of \( \varphi \). For an arbitrary distribution \( u \in D'(\mathbb{R}^n) \), we define the dilation \( u^a \) and translate \( u_b \) of \( u \) by making use of the adjoints of the mappings \( \varphi \rightarrow \varphi^{-1} \) and \( \varphi \rightarrow \varphi_b \); we write \( u^a(\varphi) = |j(a)| u(\varphi^{-1}) \) and \( u_b(\varphi) = u(\varphi_b) \) for all \( \varphi \in D'(\mathbb{R}^n) \). It is easy to verify that if \( u \) is a function, then \( u^a \) and \( u_b \) are also functions; and that \( u^a(x) = u(ax) \) and \( u_b(x) = u(x + b) \) in this case. [The identification of a function with a distribution is made via the integral, in the usual way.] We notice that for any distribution \( u \), \( \text{supp } u^a = a^{-1} \cdot \text{supp } u \); and if \( u \) is a temperate distribution on \( \mathbb{R}^n \), then \( u^a \) is a temperate distribution and \( \hat{u}^a = |1/j(a)| \cdot \hat{u}^{-1} \). The last equality may be established by an easy computation, or by reference to equation (5.15.14) in Edwards [2].

A vector subspace \( F \) of \( D'(\mathbb{R}^n) \) is said to be dilation-invariant [resp. translation-invariant] if \( u^a \in F \) [\( u_b \in F \)] for all \( u \in F \) and all \( a \in \mathbb{R}^n \) [all \( b \in \mathbb{R}^n \)].

2. \( c \)-admissible spaces. In this section we shall define the distribution spaces which form the setting for our approximation problems. We shall only consider vector subspaces of \( S'(\mathbb{R}^n) \) which contain \( S(\mathbb{R}^n) \). To avoid repetition, it will always be understood that whenever we speak of a space of temperate distributions, we mean a vector subspace of \( S'(\mathbb{R}^n) \) which contains \( S(\mathbb{R}^n) \).

We begin by introducing a modified version of a definition which appears in Yoshinaga and Ogata [8].

**Definition 2.1.** (cf. Yoshinaga and Ogata [8], p. 17.) Suppose that \( E \) is a locally convex space of temperate distributions. We say that \( E \) is an admissible space if the following conditions are satisfied.

(i) \( S(\mathbb{R}^n) \) is dense in \( E \).

(ii) The injections \( S(\mathbb{R}^n) \rightarrow E \rightarrow S'(\mathbb{R}^n) \) are continuous.

**Remarks.** (1) It is easy to see that the topological dual \( E' \) of an admissible space \( E \) is [isomorphic to] a vector subspace of \( S'(\mathbb{R}^n) \) which contains \( S(\mathbb{R}^n) \); thus we can identify \( E' \) with a space of temperate distributions. If this identification is made in the obvious way, then

\[ \langle u, \varphi \rangle = u \ast \varphi(o) \quad \text{for all } u \in E \]
(2.2) \[ \langle \varphi, v \rangle = \varphi * v(o) \quad \text{for all } v \in E' \]
whenever \( \varphi \in \mathcal{S}(\mathbb{R}^n) \). [Here and elsewhere, \( \langle \cdot, \cdot \rangle \) denotes the bilinear form on \( E \times E' \) arising from the natural pairing of \( E \) and \( E' \).] In view of (2.2), the topology on \( E \) is necessarily Hausdorff.

(2) We also remark that if \( E \) is admissible according to Definition 2.1, then \( E \) is admissible in the sense of Yoshinaga and Ogata [8]. This is easily demonstrated if we notice that the injections \( D(\mathbb{R}^n) \rightarrow S(\mathbb{R}^n) \) and \( S'(\mathbb{R}^n) \rightarrow D'(\mathbb{R}^n) \) are continuous.

We shall need the following simple result about admissible spaces.

**Theorem 2.2.** (a) Let \( E \) be a translation-invariant admissible space. If for some \( b \in \mathbb{R}^n \) the mapping \( u \rightarrow u_b \) of \( E \) (with its usual topology) into \( E \) (with the weak topology \( \sigma(E, E') \)) is continuous, then \( v_b \in E' \) for all \( v \in E' \) and

\[ \langle u, v_b \rangle = \langle u_b, v \rangle \quad \text{for all } u \in E \text{ and all } v \in E'. \]

(b) Let \( E \) be a dilation-invariant admissible space. If for some \( a \in \mathbb{R}^n \) the mapping \( u \rightarrow u^a \) of \( E \) (with its usual topology) into \( E \) (with the weak topology \( \sigma(E, E') \)) is continuous, then \( v^{a-1} \in E' \) for all \( v \in E' \) and

\[ \langle u, v^{a-1} \rangle = |j(a)| \cdot \langle u^a, v \rangle \quad \text{for all } u \in E \text{ and all } v \in E'. \]

**Proof.** We shall prove (b); the proof (a) is similar. Suppose that the mapping \( u \rightarrow u^a \) is continuous for the stated topologies on \( E \). Let \( v \in E' \). Then the mapping \( u \rightarrow u^a \rightarrow |j(a)| \cdot \langle u^a, v \rangle \) defines a continuous linear functional on \( E \), and so is represented by an element \( w \in E' \). Now, if \( \varphi \in \mathcal{S}(\mathbb{R}^n) \), then in view of (2.2)

\[ \varphi * w(o) = \langle \varphi, w \rangle = |j(a)| \cdot \langle \varphi^a, v \rangle = |j(a)| \cdot \varphi^a * v(o) = \varphi * v^{a-1}(o) \]

the last equality being a consequence of the definition of \( v^{a-1} \). Therefore \( w = v^{a-1} \) as a temperate distribution, and so \( v^{a-1} \in E' \). Since \( v \in E' \) was arbitrary, the proof is complete.

**Definition 2.3.** Suppose that \( E \) is an admissible space. We say that \( E \) is \( c \)-admissible if it satisfies conditions (i)-(iii) below.

(i) \( E \) is translation-invariant.

(ii) For each \( x \in \mathbb{R}^n \), the mapping \( u \rightarrow u_x \) of \( E \) (with its usual topology) into \( E \) (with the weak topology \( \sigma(E, E') \)) is continuous.
(iii) For each \( u \in E \) and each \( v \in E' \), the mapping \( x \mapsto \langle u_x, v \rangle \) defines a continuous function which is a temperate distribution on \( \mathbb{R}^n \).

A \( c \)-admissible space which satisfies conditions ((iv)-(vi)) below is called a dilation space.

(iv) \( E \) is dilation-invariant.

(v) For each \( x \in \mathbb{R}^n \), the mapping \( u \mapsto u^x \) of \( E \) (with its usual topology) into \( E \) (with the weak topology \( \sigma(E, E') \)) is continuous.

(vi) For each \( u \in E \), the mapping \( x \mapsto u^x \) of \( \mathbb{R}^n \) into \( E \) is continuous for the \( \sigma(E, E') \) topology on \( E \).

Dilation spaces form the background against which we shall delineate our approximation problems. This is done in § 3. The remainder of this section is devoted to the derivation of results about \( c \)-admissible spaces which we shall need in what follows. Throughout the rest of this paper, if \( E \) is a \( c \)-admissible space and \( u \in E, v \in E' \), then \( u \circ v \) will denote the temperate distribution generated by the function \( x \mapsto \langle u_x, v \rangle \) \( (x \in \mathbb{R}^n) \), as in condition (iii) of Definition 2.3. If we consider \( u \circ v \) as a function, then \( u \circ v(x) = \langle u_x, v \rangle = \langle u, v_x \rangle \) (by Theorem 2.2 (a)).

**Theorem 2.4.** (a) If \( E \) is a \( c \)-admissible space, then \( E' \) is translation-invariant; moreover, for each \( b \in \mathbb{R}^n \)

\[
u \circ v_b = u_b \circ v = (u \circ v)_b \quad (u \in E, v \in E') .
\]

(b) If \( E \) is a dilation space, then \( E' \) is dilation-invariant; moreover, for each \( a \in \mathbb{R}^n \)

\[
u \circ v^{a^{-1}} = |j(a)| \cdot (u^a \circ v)^{a^{-1}} \quad (u \in E, v \in E') .
\]

**Proof.** We shall prove (b); a very similar argument will establish (a).

Assume that \( E \) is a dilation space. Then the dilation invariance of \( E' \) follows at once from Theorem 2.2 (b). Moreover, Theorem 2.2 (b) implies that if \( a \in \mathbb{R}^n \), then for all \( x \in \mathbb{R}^n \)

\[
u \circ v^{a^{-1}}(x) = \langle u_x, v^{a^{-1}} \rangle
\]

\[
= |j(a)| \cdot \langle (u^a)_x, v \rangle
\]

\[
= |j(a)| \cdot \langle (u^a)_a^{-1}x, v \rangle
\]

\[
= |j(a)| \cdot u^a \circ v(a^{-1}x)
\]

\[
= |j(a)| \cdot (u^a \circ v)^{a^{-1}}(x)
\]

which is the result we set out to establish.

**Theorem 2.5.** Let \( E \) be a barrelled \( c \)-admissible space. Then for each \( v \in E' \), the mapping \( u \mapsto u \circ v \) of \( E \) into \( S'(\mathbb{R}^n) \) is continuous.
Proof. In view of the fact that $E$ is barrelled and $S'(R^n)$ is $B_r$-complete (Edwards [2], Proposition 8.10.7), the proof of Theorem 2.5 will be complete if we succeed in showing that the graph of the mapping $u \to u \circ v$ is closed in $E \times S'(R^n)$; see Edwards [2], Theorem 8.9.4 and the first remark following it.

Thus, assume that $u \in E$, $w \in S'(R^n)$ and $(u_i)$ is a net in $E$ such that $\lim_i u_i = u$ in $E$ and $\lim_i u_i \circ v = w$ in $S'(R^n)$. We have to show that $u \circ v = w$.

We first observe that condition (ii) in Definition 2.3 and Theorem 2.2 (a) together imply that the mapping $x \to v_x$ of $R^n$ into $E'$ is continuous for the weak topology on $E'$. Therefore, if $K \subset R^n$ is compact, then the set $\{v_x : x \in K\}$ is a weakly compact, and hence weakly bounded, subset of $E'$. Since $E$ is barrelled, reference to Edwards [2], Theorem 7.1.1 (b), assures us that the set $\{v_x : x \in K\}$ is equicontinuous. In view of the remark on p. 504 (third paragraph) of Edwards [2], we now infer that

$$\lim_i u_i \circ v(x) = \lim_i \langle u_i, v_x \rangle$$
$$= \langle u, v_x \rangle$$
$$= u \circ v(x)$$

uniformly for $x \in K$. The arbitrary nature of the compact set $K \subset R^n$ leads us to the conclusion that $\lim_i u_i \circ v = u \circ v$ uniformly on compact sets.

Now suppose that $\varphi \in D(R^n)$. If we keep in mind the remarks made above, it is easy to see that

$$u \circ v(\varphi) = \int_{R^n} u \circ v(x) \varphi(-x) dx$$
$$= \lim_i \int_{R^n} u_i \circ v(x) \varphi(-x) dx$$
$$= \lim_i u_i \circ v(\varphi)$$
$$= w(\varphi)$$

since $\lim_i u_i \circ v = w$ in $S'(R^n)$. Thus $u \circ v = w$ and so the graph of the mapping $u \to u \circ v$ is closed, as we wished to show.

In § 4, we shall make repeated use of the following result, which is a simple consequence of Theorem 2.5.

**Theorem 2.6.** Let $E$ be a barrelled $c$-admissible space. Then $E'$ is a module over $S(R^n)$ with respect to convolution. Moreover, if $\varphi \in S(R^n)$, then

$$(u \circ v) * \varphi = u \circ (v * \varphi)$$

for all $u \in E$ and all $v \in E'$. 
Proof. Suppose that $v \in E'$ and that $\phi \in S(R^n)$. By Theorem 2.5, the mapping $u \in E \rightarrow u \odot v \in S'(R^n) \rightarrow (u \odot v) \ast \phi(o)$ defines a continuous linear functional on $E$. This mapping is therefore represented by an element $w \in E$; thus

\[
\langle u, w \rangle = (u \odot v) \ast \phi(o) \quad \text{for all } u \in E.
\]

Next we notice that if $\psi \in S(R^n)$, then $\psi \odot v = \psi \ast v$; this is easily verified if we bear in mind relation (2.2). Therefore, for each $\psi \in S(R^n)$ we have

\[
\psi \ast w(o) = \langle \psi, w \rangle \\
= (\psi \odot v) \ast \phi(o) \\
= \psi \ast v \ast \phi(o).
\]

This entails that $w = v \ast \phi$ as a temperate distribution; whence $v \ast \phi \in E'$. Since $v \in E'$ and $\phi \in S(R^n)$, where arbitrarily chosen, we infer that $E'$ is a module over $S(R^n)$.

To complete the proof, notice that (2.3) can now be written as

\[
\langle u, v \ast \phi \rangle = (u \odot v) \ast \phi(o) \quad \text{for all } u \in E.
\]

Using (2.4) and Theorem 2.4 (a), we deduce that for $x \in R^n$

\[
(u \odot v) \ast \phi(x) = (u \odot v) \ast \phi_x(o) \\
= (u_x \odot v) \ast \phi(o) \\
= \langle u_x, v \ast \phi \rangle \\
= u \ast (v \ast \phi)(x)
\]

which is the required identity.

We end this section with the following theorem, which is of some interest. The convolution to which we refer is defined in Chevalley [1].

**Theorem 2.7.** Let $E$ be a barrelled dilation space and suppose that $v \in E'$ is such that $u \ast v$ is defined (in Chevalley's sense) for each $u \in E$ and is a temperate distribution on $R^n$. Then $u \odot v = u \ast v$ for each $u \in E$.

*Proof.* If $v$ has the stated property, then Theorem 3 (2) and Theorem 2 (2) in Yoshinaga and Ogata [8] together imply that the mapping $u \rightarrow u \ast v$ of $E$ into $S'(R^n)$ is continuous. According to Theorem 2.5, the mapping $u \rightarrow u \odot v$ of $E$ into $S'(R^n)$ is also continuous. Since these two mappings coincide (because of (2.2)) of the dense subset $S(R^n)$ of $E$, they are identical.
3. Statement of the problem. Let $E$ be a dilation space and suppose that $u \in E$. We denote by $T[u]$ the closed vector subspace of $E$ generated by the set of distributions $\{(u^a_b) : a \in \mathbb{R}, b \in \mathbb{R}^n\}$. In this paper, we shall be concerned with the task of characterizing $T[u]$ in the case when the topology on $E$ is barrelled.

REMARKS. (1) We make the observation that if $E$ is a semi-reflexive dilation space, then $E'$ is a barrelled dilation space when equipped with its strong topology $\beta(E', E)$. The fact that $E'$ is barrelled is stated in Theorem 8.4.3, in Edwards [2]. If we remember that $S(\mathbb{R}^n)$ is reflexive, then the continuity of the injections $S(\mathbb{R}^n) \to E' \to S'(\mathbb{R}^n)$ is seen to follow from Proposition 8.6.5, in Edwards [2]; this is true whether $E$ is semireflexive or not. The semireflexivity of $E$ together with relation (2.1) ensure that $S(\mathbb{R}^n)$ is dense in $E'$. Thus $E'$ is admissible. The verification of conditions (i)-(vi) in Definition 2.3 is trivial. We refer to Proposition 8.6.5, Edwards [2] and Theorem 2.2 to assure ourselves that (ii) and (v) hold; and the remaining conditions follow from Theorem 2.2.

(2) Suppose that $E$ is a dilation space, $u \in E$; and that $A$ is a dense subset of $\mathbb{R}^\delta$ and $B$ is a dense subset of $\mathbb{R}^\alpha$. Then the closed vector subspace of $E$ generated by the set of distributions

$$\{(u^a_b) : a \in A, b \in B\}$$

coincides with $T[u]$. This is a consequence of the Hahn-Banach theorem, in view of the separate continuity of the map $(x, y) \to (u^a_y)$ of $\mathbb{R}^\delta \times \mathbb{R}^\alpha$ into $E$ for the weak topology on $E$.

4. A preliminary lemma. Consider any function $\varphi \in D(\mathbb{R}^\alpha)$. Then if $x \in \mathbb{R}^\delta$, it is clear that $\varphi^{x-1} \in D(\mathbb{R}^\delta)$. If $u$ is any distribution on $\mathbb{R}^\alpha$, we define a function $u \nabla \varphi$ on $\mathbb{R}^\delta$ by

$$u \nabla \varphi(x) = u \ast \varphi^{x-1}(o) \quad \text{for all } x \in \mathbb{R}^\delta.$$ 

Lemma 3.1 in Harasymiv [4] states that $u \nabla \varphi \in C^\infty(\mathbb{R}^\delta)$; and it is easily shown by induction that for each multi-index $\alpha$

$$D^\alpha(u \nabla \varphi) = (1/j\alpha) \sum_{\alpha \in \beta} c_\beta \cdot u \nabla (j^\beta D^\beta \varphi)$$

(4.1)

where the $c_\beta$ are constants depending only on $\alpha$ and $\beta$.

We shall prove the following result.

**Lemma 4.1.** Let $E$ be a barrelled dilation space. Suppose that $u \in E$, $v \in E'$, $\varphi \in D(\mathbb{R}^\delta)$, $\psi \in D(\mathbb{R}^\delta)$ and $\eta \in S(\mathbb{R}^\alpha)$. Then
Proof. Let \( u \in E \). Then we can extract a net \((k_\lambda)\) from \( S(\mathbb{R}^n)\) such that
\[
\lim_{\lambda} k_\lambda = u \text{ in } E.
\]

We first show that if \( \varphi \in D(\mathbb{R}^n) \) and \( \psi \in D(\mathbb{R}^n) \), then
\[
\lim_{\lambda} \hat{k}_\lambda \varphi = \hat{u} \varphi \text{ in } D(\mathbb{R}^n).
\]

To do this, we argue as follows. Let \( \alpha \) be any multi-index. The Leibnitz formula for differentiation shows that \( D^\alpha[(\hat{k}_\lambda - \hat{u}) \varphi \psi] \) is a sum of terms of the form \( a_\beta \cdot D^\beta[(\hat{k}_\lambda - \hat{u}) \varphi \psi] \) where \( a_\beta \) are constants depending only on \( \alpha \) and \( \beta \) and the summation is carried out over all multi-indices \( \beta \leq \alpha \). Therefore the validity of (4.4) will be established if we show that for each multi-index \( \alpha \)
\[
\lim_{\lambda} D^\alpha[(\hat{k}_\lambda - \hat{u}) \varphi] = 0 \text{ uniformly on } \text{supp } \psi.
\]

Now, if \( \alpha \) is any multi-index, then by relation (4.1)
\[
D^\alpha[(\hat{k}_\lambda - \hat{u}) \varphi] = (1/j^\alpha) \sum_{\beta \leq \alpha} c_\beta \cdot (\hat{k}_\lambda - \hat{u}) \varphi j^\beta D^\beta \varphi
\]
where the \( c_\beta \) are constants depending only on \( \alpha \) and \( \beta \). Since \( j \) is bounded away from zero on \( \text{supp } \psi \), it will suffice, in order to establish (4.5), to show that for each function \( \eta \in D(\mathbb{R}^n) \),
\[
\lim_{\lambda} (\hat{k}_\lambda - \hat{u}) \eta = 0 \text{ uniformly on compact sets}.
\]

Thus, suppose that \( \eta \in D(\mathbb{R}^n) \) and let \( K \) be a compact subset of \( \mathbb{R}^n \). By virtue of the fact that the mapping \( x \mapsto \hat{\eta}^x \) of \( \mathbb{R}^n \) into \( E' \) is continuous for the weak topology on \( E' \) (by Definition 2.3 and Theorem 2.2 (b)), the set \( \{ \hat{\eta}^x : x \in K \} \) is weakly compact, and therefore weakly bounded in \( E' \). Since \( E \) is barrelled, this entails that \( \{ \hat{\eta}^x : x \in K \} \) is an equicontinuous subset of \( E' \) (Edwards [2], Theorem 7.1.1 (b)). Secondly, we notice that if \( A = \sup \{|1/j(x)| : x \in K\} \) (observe that \( A < \infty \)) then for each \( x \in K \) we have
\[
| (\hat{k}_\lambda - \hat{u}) \eta(x) | = | (\hat{k}_\lambda - \hat{u}) \eta^s(x) | = | (\hat{k}_\lambda - \hat{u})(\eta^s) | = | (k_\lambda - u)(\eta^s) | = | 1/j(x) | \cdot | (k_\lambda - u) \eta^s | \leq A \cdot |k_\lambda - u; \hat{\eta}^s|.
\]
In view of the above facts and relation (4.3), we infer (Edwards [2], p. 504, third paragraph) that
\[
\lim_{\lambda} (\kappa_{\lambda} - \hat{u}) \nabla \gamma(x) = 0 \text{ uniformly for } x \in K.
\]

Since \( \gamma \) and \( K \) were arbitrarily chosen, we have established (4.6), whence (4.4) follows.

Using (4.4), we see that if \( v \in E' \), then for each \( \psi \in D(R^n) \) and each \( \gamma \in S(R^n) \) we have
\[
\hat{u} \nabla \varphi \cdot \hat{\gamma} \cdot \hat{\psi} = \hat{\gamma} \cdot \hat{\psi}(\hat{u} \nabla \varphi \cdot \psi)
\]
(4.7)
\[
= \lim_{\lambda} \hat{\gamma} \cdot \hat{\psi}(\kappa_{\lambda} \nabla \varphi \cdot \psi)
\]
\[
= \lim_{\lambda} \gamma \ast v(\kappa_{\lambda} \nabla \varphi \cdot \psi).
\]

Now, if \( x \in R^n \), then
\[
\kappa_{\lambda} \nabla \varphi \cdot \psi(x) = \int_{R^n} \exp(-2\pi i x \cdot \chi) \kappa_{\lambda} \nabla \varphi(\chi) \psi(\chi) d\chi
\]
\[
= \int_{R^n} \exp(-2\pi i x \cdot \chi) \psi(\chi) \left\{ \int_{R^n} \kappa_{\lambda}(\xi) \varphi(-\xi/\lambda) d\xi \right\} d\chi
\]
\[
= \int_{R^n} \exp(-2\pi i x \cdot \chi) \psi(\chi) \left\{ \int_{R^n} \kappa_{\lambda}(\chi \xi) \varphi(-\xi) \cdot \hat{j}(\chi) | d\xi \right\} d\chi
\]
(4.8)
\[
= \int_{R^n} \varphi(-\xi) \left\{ \int_{R^n} \exp(-2\pi i x \cdot \chi) \cdot \hat{j}(\chi) \cdot \psi(\chi) \cdot \kappa_{\lambda}(\chi) d\chi \right\} d\xi
\]
\[
= \int_{R^n} \varphi(-\xi) \left\{ \int_{R^n} \exp(-2\pi i x \cdot \chi) \cdot \hat{j}(\chi) \cdot \psi(\chi) \cdot \kappa_{\lambda}(\chi) d\chi \right\} d\xi
\]
\[
= \int_{R^n} \varphi(-\xi) \left\{ \int_{R^n} \exp(-2\pi i x \cdot \chi) \cdot \hat{j}(\chi) \cdot \psi(\chi) \cdot \kappa_{\lambda}(\chi) d\chi \right\} d\xi
\]

Combining relations (4.7) and (4.8), we see that
\[
\hat{u} \nabla \varphi \cdot \hat{\gamma} \cdot \hat{\psi}(\psi) = \lim_{\lambda} \int_{R^n} \gamma \ast v(x) \left\{ \kappa_{\lambda} \nabla \varphi \cdot \psi \right\} (-x) dx
\]
\[
= \lim_{\lambda} \int_{R^n} \gamma \ast v(x) \left\{ \int_{R^n} \varphi(y) | \hat{j}(y) || \hat{j} \ast \psi \ast k_{\lambda}^{-1}(-x) dy \right\} dx
\]
(4.9)
\[
= \lim_{\lambda} \int_{R^n} \varphi(y) | \hat{j}(y) || \hat{j} \ast \psi \ast k_{\lambda}^{-1} \ast v(o) dy
\]
\[
= \lim_{\lambda} \int_{R^n} \varphi(y) \cdot k_{\lambda} \ast (| \hat{j} \ast \psi \ast \eta \ast v(o) | o) dy
\]

the last equality being a consequence of Theorem 2.4 (b) and relation (2.2), since \( E' \) is a module over \( S(R^n) \) (by Theorem 2.6). Now, \( \text{supp} \varphi \) is compact. Therefore, since for each \( w \in E' \) the mapping \( x \rightarrow w^* \) of
$R^s$ into $E'$ is continuous for the weak topology on $E'$ (by Theorem 2.2 (b) and Definition 2.3), the set \{($\overline{j\psi\eta v}$): $y \in \text{supp } \varphi$\} is weakly compact and hence weakly bounded in $E'$. This set is therefore an equicontinuous subset of $E'$ (Edwards [2], Theorem 7.1.1 (b)) and so (by the remark in Edwards [2], p. 504, third paragraph, and relation (2.1))

$$\lim_{k\to\infty} k^* (|j| \psi \eta v)^* (o) = \lim_{k\to\infty} \langle k^*, (|j| \psi \eta v)^* \rangle$$

$$= \langle u, (|j| \psi \eta v)^* \rangle$$

$$= |1/j(y)| \cdot \langle u^{y-1}, |j| \psi \eta v \rangle$$

uniformly for $y \in \text{supp } \varphi$. Using this in (4.9), we deduce that

$$\hat{u} \triangledown \varphi \cdot \hat{\eta} \cdot \hat{\varphi} (\hat{\psi}) = \int_{\mathbb{R}^n} \varphi(y)/|j(y)| \langle u^{y-1}, |j| \psi \eta v \rangle dy$$

$$= \int_{\mathbb{R}^n} \varphi(y)/|j(y)| u^{y-1} \circ (|j| \psi \eta v)(o) dy$$

$$= \int_{\mathbb{R}^n} \varphi(y)/|j(y)| \cdot |j| \psi \eta v^{y-1} \circ v(o) dy$$

the last equality following from Theorem 2.6. This completes the proof of Lemma 4.1.

**Corollary.** Let $E$ be a barrelled dilation space. Suppose that $u \in E$ and $v \in E'$ are such that $u^a \circ v = 0$ for all $a \in R^s$. Then for each $\varphi \in D(R^s)$ and each $\eta \in S(R^n)$, $\hat{u} \triangledown \varphi \cdot \hat{\eta} \cdot \hat{\varphi} = 0$ on $R^s$.

5. The main result. The result in the preceding section enables us to prove the following theorem.

**Theorem 5.1.** Let $E$ be a barrelled dilation space with the following property:

(i) If $v \in E'$ and $\text{supp } \hat{v} \cap R^s = \emptyset$, then $v = 0$.

Then for each $u \in E$ such that

(ii) $\text{supp } \hat{u} \cap R^s \neq \emptyset$

we have $T[u] = E$.

**Proof.** We first notice that if $u \in E$ is such that (ii) holds, then since $\text{supp } \hat{u} = a$. supp $\hat{u}$, we have

$$R^s \subset \bigcup \{\text{supp } \hat{u}^a: a \in R^s\}.$$  

(5.1)

Now let $v \in E'$ be such that

$$\langle (u_b)^a, v \rangle = 0 \text{ for all } a \in R^s \text{ and all } b \in R^s.$$  

(5.2)
We shall show that (5.2) implies that supp $\hat{v} \cap R^4 = \emptyset$. Condition (ii) in the statement of Theorem 5.1 will then entail that $v = 0$; and an application of the Hahn-Banach theorem will complete the proof.

Thus, suppose that $\chi \in R^4$. By virtue of (5.1), there exists $c \in R^4$ such that $\chi \in \text{supp } \hat{u}^c$. Choose a relatively compact neighbourhood $W$ of $\chi$ such that $\hat{W} \subset R^4$, and a function $\varphi \in S(R^n)$ such that $\hat{\varphi} = 1$ on $\hat{W}$. Next we notice that since $\chi \in \text{supp } \hat{u}^c$, there exists $\varphi \in D(W)$ such that $\hat{u}^c(\varphi) \neq 0$; that is $\hat{u}^c \varphi^{x^{-1}}(\chi) \neq 0$. Now $\hat{u}^c \varphi$ is indefinitely differentiable on $R^4$; whence (because of (5.3)) we infer that $\hat{u}^c \varphi$ is bounded away from zero on some neighborhood $V \subset W$ of $\chi$. Therefore there exists a function $f \in C^\infty(R^4)$ such that $f \cdot \hat{u}^c \varphi = 1$ on $V$.

We can now show that supp $\hat{v} \cap R^4 = \emptyset$ if $v \in E'$ satisfies (5.2). It is immediate that if (5.2) holds then $u^a \circ v = 0$ for all $a \in R^4$. In view of the choice of the functions $\eta$ and $f$ above, we have for each $\psi \in D(V)$

$$\hat{v}(\psi) = \hat{v}(f \cdot \hat{u}^c \varphi^{x^{-1}} \cdot \hat{\eta} \psi)$$

$$= \hat{u}^c \varphi^{x^{-1}} \cdot \hat{\eta} \cdot \hat{v}(f \psi)$$

$$= 0$$

since $\hat{u}^c \varphi^{x^{-1}} \cdot \hat{\eta} \cdot \hat{v} = 0$ on $R^4$, by the corollary to Lemma 4.1. Hence we infer that $\hat{v} = 0$ on $V$, and so $\chi \in \text{supp } \hat{v}$. Since $\chi \in R^4$ was arbitrarily chosen, it follows that supp $\hat{v} \cap R^4 = \emptyset$.

Theorem 5.1 has the following corollary.

**Theorem 5.2.** Let $E$ be a barrelled dilation space with the following properties:

(i) $u^* \varphi \in C_0(R^n)$ for all $u \in E$ and all $\varphi \in D(R^n)$.

(ii) $v^* \varphi \in C_0(R^n)$ for all $v \in E'$ and all $\varphi \in D(R^n)$.

Then for each $u \in E$, $u \neq 0$, it is true that $T[u] = E$.

**Proof.** Suppose that $v \in E'$ and that supp $\hat{v} \cap R^4 = \emptyset$. Then supp $\hat{v} \cdot \hat{v} \cap R^4 = \emptyset$ for each $\varphi \in D(R^n)$. In view of condition (ii) above we may argue as in the proof of Theorem 4.2 in Edwards [3] and deduce that $\varphi^{x} v = 0$ for all $\varphi \in D(R^n)$. It now follows that $v = 0$ and so condition (i) of Theorem 5.1 is satisfied. Similarly, condition (i) of Theorem 5.2 entails that supp $\hat{u} \cap R^4 \neq \emptyset$ for each nonzero $u \in E$. Now apply Theorem 5.1.

The spaces $C_0(R^n)$ (with the uniform norm topology), $L^b(R^n)$, $1 \leq p < \infty$ (with the norm topology), $D_{L^p}$ and $D'_{L^p}$, $1 \leq p < \infty$ (see Schwartz [7]) are some obvious examples of barrelled dilation spaces which satisfy conditions (i) and (ii) in Theorem 5.2. Theorem 1 in Harasymiv [4] is a particular case of Theorem 5.2 above.
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