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On the basis of empirical evidence for \( n = 2, 3, 4, \) and 5, Golomb has conjectured that the degree of every irreducible factor of

\[
F(x) = x^{2^n+1} + x^{2^n-1} + 1
\]

over \( GF(2) \) divides \( 6(n - 1) \). We prove the stronger result that the degree of every irreducible factor of \( F(x) \) divides either \( 2(n - 1) \) or \( 3(n - 1) \), but not \( n - 1 \).

It follows from this that \( F(x) = F_1(x)F_2(x) \), where the degrees of the irreducible factors of \( F_1(x) \) divide \( 2(n - 1) \), and the degrees of the irreducible factors of \( F_2(x) \) divide \( 3(n - 1) \). The polynomials \( F_1(x) \) and \( F_2(x) \) have a number of interesting properties that we discovered for small values of \( n \) by computer runs, and that later we were able to prove for arbitrary values of \( n \). It is noteworthy that not only were these properties suggested by computer runs, but the central ideas of their proof were also suggested by these runs. The key lemma in our study of \( F_1(x) \) and \( F_2(x) \) was actually discovered for \( n = 2, 4, \) and 6 by machine. It was then not difficult to prove it for arbitrary \( n \).

1. A proof of Golomb’s conjecture. In this paper all polynomials are over \( GF(2) \).

Let \( n \) be an integer, \( n \geq 2 \), and set \( r = 2^{n-1} \). The polynomial we are interested in is

\[
F(x) = x^{2^r+1} + x^{r-1} + 1.
\]

Set

\[
K = GF(r), \quad L = GF(r^2), \quad M = GF(r^3).
\]

**Theorem 1.** Let \( \alpha \) be a root of \( F(x) \). Then \( \alpha \in K \) and either \( \alpha \in L \) or \( \alpha^{2^2+r+1} = 1 \).

**Proof.** Suppose \( \alpha \) is in \( K \). Then \( \alpha^{-1} = 1 \) and

\[
0 = F(\alpha) = \alpha^{2^{r+1}},
\]

which is impossible. Hence \( \alpha \) is not in \( K \). Next we observe that

\[
F(x^r) + x^{r^2-r}F(x) = (x^{r^2-1} + 1)(x^{r^2+r+1} + 1).
\]
The identity (1) is readily verified by expanding both sides. Since $r$ is a power of 2, we have $F(x) | F(x^r)$ so that
\[ F(x) | (x^{r^2-1} + 1)(x^{r^2+r+1} + 1). \]
Therefore, either $\alpha^{r^2-1} = 1$, in which case $\alpha \in L$, or $\alpha^{r^2+r+1} = 1$.

Since $r^2 + r + 1$ is a factor of $r^3 - 1$ it follows from Theorem 1 that any root $\alpha$ of $F(x)$ lies in either $L$ or $M$, but not in $K$. This implies that the degree of every irreducible factor of $F(x)$ divides either $2(n - 1)$ or $3(n - 1)$, but not $n - 1$. Thus, Theorem 1 implies the truth of Golomb's conjecture.

2. The polynomial $G(x)$. We can obtain more information about the roots of $F(x)$ by studying the closely related polynomial
\[ G(x) = (x^r + x^{r-1} + 1)(x^{r+1} + x + 1). \]

We begin by observing that the following identity holds:
\[ (x^{2r+1} + 1)F(x^{2r}) + \alpha > 2r(r - 1) \tau (\alpha_0 = G(\#2r+1)). \]

The identity (2) is readily verified by expanding both sides.

**Lemma 1.** If $\alpha$ is a root of $F(x)$, then $\alpha^{2r+1}$ is root of $G(x)$.

**Proof.** Since $r$ is a power of 2, we have $F(x) | F(x^r)$. Hence (2) gives us $F(x) | G(x^{2r+1})$. Therefore $F(\alpha) = 0$ implies that $G(\alpha^{2r+1}) = 0$, which proves the lemma.

Set $G_1(x) = x^r + x^{r-1} + 1$ and $G_2(x) = x^{r+1} + x + 1$, so that $G(x) = G_1(x)G_2(x)$. Let $H(x)$ be the polynomial whose roots are the inverses of the roots of $G_1(x)$. Thus $H(x) = x^r + x + 1$. It is known\(^1\) that the roots of $H(x)$ lie in the field $L$, but not in $K$, and the roots of $G_2(x)$ lie in $M$. This is easily seen by looking at the effect of the automorphism $\sigma$ given by $\sigma \omega = \omega^r$ for all $\omega$ in the splitting field of $G(x)$. Thus if $\beta$ is a root of $H(x)$, then $\sigma \beta = \beta + 1$, so that $\sigma^2 \beta = \beta$, $\alpha \beta \neq \beta$. This implies that $\beta$ lies in $L$ but not in $K$. On the other hand, if $\beta$ is a root of $G_2(x)$, then $\sigma \beta = 1 + \beta^{-1}$, $\sigma^2 \beta = (1 + \beta)^{-1}$, and $\sigma^3 \beta = \beta$, which implies that $\beta$ lies in $M$. It follows that the roots of $G_1(x)$ lie in $L$ but not in $K$, and that $G_1(x)$ and $G_2(x)$ have no common roots.

Since the trinomial $x^a + x^b + 1$ has multiple roots if and only if $a$ and $b$ are both even, we see that $G_1(x)$ and $G_2(x)$ do not have multiple roots. Hence $G(x)$ does not have multiple roots. Moreover $F(x)$ does not have multiple roots.

---

\(^1\) These results have been credited to J. Riordan. See [1, p. 93].
LEMMA 2. Let $\alpha$ be a root of $F(x)$ and let $\beta = \alpha^{2r+1}$. If $\beta$ is a root of $G_1(x)$, then $\alpha$ lies in $L$. If $\beta$ is a root of $G_2(x)$, then $\alpha^{2^r+1} = 1$ and $\alpha$ lies in $M$.

Proof. We have

$$0 = F(\alpha) = \beta + \alpha^{r-1} + 1,$$

so that

$$1 + \beta = \alpha^{r-1}.$$

Suppose first $\beta$ is a root of $G_1(x)$. Then

$$1 = \beta^{r-1}(\beta + 1) = \alpha^{(2r+1)(r-1)+r-1} = \alpha^{(2^r+2)(r-1)}.$$

Hence

$$1 = \alpha^{(r^2+1)(r-1)} = \alpha^{r^2-1},$$

so that $\alpha \in GF(r^2) = L$.

On the other hand, suppose that $\beta$ is a root of $G_2(x)$. Then

$$\alpha^{r-1} = 1 + \beta = \beta^{r+1} = \alpha^{(2r+1)(r+1)}.$$ 

Therefore

$$\alpha^{2^r+2r+2} = 1,$$

or

$$\alpha^{r^2+r+1} = 1.$$ 

Since $r^2 + r + 1$ divides $r^3 - 1$, we have

$$\alpha \in GF(r^2) = M,$$

and the proof is complete.

We note that Lemmas 1 and 2 imply Golomb’s conjecture. This gives us a second, but longer, proof of his conjecture—one whose main idea was suggested by computer results.

3. The polynomials $F_1(x)$ and $F_2(x)$. By Theorem 1 we can write

$$F(x) = F_1(x)F_2(x),$$

where every root of $F_1(x)$ lies in $L$ but not in $K$, and every root of $F_2(x)$ lies in $M$ but not in $K$. Since $L \cap M = K$ the factors $F_1(x)$ and $F_2(x)$ are uniquely determined. If $\alpha$ is a root of $F_1(x)$, then $\alpha^{2^r+1}$ is a root of $G_1(x)$. If $\alpha$ is a root of $F_2(x)$, then $\alpha^{2^r+1}$ is a root of $G_2(x)$. 

The degree of every irreducible factor of $F(x)$ divides $2(n - 1)$, but not $n - 1$. The degree of every irreducible factor of $F_3(x)$ divides $3(n - 1)$ but not $n - 1$.

For $2 \leq n \leq 18$, our computer results showed that

\[
\text{degree of } F_i(x) = \begin{cases} 
    r & \text{if } n \text{ is even}, \\
    r - (-2)^{3(n+1)} & \text{if } n \text{ is odd}.
\end{cases}
\]

In this section we will prove that (3) holds for all $n \geq 2$. We use the following characterization of the roots of $F_i(x)$:

**Lemma 3.** An element $\alpha$ of $L$ is a root of $F_i(x)$ if and only if $\alpha^{2r+1}$ is a root of $G_i(x)$.

**Proof.** It has already been shown that if $\alpha$ is a root of $F_i(x)$, then $\alpha^{2r+1}$ is a root of $G_i(x)$. Now let $\alpha$ be an element of $L$, set $\beta = \alpha^{2r+1}$, and suppose that $\beta$ is a root of $G_i(x)$. Since $\alpha^{2r-1} = 1$ we have $(\alpha\beta)^{r-1} = 1$. Therefore

\[
\beta^{r-1}F(\alpha) = \beta^{r-1}(\beta + \alpha^{r-1} + 1) = \beta^r + 1 + \beta^{r-1} = 0,
\]

so that $\alpha$ is a root of $F(x)$. Since $\alpha \in L$, it follows that $\alpha$ is a root of $F_i(x)$.

Similarly it may be shown that an element $\alpha$ of $M$ such that

\[
\alpha^{2r+1} = 1
\]

is a root of $F_i(x)$ if and only if $\alpha^{2r+1}$ is a root of $G_2(x)$.

**Lemma 4.** Let $\beta$ be a nonzero element of $L$, and let $R(\beta)$ denote the number of elements $\alpha$ in $L$ such that $\alpha^{2r+1} = \beta$. Then

\[
R(\beta) = \begin{cases} 
    1 & \text{if } n \text{ is even}, \\
    3 & \text{if } n \text{ is odd and } \beta \text{ is a cube in } L, \\
    0 & \text{otherwise}.
\end{cases}
\]

**Proof.** Any common divisor of $2r + 1$ and $r^2 - 1$ must divide

\[
(2r - 1)(2r + 1) - 4(r^2 - 1) = 3.
\]

Since $r = 2^{n-1}$, it follows that the greatest common divisor of $2r + 1$ and $r^2 - 1$ is 1 if $n$ is even and is 3 if $n$ is odd.

Since $r^2 - 1$ is the order of the multiplicative group of $L$, and since this group is cyclic, the result (4) follows at once.

**Theorem 2.** Suppose $n$ is even. Then the degree of $F_i(x)$ is $r$
and the degree of $F_2(x)$ is $r + 1$.

**Proof.** It follows from Lemmas 3 and 4 that $F_t(x)$ and $G_t(x)$ have the same degree. Therefore, the degree of $F_t(x)$ is $r$. Since $F(x) = F_t(x)F_2(x)$ and the degree of $F(x)$ is $2r + 1$, the degree of $F_2(x)$ is $r + 1$.

For $n$ odd the situation is clearly more complicated.

**Theorem 3.** Suppose $n$ is odd. Then the degree of $F_t(x)$ is $r - (-2)^{\frac{n}{3}(n+1)}$ and the degree of $F_2(x)$ is

$$((-2)^{\frac{n}{3}(n-1)} - 1)^2.$$  

**Proof.** Let $f_t$ denote the degree of $F_t(x)$. By Lemmas 3 and 4, $f_t$ is three times the number of roots $\beta$ of $G_t(x)$ that are cubes in $L$. Replacing $\beta$ by $\beta^{-1}$ we see that $f_t$ is three times the number of roots of $H(x)$ that are cubes in $L$, where $H(x) = x^r + x + 1$ as before.

Let $\sigma$ again be the automorphism such that $\sigma \omega = \omega^r$ for all $\omega$ in $L$. Let $\beta$ be a root of $H(x)$. Then $\sigma \beta = \beta + 1$. Set $\lambda = \beta(\beta + 1)$. Then

$$\lambda = \beta \sigma \beta = \beta^{1+r},$$

which is an element of $K$. Moreover $\beta$ is a cube in $L$ if and only if $\lambda$ is a cube in $K$. Since $x^2 + x = \lambda$ has only two roots, we see that $\lambda$ is not of the form $\tau(\tau + 1)$ with $\tau$ in $K$. Conversely, let $\lambda$ be an element of $K$ that is not of the form $\tau(\tau + 1)$ with $\tau$ in $K$. Let $\beta$ be one of the two roots of

$$(5) \quad x^2 + x = \lambda.$$

Since $\sigma \lambda = \lambda$, it follows that $\sigma \beta$ is also a root of (5). Now the roots of (5) are $\beta$ and $\beta + 1$. Furthermore $\beta$ is not in $K$ so that $\sigma \beta \neq \beta$. Therefore

$$\beta + 1 = \sigma \beta = \beta^r,$$

and $\beta$ is a root of $H(x)$. Thus, every cube $\lambda$ in $K$, not of the form $\tau(\tau + 1)$ with $\tau$ in $K$, corresponds to exactly two roots of $H(x)$ that are cubes in $L$. Hence $f_t = 6N$, where $N$ is the number of cubes of $K$ that are not of the form $\tau(\tau + 1)$ with $\tau$ in $K$. Since the number of nonzero cubes in $K$ is $(r - 1)/3$ we have

$$N + N_0 = (r - 1)/3$$

where $N_0$ is the number of nonzero cubes in $K$ that are of the form $\tau(\tau + 1)$ with $\tau$ in $K$. We will calculate $N_0$ by means of cubic cyclo-
Cyclotomic numbers. Let $g$ be a generator of the multiplicative group of $\mathbb{Z}/N\mathbb{Z}$, where $N$ is a positive integer. The cubic cyclotomic number $(i,j)$ is defined to be the number of solutions $t,u$ of

$$1 + g^{i+3t} = g^{j+3u}, \quad 0 \leq t, u < (r - 1)/3.$$ 

Setting $\tau = g^{i+3t}$ and

$$1 + \tau = g^{j+3u}, \quad 0 \leq i, j < 3,$$

we see that the number of $\tau$ in $K$ such that $\tau(\tau + 1)$ is a nonzero cube in $K$ is

$$(0, 0) + (1, 2) + (2, 1).$$

However, each nonzero $\lambda$ in $K$ of the form $\tau(\tau + 1)$ corresponds to two values of $\tau$. Hence

$$2N_0 = (0, 0) + (1, 2) + (2, 1).$$

It is known, [2, pp. 148-149] or [3, pp. 32-35], that

$$(1, 2) = (2, 1) = (0, 0) + 1$$

and

$$9(0, 0) = r - 8 + (-2)^{(n+1)/3}.$$ 

Putting these relations together we obtain

$$f_1 = 6N = 2r - 2 - 6N_0 = 2r - 8 - 9(0, 0)$$

$$= r - (-2)^{(n+1)/3}.$$ 

Finally, the degree of $F_3(x)$ is

$$2r + 1 - f_1 = r + 1 + (-2)^{(n+1)/3} = ((-2)^{(n-1)/3} - 1)^2,$$

and the proof is complete.
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