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DETERMINATION OF HYPERBOLICITY BY
PARTIAL PROLONGATIONS

H. H. JOHNSON

In [3] it was shown that non-hyperbolic systems of partial
differential equations may sometimes be altered by partial
prolongations so they become hyperbolic. This paper solves
two problems concerning this process for normal systems with
two independent variables, First, if hyperbolicity is obtainable,
it can be obtained after a bounded number of steps, the
bound depending only on the algebraic structure of the given
system and easily calculated. Second, an explicit procedure
is described whereby any system which is absolutely equivalent
to a hyperbolic system can be changed into a hyperbolic
system. In addition much of the underlying algebraic structure
of such systems and their partial prolongations is analyzed.

These problems are local in nature, so we generally use local
coordinate expressions. Readers familiar with fibre bundle and jet
terminology will easily see how to express many concepts in the language
of modern differential geometry. All functions are assumed infinitely
differentiable.

1. Systems. Let 3 denote a system of quasi-linear partial differ-
ential equations in dependent variables z', ---, 2™ and two independent
variables ', * which can be solved for the partials 0z//ox* = 0,2*:

0 = Aldz" + B, v =1, -+, m,
30 =Cor*+ D=0, =1, ---, 0,
f'?(xly z},) = OyB = 15 "'yBl .

re we u e summation convention, 0,2 = 0z2%/0z', an o by CF,
Here we use th tion convention, 0,2 = 0#*/6z', and A%, B, C¢

D=, f* are (infinitely differentiable) functions of «', 2% 2, ---, 2™, on
some open set |J in R™'%

The following notation will be useful. If F' = F(a!, 2%, 2, -+, 2™,
0,2', +++,0,2™) is a function on an open set V of R**% then for (2!,
&% &, +++,2™) in |, we define

0fF = Foa + F.02" + Fy.:0,2",
0FF = F . + Fa[Al0.z" + B
+ Fy 107 [A0.2" + B] .
These are functions of #!, 2% 2", - -+, 2™, 02", «++, 0,2™, 0,,&", =+, 0,;2"

where 0,,2" = 0%*/ox'0x".
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DEFINITION 1. In this paper the collection 3 of equations will be
called a system when there are equations

(1) 3:0° = Rr0" + S°07 |
(2) 05 ff = Tho™ , offF = Ui~ ,

a=1,---,a;8=1,...,8; where R, S¢, T%, U} are functions of
af, 2 on U. Then U is the domain of 3. If 2* = p*(x), 2} < o' < @}
is any solution of #* = 0 for fixed x?, where f?(xi, x2, *(x;)) = 0, this
1-dimensional solution may be extended to a full solution by solving
the initial value problem 82" = A%02* + B', v =1, «++, m, 2" (a", a}) =
@*(2"). Such systems are called “involutive”.

We now define for each point (x,2) in U an associated wvector
space V(x, z) to be that vector space over R with basis 42!, ---, 0,2™.
We also define an associated linear tramsformation Az, z):

Viz, 2) — V(x,2) defined by A(x,2)(0,2") = Alx, 2)0,2" .

A wvector field on an open subset W of |J is a smooth assignment of
a vector in the vector space at each point of W, that is, C,(x, 2)0.2*
in V(x, z) where C, are infinitely differentiable on W.

PrOPOSITION 1. If X +4s a system then the wector fields
Ci(w, 2)02,, ¢ =1, ---, a, span a subspace of V(x, z) which is invariant
under Az, ?).

Proof. Comparing coefficients of 0,2" in equations (1) leads to
C:A, = R:C, all a,p.
Hence

A(C30,2") = C3A(6,7")
= CrA}0.2" = R;Cioz" ,

at each point of U.

This subspace is the invariant subspace of X at (x, z) and denoted
C(x, 7).

A change in the dependent variables of 3 results in a similarity
transformation on A(x, z), corresponding to a basis change of V(x, z).
The invariant subspace C(x, 2) is preserved. Thus, A, V and C are
invariant under a change in dependent variables.

DEFINITION 2. A system 2, in variables x!, 22, 2', ---, 2™u', - -+, u?
is called a partial prolongation (which we abbreviate pp) of Y if the
projection map 7w(x, 2, ) = (x, 2) carries its domain |, onto the domain
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U of & and if ¥, contains the equations of X together with equations
for each w®, namely,

(3) w = falzz_i_FﬂyT[:ly"'yp’

where E7 and F'~ depend only on (x,z2). Thus X, contains in addition
to the equations of 3 equations (3) and

(4) azuK:F;alu‘o+G§alzz—|—H"‘,7Z‘:l’...’p_

Finally, in order to satisfy the Definition 1 of a system (see equations
2)), if L(z,z,u) = 0 is any equation which can be deduced from the
equations of X, then 0L = 0 and 6L = 0 must be in 3,. The pp is
normal if it can be defined so the vector fields E79,2* and C%,2* are
linearly independent at each point of |J. The invariant space as-
sociated with X, at (x, 2z, w) is spanned by C%(x, 2)02*, ¢ =1, -+, a;, and
Efx,z)02, 7t =1, -+, p.

Partial prolongations are the basic tool we shall use in modifying
given systems. It was shown in [3] that there is a natural corre-
spondence between the solutions of X and X,. This correspondence
is what was behind Elie Cartan’s use of the term ‘absolute equivalence’
for systems which could be related by a sequence of partial prolon-
gations [1]. See [2] for a discussion of these general questions. We
first explore some consequences of Definition 2.

ProposITION 2. If at each point of U the wectors C50,2*, and
E:0.2" are linearly independent then F7 and S depend only on (x, 2),
not u', ---, u’.

Proof. Applying condition (1) of Definition 1 to the equations
U= = w* — Kroz* — F* = 0 in X, gives 0;¥~ = 0 modulo (0;¥, o0, ¥,
%), i.e.,
of[u™ — Efoz* — F*] = R0} |u® — E{0z" — F*]
+ Sz0}[C50,2* + D]
+ Tru® — Efoz" — F°]
+ UilCso7 + D,

(5)

for some RZ, S, TF and |Ji. Comparing coefficients of du® and 4,2*
we have F7 = Rj;, and
~EiA! = —RiE{ + SiC:

6
(6) = —F;E; + 5% .

Using the fact that A%, Ef and C¢ are functions of (x, 2) alone, if we
take the partial derivative of (6) with respect to %° we obtain 0 =
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—F}, JE! + Si, .C5. The linear independence hypothesis now implies
the result.

ProposiTION 3. If Y, is a mormal pp the invariant subspace
Cux,z,u) of Xy at (x,2,u) is independent of w',---,u’ and as a
subspace of V(x,z) is invariant under A(z, z).

Proof. Independence of u', --.,u? follows from Proposition 2.
Invariance follows from equations (6).

Thus, the possible pp’s of X depend on the subspaces of V(z, 2)
which are invariant under A(z, z).

DEFINITION 3. A change n dependent wvariables will mean the
obvious system in new variables

= hl(xly xzy zly "'yzm)y)“ = 17 cee, M
defined on |J which must have inverse functions z* = g*(a!, 2%, 2", - - -,
z™). For example, in 3, of Definition 2 we may replace w* by #" =
#* — F*. Then X, is a pp on @ = Ef0,z%.
DEFINITION 4. If Y contains equations of the form
P :fk(xl,xZ,zl, .__,zr)’k = 17 ceey,m — T,

then by Definition 1 it contains
077k = 3 f*, A0 + B + fF, .,
alzﬂ—k = ifky z}.alzl =+ fk’ JRa
=t

The system X obtained from X by replacing z7**, 3,27+*, 6,2”** by their
expressions in terms of 2, & 2, ..., 2", 0,2, +++,0,2" is called an ad-
m1ssible restriction of X,

ProPOSITION 4. If 3, is a pp of X and Y, is an admissible
restriction of X, then there is an admissible restriction of X,, 3,
which s a pp of 3.

This follows from the definitions.

PROPOSITION 5. If X, is a normal pp of X then the equations of
X, are uniquely determined by the vector fields Er0,z* up to a change
of dependent variables. That is, G; and H™ are uniquely determined
up to arbitrary linear combinations of the equations C50,2* + D* = 0
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and E702" + F* — u* = 0. (We say then that 3, is the pp on E70.2%.)

Proof. By changing variables make F~* = 0. Since Ed2* and
C%0,%2* are linearly independent, F'; and S7 are uniquely determined
by equation (6). Comparing coefficients of 0,2? in (5) using (4), we find

G’; - EZITy 22 E;(Agy 22 + B#y zl)
= "—RZEZP, 2l + SZ(C% 21 + Da, ZZ) - T;E/lp
+ U:iCs .
Thus, G5 is uniquely determined up to a linear combination of Ef and

C4. Comparing the terms (5) which are independent of 9,2* leads to
the same conclusion about H-.

PROPOSITION 6. Let X, be a normal pp of X. Let V,(z, 2z, ) and
V(x, z) be the vector spaces associated with X, and X, respectively.
Let C.(z,z,u) = Cy(x,2) and C(x, 2) be the tnvariant subspaces of X,
and X, respectively, and A,(x, 2, u), A(x, 2) their linear transformations.
Then there exist matural horizontal exact sequences such that the
following diagram ts commutative:

V(z, 2)/C@, 2) —— Vi, 2, 0)/Ci(, 2) —— C.(x, 2)/C(@, 2) —— 0
lA(x, 2) lAl(x, zZ,U) lB(x, z)
Vi@, 2)/Cx, 2) — Vi, 2, )/Cy(, 2) —— C\(w, 2)/C(x, 2) — 0

where

a(alzz + C(xy z)) = 3121 + Cl(x) z) y
B0z + Cy(»,2) =0 + C(z, ?) ,
B@w + ez, ) = Efoz' + C(x, 2) ,

and B(x, z) is the natural linear transformation induced by A(x, z).

Proof. Let us omit the dependence on (x,z2) or (x,=z,u). We
have A(0,2%) = Aloz* = A(02Y), A,0w") = Fjou’ + Gi0,2'. Then C,/C
is spanned by E70,2* + C, where A(E[0,z") = FrE{0z* + C. By defi-
nition Ba = 0 and the kernel of B8 is V/C, since the E;02* are inde-
pendent modulo C. This kernel of £ is the image of «. Hence
exactness. Commutativity is routinely checked.

DEFINITION 5. The ¢igenvalues of X at (x, z) are the eigenvalues
of A(z,2) on V(x,?2)/C(x, 2).

ProPOSITION 7. If 2, is a normal pp of X then the eigenvalues
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of 2, at (x,z,u) are those of X at (x, z).
Proof. Let w' = W]o,2* fill out a basis of V(x, z) together with
v* = C90,2* and u* = Ef0,2*. Suppose
A@w) = Fiur + Give, A(w") = M/w* + NIw + Tiv*.
The eigenvalues of X at («, 2) are those of
o a1
0 M)’
where F' = (F7), N = (N}), M = (M?).

If y==o0w", then A, (y") = Fiy° + PFfw’ + Qu’ + Liv*, so the
eigenvalues of X, on V,/C, are those of the

[0

We have found that a normal pp of Y is completely determined
by vector fields E70,2* which together with C%,2* span a subspace of
V(x, ) which is invariant under A(z, z). However, there need not be
pp’s on any given invariant vector fields. This is because of the
equations which must be satisfied in (5) for the coefficients of 0,2%0,2%:

where P = (Py).

—E7, A, — EI, A, = —Ri(Ef, . + Ef, )
_SI;(C;(’ 2H + 021 zi) .

One situation when these equations are always satisfied is when the
entire space V(z,z) is used for the pp.

DEFINITION 6. The total prolongation (abbreviated tp) PY of X
is obtained as the pp on vector fields which span all of V(x,z) at
each point.

PRrROPOSITION 8. The tp of X always exists.

Proof. The system P is variables «f, 2%, p!, ---, p™ is obtained
by adding to the equations of X the equations

p* = 0,2,
0,p* = Ajo,p" + [4], zy(AZ,p“’ + B) + A, x2]p#
+ B, "+ B s, n=1,---,m,
C0.p* + (0FCHY + 0fD* =0, =1, -+, ;.

(7)
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The last set of equations is added because pX contains C5p* + D* =0
in order to satisfy conditions (2) in Definition 1 for functional equations
in systems. It is a calculation to check that equations (7) together
with those in Y constitute a system.

The ¢p is not normal, but using the equations C¢p? + D* =0 it
is possible to find an admissible restriction of PY which is a normal pp
of 3. The invariant subspace associated with PXY is spanned by
0,2t, +++,02z™ and Ci0p', ¢ =1, ---, ;.

PROPOSITION 9. Let V, C and A denote the vector space, invariant
subspace and linear transformation associated with X at a point
(x,2). Let PV, PC and PA denote the same entities for PX at (x, z, D).
There is a natural isomorphism w: V/C — PV/PC satisfying wA =
(PA)T. In particular subspaces of PV/PC invariant under PA cor-
respond in a one-to-one way to those of V/C imvariant under A.

Proof. Let w02 + C) = o,p* + PC. The rest is a calculation.

ProposiTiON 10. If X, is an admissible restriction of 2, then
PY, is an admissible restriction of PJX.

This follows from a calculation. The next result shows an im-
portant use of ip’s.

PROPOSITION 11. Let Ef02',w =1, ---, p, be vector fields on the
domain of X which, together with C50.2*, span a subspace of V(x, z)
at each point which 1is invariant under A(x,z). Then Eo,p* =
w(E:0,2Y) satisfy a stmilar condition in PV(x,z, p). Moreover, there
always exists a pp of PX on the vector fields E70,p.

Proof. If A(Ef02") = F;E{0,2* + S:C%0.2%, let

w = Eiop’,
ou” = Fjou’ + (az*E/.)axlo/
+ Ef[(0FAl)o.p" + pof (05 Al) + (95 AL)0.p" + 07(05BY)]
— F(0FE!)o.p* .
Observe that 0FA%, 0; A%, 0FB*, 0fEY! can be expressed in terms of «x, z,
using 0,2 = p*, while 0(0;A2) and 0}(0,B?) are linear in 0,p*. Conse-
quently the above equation is linear in 0,p~.

ProposITION 12. Let X, be a normal pp of X on Efoz*, t =1,+-+,p.
Let (PX), be the pp of PX on the Ko, p*. Then (PY), is an admissible
restriction of PX, and is a normal pp of PX.
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This is merely a calculation.

COROLLARY. If XY, c X c ... C 2%, is a sequence of systems where
each X, 1s a normal pp of X,_,, 1 =1, -+, h, then there exists a sequence
St=P3,cX¥ ... C 3, where X, is a normal pp of 2, and P2X;
has 2 as an admissible restriction, 1 =1, -+, h.

ProrosiTION 13. If X, and X, are pp’s of X, then X, U 2, deter-
mines a pp of 2,2, and X,.

Proof. All that needs to be added to X, U 3, are equations 0} L =
0,0;L = 0 for any equation L(x,2z) = 0 which can be deduced from
the equations in %, and 2Y,.

PropoOSITION 14. If X, is a pp of X using vector fields which
lie in the invariant subspace C(x,z) of X at each point, then X, has
2 as an admissible restriction.

Proof. Suppose Y, contains
w = B0zt = K;C50,2" .
Then 3, contains the equations
w = —K;D*
so the " may be eliminated by an admissible restriction (see Definition 4).

2. Hyperbolicity.

DEFINITION 7. Suppose that in a neighborhood of each point in the
domain of £ there exist linearly independent vector fields v* = v3(zx, 2)0,2?,
7w =1, -+, m — «a, which together with C30,2* span V(x, z) at each point.
Suppose further that

Al(zx, 2)vi(x, 2) = K vi(z, ?)

modulo C(x, z). That is, v + C is an eigenvector of A on V/C at each
point with eigenvalue K*. Then X is called hyperbolic.

DerFINITION 8. Let there exist a sequence Y c X, c,c...cCX,
of systems in which each system is a pp of the preceding system
and in which ¥, is hyperbolic. Then X is absolutely equivalent to a
hyperbolic system.

In this event ¥ has the same behavior as a hyperbolic system [3].

ProrosiTiON 15. Hyperbolicity 1is preserved wunder admissible
restrictions and total prolongations.
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Proof. If zt* = fri¥(x', a®, 2, -+, 2"),x =1, .-+, m — 7, define an
admissible restriction, then C(z, 2) contains 0,2"** — 0ff™+* = 0. Hence
v must be linearly independent when z'** and 0,2"** are replaced by

fr* and 0Ffr*, respectively. The second assertion follows from
Proposition 9.

ProOPOSITION. 16. If X is absolutely equivalent to a hyperbolic
system the eigenvalues of X are real at each point.

Proof. Proposition 7.

DEFINITION 9. A vectorv e V(x, z) is essential if for some eigenvalue
» of 2 at (x, 2) there is a vector u e V(x, 2) such that

(1) JAx,2) — N]u = v,

(2) [A@®,2) —A]v=0,s=1,

(8) v % 0 modulo C(x, 2).
(Here Iis the identity.) The essential vectors belonging to an eigenvalue
A generate a vector space Vi{x,z) D C(x,z2). Let

o(2)(x, 2) = 35, dim Vi(x, 2)/C(x, 2)

be called the degeneracy of ¥ at (z, z).
When ¥ is hyperbolic, o(3) = 0 at all points.

THEOREM 1. Let YC X, C.--C X, be a sequence of normal pp’s
leading to a hyperbolic system 2X,. Let

(xy Z), (xy z, ul)y Sty (xy By Uyy * vy u’h)

be points in their domains, let Vi(x, 2, Uy, +++, u;) D Ci(x, 2, Uy, + =+, U;)
be the associated and tnvariant spaces of X;, where

V(xy Z) c Vl(xy z, ul) Cee-C Vh(xy By Uy oo-, uh) .
Then if ve V(x,z) is an essential vector of ¥, ve Ch(x, 2, Uy, +++, Uy).

Proof. By Proposition 6, if A,(x, 2z, w,, ---, u,) is the linear trans-
formation of X,, then A,(z,z,u, ---,u,) | V(x, 2) = A(z, 2) modulo
C(x, z). Hence v satisfies (1) and (2) of Definition 9 as an element in
V.. Being hyperbolic X, can have no essential vectors, so veC,.

ProprosiTiON 17. Let Y C 2, --- C &, be a sequence of normal pp’s
where ¥, is hyperbolic. Let v° = v70,2* be linearly independent vector
fields of X modulo C(x,2) which are essential and which generate a
subspace of V(z,z) | C(x, z) invariant under A(x,z). Let 3 be the pp
of 2 on the vector fields v*. Then there exists a sequence of pp’s
Yci¥cld .-, where Y, is a pp of 3 and X, has X, as an admissi-
ble restriction, hence is hyperbolic.
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Proof. Set ¥; = ¥, U Y and use Proposition 13 repeatedly. The
hyperbolicity of ¥, follows from Theorem 1 and Proposition 14.

As a result of this proposition it can be supposed that any sequence
of pp’s leading to a hyperbolic system begins with a pp on essential
vectors. We shall show that this sort of pp is the optimal way of
obtaining hyperbolicity. We next examine more closely those essential
vectors.

DEFINITION 10. A system X has a Jordan basis if there exist on
its domain vector fields

Ui = Ug(x, 2)0,2° 1<s<m,, k=1,---,7
and eigenvalues \,(x, 2) of A(x, 2) modulo C(x, z) such that

[A(x, 2) — (2, 2)I]ui(x, 2) = 0 modulo C(x, 2) ,

[A(x, 2) — Ny(x, 2)T ui(x, 2) = ui(x, 2) modulo C(z, ?) ,

for 2<s<m, 1=<k=<r and these vector fields determine a basis
of V(z,2)/C(x,z). We also assume the functions \,(x, z) are infinitely
differentiable.

PROPOSITION 18. Suppose X has a Jordan basis ui. Then a
vector in V(x, z) is essential with respect to an eigenvalue p if and
only if it is a linear combination modulo C(x,z) of those wui(x,z)
where N (x,2) = p,m, >1land 1 <s<m, — 1. Moreover, o(X)(x,2) =

ZZ=1 (mk - 1)

Proof. “If” is immediate. Suppose

r

m
u =, a*u} modulo C

k=1 s=1

is essential at (x,z). Now, observe that
h
(A — pDyui = (v — )'ui + ( l)m — P e

+ ( ?)(M — WU e
S0
(A= pD'u = 3 ah, 00 — p'ups + L
where L involves only u; for s < m, — 1. Hence, if (A — pI)'u = 0,
ay, = 0 whenever A, # pt. Then

(A — #I)hu = Zka'lfnk—l(xk _ #)huznk—-x + L
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where L’ involves u}, s < m;, — 2. Again these coefficients aj, _, = 0
unless », = p¢. Continuing we find u depends only on ui, 1 < s < m,,
A = g, But w = (A — pl)v, so this same result must hold for ».
This implies that % depends only on %;,1 < s < m, — 1.

ProprosiTiON 19. If Y has real eigenvalues, then there exists a
dense open set V in its domain such that every point of V has a
netghborhood on which X has a Jordan basis and the inmvariant
subspace C is spanned by linearly independent vector fields.

Proof. This is a matter of examining various systems of linear
and polynomial equations with coefficients which are functions of (z, 2).

DEerFINITION 11. If each point in the domain of X has a neighbor-
hood on which the C%0,2* are linearly independent and on which a
Jordan basis can be found, let EX be the pp of 3 on the essential
vector fields. This is called the essential pp of 3. (Note that EX
may be defined locally. By Proposition 5 two pp’s on local essential
vector fields must coincide on the overlapping neighborhoods.)

We recall that EY need not exist due to quadratic conditions, but
by Proposition 9 the essential vector fields of ¥ and PXY correspond.
By Proposition 11, there always exists a pp on these vector fields
which come from ¥. Thus we prove

PROPOSITION 20. Any system X may be restricted to a dense open
set in its domain on which EPY exists as a normal pp of PX.
Similarly for EP*Y k= 1.

PROPOSITION 21. Let YC X, C---C X, be a sequence of mormal
pp’s where Y, ts hyperbolic. Then on an open dense subset of the
domain of ¥ there is a sequence of pp’s

EPYXCc XY c---C 2]

where X', is hyperbolic.

Proof. Use corollary to Proposition 12, Proposition 20, and Propo-
sition 17.

PROPOSITION 22, Let YC X, C---C2X, be a sequence of pp’s.
Suppose the wvector space V(x,z) associated with 3 is contained in
the invariant space C,(x, 2, U, -+, U;) associated with 2X,. Then
there exisls a sequence

JCcP¥cl,c...cX
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where Y} has ¥, as an admissible restriction.

Proof. Let 3} =23,UP¥ =23,;U((2;_,UP2). Clearly 3/ =23 U
PY has PX as an admissible restriction. The result follows from
Proposition 13 and 14.

PROPOSITION 23. Let X, be a normal pp of P*X¥, k = 1, on vector
fields with coefficients which are functions of (x,z). Then the essential
vectors of 3, can be spanned by vector fields having coefficients which
are functions of the variables of PX.

Proof. This is a tautology for k = 1. For k > 1, assuming the
result for ¥ — 1 to be true, by Proposition 12 3, is an admissible
restriction of a pp PX’ where 3’ is the normal pp of P*'3 on the
corresponding vector fields in P¥*'3¥. By induction the essential vectors
of 3, hence of PJX’, hence XY, are spanned by vector fields with
coefficients functions of the variables of PX.

DEFINITION 12. A pp 2, of Y is complete if ¥, has no essential
vectors which involve only the variables of Y, i.e., of the form a,0,2%
For example, PY is a complete pp of X.

THEOREM 2. Let Y X, C.--C X, be a sequence of normal pp’s
where X, is hyperbolic. Forany k= m — a, — p(2) + 1, there exists
a sequence of pp’s on an open dense subset of the domain of X,

P*Y¥C E'P*Yc ¥ cC..-C%}

where X', 1s hyperbolic, 3| is a pp of P*Y, E'P*Y is normal complete
pp of P*Y and o(X) is the maximum value of the degeneracy of 3.
(Recall m = no of dependent variables 2*, ¢, = dim C(w, 2). Thus, m —
a, = dim V(x, 2)/C(x, 2).)

Proof. Let ui(x, 2)0,2* be vector fields which span the essential
vectors of X on an open set in the domain of 3. By Proposition 9,
w0, p: span the essential vectors of P*Y, where p; are the variables
in P*3 which are analogous to the p* in Proposition 9. Sincek > 1,
EP*> exists and is a normal pp of P*Y for a suitable restriction by
Proposition 20.

Now, by the corollary to Proposition 12, there is a sequence of
normal pp’s PY c 3, c --- < 5, where £, is hyperbolic. Repeating, we
get a similar sequence P*Y¥ c Yfc ... C Yy where X is hyperbolic.
By Proposition 21 there is a sequence of pp’s P*Y c EP*Y c 3/ c ... < 5}
where 3" is hyperbolic and 5! is a pp of PX3.
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If EP*Y is a complete pp of P*Y, the theorem is proved. Other-
wise there exist essential vector fields of EP*3 of the form »9,p}.
By Proposition 23 the coefficients v] can be supposed to be functions
of the variables (x, z, p,) of P¥. By further restricting the open dense
domain if necessary we can assume the v9,p} and u30,p; are linearly
independent. They determine an invariant subspace of P*3 modulo
C, (the invariant space associated with P*Y), because the vi0,p; are
determined by the intersection of the space of essential vectors in
EP*3 with the image of V, (the total space associated with P*Y) in
EP*3, at each point. That is, they are merely those essential vectors
in EP*Y which depend only on o,p;, the variables of P*J.

By Proposition 11 we can form the normal pp of P*Y on the
vector fields vJ0.p; and wui0,p, provided that £t > 2. But if k=1,
that means m — a, — p(2) = 0, so every vector in V(x,z) would be
essential, which is impossible by the very Definition 11 of essential.

Letting z P*Y denote this pp, we see that ¥ P*Y is a pp of
EP!Y on some of that system’s essential vector fields. Applying
Proposition 17 there exists a sequence

P:YcEP'YcwPYcylc...c 5y
where 57 is a pp of P*Y and 37 is hyperbolic.

If o(3) =m — a, — 1, all vectors of P*Y are essential except one,
which must have been added in forming & P*Y. Hence & P*Y is an
admissible restriction of P*+'3 and is a normal complete pp of P*X.
Otherwise m — a, — p(2) + 1 = 3 and so the process above may be
repeated for any further essential vectors in % P*Y of the form
w30,p} in the variables of P*X.

This process must end since there are at least o(2) + & linearly
independent vector fields added at the h‘* stage of the form «,;d,p},
so we must arrive at P*"Y for h =<m — a, — p(2) = k — 1.

REMARK. Observe that E’'P*Y is explicitely constructed.

ProrosITION 24. If k=m —a, — p(2) + 1,7 = 0, then P'E'P*Y
has E'P*1Y as an admissible restriction, where E'P*Y and E'P*tY
are constructed as tn Theorem 2.

Proof. This follows by applying Proposition 12 at each stage in
the process described in Theorem 2 and using Proposition 9 repeatedly.

ProrosiTiON 25. Let YC X, C---C X, be a sequence of pp’s.
Then there exists a sequence X C X, C ---2) of normal pp’s on an
open dense set of the domain of XY where X, is an admissible re-
striction of 2.
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Proof. By restricting the domain if necessary, Y, is obtained by
vector fields linearly independent of X and possibly some in C(z, z).
Use Proposition 14 to obtain 3! and make the same admissible re-
striction in all succeeding systems. Repeat this reasoning starting
with %,, ete.

THEOREM 3. Let YC E'YcC X, C.--C 2, be a sequence of normal
pp’s leading to the hyperbolic system 2,. Let E'Y be a complete pp
of XY and suppose X, is a pp of 2. Then on an open dense set,
either p(E'2) < p(Z) or else there exists a sequence of mormal pp’s

PYc ¥ c...c
of one shorter length, leading to a hyperbolic system 2.

Proof. Let uj = uj,(x, 2)0,2* be a Jordan basis on an open set U,
1<s<my,k=1,---, 7. (A—NDui =ui", (A —NDu, =0

modulo C(z,2). Let W(x, 2) be the subspace of V(x,z) used in the
pp E'Y, i.e., W(x, 2) is the invariant subspace of E’'Y by Proposition 3.
Since {uj|m, > 1,1 < s < m, — 1} are all essential, they are contained
in W(x, 2).

Let W.(x,2) be the subspace of W(x,2) associated with the
eigenvalue p(zx, z) of A(x, z), modulo C(x,2). Then W.(x, 2) D {uj |\, =
p,m,>1,1<s<m,— 1}, where ), is the eigenvalue associated
with u;.

If W.(«, 2) contains vectors independent of these vectors, then on
an open dense set we can find a factor field of the form

2, Cum, 2upre Wo(z, 2) .

Ap=H
Let m; = sup {m, | n, = ¢, Ci(x, 2) = 0]. Denoting

wii = 3 Cuik,
(A — plywyi = 22 Cou, /™" = w;’™",
myEmg—r
r=1,---,m; — 1, we can replace u: by w: and obtain a new Jordan
basis. Repeating this process we find that in a neighborhood of any
point in an open dense set one can find a Jordan basis for 3 of the
form wi,1 <s<m,, 1<k <r where for 1 <s<m,;,1 <k <+ and
1<s<m, — 1,7 <k <", these elements span W(z, z). Moreover,
m,=11if &k > »".
There are two cases.

Case 1. For some m, > 1, wprr¢ W(wx,2). Then E’'Y is obtained
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locally by a pp of the form z; = wi;0251<s<m, for 1L <k <7}
1<s<m, —1 for » <k < 7" where some m, > 1 for » < k < »".

azzz = >"lca1zlsc + alzz_l + 2 R;hw‘;&nh + TI‘: ’

h=r’-+1

for s > 1,
azz}c = >"ka1z}c + Z Rllchwltnh + Tli .
h=7r"+1

‘We shall show this system has lower degeneracy than Y. The space
V'(z, 2%, z3) associated with E'Y is spanned by 0,2* 0,2;. Its invariant
subspace C'(x, 2%, ;) is spanned by C%,z* together with wi,1 < s < m,
forl<k=<r;1<s=<m, —1forr <k=<7r". Thus V'/C'is spanned
by 0,25, wrn, b > v, Set & = 0,2) + Doy fLwrr, 1 < s < m, for 1 <
E<rand 1<s<m, —1 for » <k <7r"”, where for \, # \,,

Jin = —-—-—R}‘h Jin = —'———ljh_l L

b

Xk —_ >\’h Xk - )\’h
and for \, = A\, f3, = Rif'. Then

(A" —NDty =t if s>1,
A" —=NDt, = 3 W =1, .
A=k, k>

Then these ¢ must be essential vectors. But they depend only on
0,2* and by hypothesis £’Y is complete. Hence R, = 0, N, = X\, b > 7.
Hence a Jordan basis of E'Y is t{,1<s<m, for 1<k <7;t,1
s<m, —1 for » <k <" wpre for v < k < r. Since (A" — N JI)t; =
LA — Nt =0 and (A — N wik = 0, it follows that o(E'Y) =
3 (m, —1) + 352, (m, — 2). Since some m, >1 for » <k <1,
this number is smaller than po(3) = 27 (m, — 1). (Recall m, =1 for
k> ")

Case 2. Every m, =1 if w+¢ W(x,z). Thus, E'Y is obtained
by prolonging on the vector fields w;,1 <s< m,, k=1, .--,7, where
m, = 1 for &k > 7. In X the vectors wit, k > +' satisfy (A — N J)wik =
0. If we prolong E’Y on these vector fields wpt, k > 7', we shall add

(8) 2, = Wik, 0,2, = M0%, + Ty kb > 1

This in no way alters the degeneracy of E’Y, whose essential vectors
are 0,2;,1 < s < m, — 1, and whose degeneracy is p(Y). Moreover, if
we add these equations to each of the systems in the sequence

EYcYc-..Cck,
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observe that E’Y becomes PXY. Then since X, is a pp of 3 which
contains K'Y, when we add these equations X, must have PY as an
admissible restriction. Taking this admissible restriction in each
succeeding systems leads to a sequence of pp's

PXclX¥,c.-.-CX,.

Now 23’ is an admissible restriction of the pp of ¥'; obtained by adding
(8) to 2,. The essential vectors of 5, do not depend on 02* since
E'Y is a complete pp of X, hence they do not depend on z,. The
vectors 0,z, are not essential, so adding (8) in no way effects the
degeneracy of Y;, since degeneracy measures the number of essential
vectors. Since admissible restrictions do not effect degeneracy, o(2%) =
0(2;). In particular X} is hyperbolic. Finally, use Proposition 25.

THEOREM 4. Let YC X C---C 2, be a sequence of pp’s leading
to a hyperbolic system X,. Then on an open dense set for some k
there is a complete normal pp E'P*Y of P* Y having lower degeneracy
than X, unless X 1is ttself hyperbolic.

Proof. By Proposition 25 we can suppose the sequence is normal.
By Theorem 2, if k = m — a, — p(2) + 1 there exists a sequence of pp’s
on an open dense set, P*Y Cc E'P*Y XY c ... C ), where E'P"Y is a
normal complete pp of P*Y X! is a pp of P*Y and X is hyperbolic.
By Theorem 3 either po(E’'P*Y) < o(2), in which case the theorem is
proved, or else there exists a sequence P*+'3 c Yy C +-- C X} of normal
pp’s where 37 is hyperbolic. Repeating this, there must be some
E'PiY of lower degeneracy than X unless X is itself hyperbolic.

THEOREM b. If YcC ¥ C..-C 2, is a sequence of nmormal pp’s
leading to the hyperbolic system X,, then on an open demse set, for
all k =z m — a, — p(2) + 1, there exists a complete pp E'P*Y such
that o(E'P*Y) < p(2).

Proof. By Theorem 4 this is true for some k + j. By Proposition
24, o(E'P*Y) = po(P'E'P*Y) = o(E'P*73) < p(2).

COROLLARY. If 3 is absolutely equivalent to a hyperbolic system,
then the proceedure in Theorem 2 for successively constructing E'P*Y
will result im a hyperbolic system.
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