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Let $C$ denote the space of real-valued continuous functions on $[0,1]$ which vanish at zero, and let $C^*$ be the subspace of $C$ consisting of functions whose derivative is square integrable. Then $C^*$ is a Hilbert space under the inner product $(x, y) = \int_0^1 x'(t)y'(t)dt$ and, as is well known, $C^*$ has Wiener measure zero. Nevertheless, in many instances theorems involving the Wiener integral depend to a large extent on $C^*$. An example of this occurs in the behavior of Wiener measure under translation. However, in other situations it is the relationship between $C$ and $C^*$ which is important. An important factor in this relationship was pinpointed by L. Gross in the definition of an "abstract Wiener space." This paper develops further the relationship of $C^*$ and $C$ which is embodied in this concept.

A representation theorem for additive Borel measurable functionals on a separable real Banach space $B$ is established as well as a result related to the uniform boundedness principle. In another theorem a "stochastic expansion" of an arbitrary element of the Banach space $B$ is given and it is shown that if $B$ has a Schauder basis then it can be arranged so that the stochastic expansion and the basis expansion agree.

In the last section of the paper the ratios of certain integrals over an abstract Wiener space are examined, some of which, in the case of classical Wiener space, were studied by Cameron, Martin, and Shapiro in order to solve nonlinear integral equations. A theorem indicating how to weakly invert certain one-to-one operators from $B$ into $B$ is proved and finally an application to nonlinear integral equations involving functions of infinitely many variables is made.

2. The fundamental notions concerning integration over vector spaces are presented in [7] and we use the terminology established there throughout this paper.

If $B$ is a Banach space we will denote the algebra of cylinder sets of $B$ by $\mathcal{A}$. The smallest sigma-algebra containing $\mathcal{A}$ will be denoted by $\mathcal{F}$ and in case $B$ is separable it is easy to see that $\mathcal{F}$ coincides with the Borel subsets of $B$. i.e., the smallest sigma-algebra containing the norm open subsets of $B$.

The main results of [7] can be stated in the following manner. If $H$ is a real separable Hilbert space, if the norm $\|\cdot\|$ is a measurable norm on $H$ with respect to the canonical normal distribution, i.e.,
linear functionals on $H$ are Gaussian with mean zero and variance equal to their norm squared, and if $B$ is the completion of $H$ under $\|\cdot\|$, the canonical normal distribution on $H$ induces a countably additive probability measure on the cylinder sets $\mathcal{A}$ of $B$. Conversely, if $B$ is a real separable Banach space with norm $\|\cdot\|$, then there exists a Hilbert space $H$ such that $H \subseteq B$, $B$ is the completion of $H$ under $\|\cdot\|$, the norm $\|\cdot\|$ is a measurable norm on $H$ with respect to the canonical normal distribution, and hence the canonical normal distribution induces a countably additive probability measure on the cylinder sets of $B$.

By an abstract Wiener space we mean a triple $(B, \mathcal{A}, \mu)$ where $B$ is a real separable Banach space of infinite dimension, $\mathcal{A}$ denotes the Borel subsets of $B$, and $\mu$ is a probability measure on $\mathcal{A}$ induced by the canonical normal distribution as indicated in the preceding paragraph. The Hilbert space $H$ whose completion (under the norm $\|\cdot\|$ of $B$) yields $B$ and on which the canonical normal distribution is defined in order to induce the measure $\mu$ will be called the generator of $(B, \mathcal{A}, \mu)$. For example, if our Banach space is $C$ and our Hilbert space is $C^*$ with the norm $\|x\|^2 = \int_0^1 |x'(t)|^2 \, dt$ then the uniform norm on $C$ is a measurable norm when restricted to $C^*$ [6, p. 389] and, of course, the completion of $C^*$ under the uniform norm is exactly $C$. Furthermore, the measure induced on $C$ by the canonical normal distribution on $C^*$ is classical Wiener measure.

Thus if $(B, \mathcal{A}, \mu)$ is an abstract Wiener space with generating Hilbert space $H$ and if $y$ is in $B^*$ (the topological dual of $B$) then the restriction of $y$ to $H$ is continuous since a measurable norm on $H$ is always weaker than the $H$ norm (see Corollary 5.4 of [6]). Since $H$ is dense in $B$ the restriction to $H$ is a one-to-one linear map of $B^*$ into $H^*$. We shall identify $B^*$ with a subset of $H^*$ and $H^*$ with $H$. Now $B^*$ is dense in $H^* = H$ since $B^*$ separates points of $H$. Hence $B^*$ is dense in $B$. That is, if $\|\cdot\|$ denotes the Hilbert space norm on $H$, then $H$ being $\|\cdot\|$-dense in $B$ and $B^*$ being $\|\cdot\|$-dense in $H$ imply that $B^*$ is $\|\cdot\|$-dense in $B$ because $\|\cdot\|$ is a weaker norm than $\|\cdot\|$ on $H$. Furthermore, since $B$ and $H$ are separable it follows that there is a countable subset $\{\alpha_n\}$ of $B^*$ such that $\{\alpha_n\}$ is an orthonormal basis for $H^* = H$ with respect to $\|\cdot\|$ and the span of $\{\alpha_n\}$ is $\|\cdot\|$-dense in $B$.

We now define the concept of a "stochastic inner product". Let $\{\alpha_n\}$ denote the orthonormal basis of $B$ which lies in $B^*$ and is mentioned above (orthogonality is with respect to the Hilbert space norm $\|\cdot\|$). By $(x, \alpha_n), x \in B$, we mean, of course, $\alpha_n$ applied to the vector $x$. Since $\alpha_n \in B^* \subseteq H^* = H \subseteq B$ it follows that $(\cdot, \alpha_n)$ is a bounded linear functional on $B$ and that it has a Gaussian distribution.
with mean zero and variance $\|\alpha_n\|^2 = 1$ with respect to the measure $\mu$ on $(B, \mathcal{S})$. If $f \in H^* = H$ we define

$$ (x, f) = \lim_{n \to \infty} (x, f_n) $$

where

$$ (x, f_n) = \sum_{k=1}^{n} c_k(x, \alpha_k) $$

and $c_k = (f, \alpha_k)$. Now $\{(x, \alpha_k)\}$ is a sequence of independent Gaussian functions with mean zero and variance one, and $\sum_{k=1}^{\infty} c_k^2$ is finite since $f \in H^* = H$ and $\{\alpha_k\}$ is a complete orthonormal subset of $H^* = H$. Thus $(x, f)$ exists for almost all $x$ in $B$ and it has a Gaussian distribution with mean zero and variance $\|f\|^2$. Furthermore, it is easy to show that $(x, f)$ equals $(x, f)$ almost everywhere on $B$ if $f \in B^*$, $(x, f)$ is essentially independent of the complete orthonormal set used in its definition, and finally that if $f_1, \ldots, f_k$ are orthonormal elements of $H^* = H$ then $(x, f_1)$, $\ldots$, $(x, f_k)$ are independent Gaussian functionals with means zero and variance one.

We now state some basic results about abstract Wiener spaces. The proof of our next lemma follows using the results and techniques of I. E. Segal given in [10, p. 22].

**Lemma 2.1** If $(B, \mathcal{S}, \mu)$ is an abstract Wiener space with generating Hilbert space $H$, then for any integrable function $F(x)$ on $B$ and any vector $a$ in $H$ we have

$$ \int_B Fd\mu = \exp \left\{-\frac{1}{2} (a, a) \right\} \int_B F(x + a) \exp \left\{-\frac{1}{2} (x, a)^2 \right\} d\mu(x). $$

The next lemma indicates how the results of [2] are now easily modified to apply to an arbitrary abstract Wiener space. We first introduce some notation. The partially normalized Hermite polynomials are

$$ H_n(u) = (-1)^n (n!)^{-1/2} e^{-\frac{u^2}{2}} \frac{d^n}{du^n} \left[ e^{-\frac{u^2}{2}} \right] \quad (n = 0, 1, 2, \ldots). $$

Then, as is well known, the set $\{(2\pi)^{-1/2} H_n(u)e^{-\frac{u^2}{2}}\}$ is a complete orthonormal set for $L^2(-\infty, \infty)$. Let $(B, \mathcal{S}, \mu)$ be an abstract Wiener space with generating Hilbert space $H$ and let $\{\alpha_k\}$ be a complete orthonormal set in $H^* = H$. Then we define

$$ \Phi_{m,k}(x) = H_m((x, \alpha_k)) \quad m = 0, 1, \ldots, k = 1, 2, \ldots $$

$$ \Phi_{m_1, \ldots, m_k}(x) = \Phi_{m_1,1}(x) \cdots \Phi_{m_k,k}(x) $$
where \((x, \alpha_k)\) is the stochastic inner product defined as in (2.1). Since \(H_0(u) = 1\) it follows that \(\Phi_{0,k}(x) = 1\) and \(\mathcal{W}_{m_1, \ldots, m_n}(x) = \mathcal{W}_{m_1, \ldots, m_n}(x)\). By \(\{\mathcal{W}_\beta\}\) we will denote the set of functionals of the form (2.4) where \(\beta\) is any finite sequence of nonnegative integers.

**Lemma 2.2.** The Fourier-Hermite functionals \(\{\mathcal{W}_\beta\}\) form a complete orthonormal set for \(\mathcal{L}_2(B, \mathscr{S}, \mu)\). That is, if \(F\) is in \(\mathcal{L}_2(B, \mathscr{S}, \mu)\) then

\[
\lim_{n \to \infty} \int_B \left[ F(x) - \sum_{m_1, \ldots, m_n = 0} A_{m_1, \ldots, m_n} \mathcal{W}_{m_1, \ldots, m_n}(x) \right]^2 d\mu(x) = 0
\]

where \(A_{m_1, \ldots, m_n} = \int_B F(x) \mathcal{W}_{m_1, \ldots, m_n}(x) d\mu(x)\).

The proof of the fact that \(\{\mathcal{W}_\beta\}\) is an orthonormal subset in \(\mathcal{L}_2(B, \mathscr{S}, \mu)\) follows quite directly since \(\{(x, \alpha_k)\}\) is a sequence of independent Gaussian functionals of mean zero and variance one. To prove that \(\{\mathcal{W}_\beta\}\) is also complete one proceeds exactly as in [2]. That is, we first notice that the lemma holds if

\[
F(x) = G[(x, \alpha_k), \ldots, (x, \alpha_k)]
\]

for some integer \(k\) and \(G(\cdot)\) square integrable on \(E_k\). Then, since functions of this form are dense in \(\mathcal{L}_2(B, \mathscr{S}, \mu)\), the lemma holds for all \(F\) in \(\mathcal{L}_2(B, \mathscr{S}, \mu)\).

3. Let \((B, \mathscr{S}, \mu)\) denote an abstract Wiener space with generating subspace \(H\). We say a real valued functional on \(B\) is essentially additive (linear) if it is equal almost everywhere to a functional that is additive (linear) on \(B\).

Now if \(f \in H\) then it is easily seen that the stochastic inner product \((x, f)\) is an essentially linear functional on \(B\). The converse of this is also true. That is, if \(T\) is a Borel measurable essentially additive functional on \(B\) we will show that for almost all \(x \in B\)

\[
T(x) = (x, f)
\]

for some \(f \in H\). Consequently, measurable essentially additive functionals are essentially linear as well.

The next lemma is used extensively in the proof of (3.1). It is stated without proof since it can be verified rather directly through the use of Lemmas 2.1 and 2.2 and the techniques developed by Cameron and Graves in [1] and [5]. The main idea of the proof is to show that if \(T(x)\) is additive and measurable on \(B\) then \(T\) is in \(\mathcal{L}_2(B, \mathscr{S}, \mu)\) and then that its Fourier-Hermite expansion contains only linear terms.
LEMMA 3.1. If \( T(x) \) is measurable and additive on \( B \) and \( \{\alpha_k\} \) is a complete orthonormal set in \( H \), then \( T(x) \) is in \( \mathcal{L}_2(B, \mathscr{A}, \mu) \) and the Fourier-Hermite development of \( T(x) \) is

\[
\sum_{k=1}^{\infty} T(\alpha_k)(x, \alpha_k)^\sim.
\]

THEOREM 3.1. A measurable function \( T \) is essentially additive on \((B, \mathscr{A}, \mu)\) if and only if there exists an \( f \in H \) such that

\[
T(x) = (x, f)^\sim
\]

for almost all \( x \) in \( B \).

Proof. Suppose \( T(x) = (x, f)^\sim \) for almost all \( x \) in \( B \) where \( f \in H \). Since \((x, f)^\sim\) is linear on a linear subspace of \( B \) of measure one if follows that \((x, f)^\sim\) can be extended to be linear on all of \( B \). Hence \( T(x) \) is essentially linear on \( B \) as was to be proved.

On the other hand, if \( T(x) \) is measurable and essentially additive on \( B \), then there exists a measurable additive functional \( G \) on \( B \) such that \( G(x) = T(x) \) almost everywhere. Furthermore, by Lemma 3.1 \( G(x) \) is in \( \mathcal{L}_2(B, \mathscr{A}, \mu) \) and has Fourier-Hermite development

\[
\sum_{k=1}^{\infty} G(\alpha_k)(x, \alpha_k)^\sim.
\]

Using Bessel’s inequality we then have \( \sum_{k=1}^{\infty} |G(\alpha_k)|^p < \infty \), and hence

\[
\sum_{k=1}^{\infty} G(\alpha_k)(x, \alpha_k)^\sim
\]

converges almost everywhere because \( \{(x, \alpha_k)^\sim\} \) is a sequence of independent identically distributed Gaussian functionals with mean zero and variance one. Consequently, we actually have

\[
G(x) = \sum_{k=1}^{\infty} G(\alpha_k)(x, \alpha_k)^\sim
\]

for almost all \( x \) in \( B \), and hence

\[
T(x) = \sum_{k=1}^{\infty} G(\alpha_k)(x, \alpha_k)^\sim
\]

for almost all \( x \) in \( B \). Now let \( f = \sum_{k=1}^{\infty} G(\alpha_k)\alpha_k \). Then \( T(x) = (x, f)^\sim \) for almost all \( x \) in \( B \) and the theorem is proved.

Now assume \( T(x) \) is measurable and additive on \( B \). Since \( T(x) = (x, f)^\sim \) only almost everywhere on \( B \) it is reasonable to question, from a topological point of view, the accuracy of this representation. However, using Lemma 2.1 and that \( H \) is dense in \( B \), it is easily
shown that open subsets of $B$ have positive $\mu$-measure, and hence $T(x) = (x, f)^\sim$ on a dense linear manifold of $B$ over the rationals which is of measure one. We might also mention that if $M$ is a measurable manifold in $B$ over the rational numbers then $\mu(M)$ is zero or one. The proof of this proceeds exactly as in the classical case found in [1].

If $\{\alpha_k\}$ is a complete orthonormal subset of $H$ which lies in $B^*$ then it is tempting to say that $x$ in $B$ has the expansion $\sum_{k=1}^\infty (x, \alpha_k)\alpha_k$. We now examine the relationship of this formal expansion of $x$ to the vector $x$ itself.

**Theorem 3.2.** Let $(B, \mathscr{S}, \mu)$ be an abstract Wiener space with generating Hilbert space $H$ and assume $\{\alpha_k\}$ is a complete orthonormal set for $H$. If $x_n = \sum_{k=1}^n (x, \alpha_k)\alpha_k (n = 1, 2, \cdots)$ and $T$ is a measurable additive functional on $B$ then

\begin{equation}
\lim_{n \to \infty} \int_B [T(x_n) - T(x)]^2 d\mu(x) = 0.
\end{equation}

Further, if $\{T_j\}$ is any fixed sequence of measurable additive functionals then

\begin{equation}
\lim_{n \to \infty} T_j(x_n) = T_j(x) \quad (j = 1, 2, \cdots)
\end{equation}

on a linear manifold $M$ of $B$ over the rationals of measure one. On the other hand, if the sequence $\{\alpha_k\}$ is initially in $B^*$ and $x$ is the weak limit of $\sum_{k=1}^\infty c_k\alpha_k$, then

\begin{equation}
c_k = (x, \alpha_k) \quad (k = 1, 2, \cdots).
\end{equation}

**Proof.** Since $T$ is measurable and additive on $B$ we know $T(x) = (x, f)^\sim$ almost everywhere $f \in H$, and hence

\[
\int_B [T(x) - T(x_n)]^2 d\mu(x) = \|f\|^2 + \sum_{k=1}^n [T(\alpha_k)]^2
\]

\[
- 2 \sum_{k=1}^n T(\alpha_k) \int_B (x, \alpha_k)^\sim T(x) d\mu(x)
\]

\[
= \|f\|^2 - \sum_{k=1}^n [T(\alpha_k)]^2
\]

since $T(x) = (x, f)^\sim$ is a Gaussian functional with mean zero and variance $\|f\|^2$ and $T(x)$ has Fourier-Hermite expansion $\sum_{k=1}^\infty T(\alpha_k)(x, \alpha_k)^\sim$. Further, $\sum_{k=1}^\infty [T(\alpha_k)]^2 = \|f\|^2$ so (3.3) holds.

To verify (3.4) for the sequence $\{T_j\}$ we let

\[
E_j = \{x \in B: \lim_{n \to \infty} T_j(x_n) = T_j(x)\}
\]
and define \( M = \bigcap_{j=1}^\infty E_j \). Then it is trivial to verify that each \( E_j \), and hence \( M \) also, is a linear manifold over the rationals. It will follow that \( \mu(M) = 1 \) if we show \( \mu(E_j) = 1 \) for \( j = 1, 2, \cdots \). Fix \( j \) arbitrarily. Then the series \( \sum_{k=1}^\infty (x, \alpha_k) T_j(\alpha_k) \) converges almost surely on \( B \) since \( (x, \alpha_k)^- \) is a sequence of independent Gaussian functionals with mean zero and variance one, and \( \sum_{k=1}^\infty [T_j(\alpha_k)]^2 = \int_0^1 [T_j(x)]^2d\mu < \infty \) since \( T \in L^2(B, \mathcal{F}, \mu) \). Using (3.3) we see that the partial sums of \( \sum_{k=1}^\infty (x, \alpha_k) T_j(\alpha_k) \) also converge in meansquare to \( T_j(x) \) thus they actually converge almost everywhere on \( B \) to \( T_j(x) \).

Suppose \( x \) is the weak limit of \( x_n = \sum_{k=1}^n c_k \alpha_k \). Then, for every \( L \) in \( B^* \), we have \( \lim_n (x_n, L) = (x, L) \). If \( L \) corresponds to the element \( \alpha_j \) in \( B^* \subseteq H \) we thus have, for \( n \geq j \),

\[
(x_n, L) = \left( \sum_{k=1}^n c_k \alpha_k, L \right) = c_j
\]

so \( (x, L) = \lim_n (x_n, L) = c_j \) as was to be proved.

Thus (3.5) implies that if \( x \in B \) is the weak limit of \( \sum_{k=1}^\infty c_k \alpha_k \) then the coefficients in the expansion are the functionals \( (x, \alpha_k) \); \( k = 1, 2, \cdots \). This suggests that we examine the case where \( B \) has a Schauder basis \( \{e_1, e_2, \cdots \} \). Recall that \( B \) has a Schauder basis \( \{e_1, e_2, \cdots \} \) if \( ||e_n|| = 1 \) for \( n = 1, 2, \cdots \) and for each \( x \) in \( B \) there is a unique series

\[
\sum_{n=1}^\infty c_n e_n
\]

with the property that

\[
\lim_n ||x - \sum_{k=1}^n c_k e_k|| = 0.
\]

We can write the Schauder expansion of \( x \) as

\[
\sum_{n=1}^\infty a_n(x) e_n
\]

and this emphasizes that the coefficients are functionals on \( B \). Clearly, these coefficients are linear, and it is well known that they are bounded functionals on \( B \) as well.

Following L. Gross in [7] we now construct a Hilbert space \( H \) in \( B \) depending on the Schauder basis \( \{e_1, e_2, \cdots \} \) of \( B \) such that \( H \) generates an abstract Wiener space \( (B, \mathcal{F}, \mu) \) with the property that the stochastic representation for elements of \( B \) is identical to the representation in terms of the Schauder basis. To do this we choose \( \{\lambda_j\} \) such that \( \lambda_j > 0 \) and \( \sum_{j=1}^\infty \lambda_j < M < \infty \). Then let \( \alpha_j = \lambda_j e_j \), and suppose \( H \) is the Hilbert space in \( B \) with orthonormal basis \( \{\alpha_j\} \) and
norm $|| \cdot ||$. If $x = \sum_{j=1}^{\infty} b_j \alpha_j$ is in $H$, then $\sum_{j=1}^{\infty} b_j < \infty$ and

$$|| x || = \left\| \sum_{j=1}^{\infty} b_j \lambda_j e_j \right\| \leq \sum_{j=1}^{\infty} | b_j | \lambda_j^{1/2} \lambda_j^{1/2} \leq \left[ M \sum_{j=1}^{\infty} b_j^2 \lambda_j \right]^{1/2} \leq M || x ||$$

so $|| \cdot ||$ is weaker than $|| \cdot ||$ on $H$. Furthermore, if $A(\cdot) = \sum_{j=1}^{\infty} \lambda_j^{1/2} (\cdot, \alpha_j) \alpha_j$, then for $x$ in $H$

$$|| x ||^2 \leq M \sum_{j=1}^{\infty} b_j^2 \lambda_j = M || Ax ||^2$$

and since $M^{1/2} || Ax ||$ is a measurable norm on $H$ so also $|| \cdot ||$. Using the results of [7] the canonical normal distribution on $H$ induces the abstract Wiener space $(B, \mathcal{S}, \mu)$ since the completion of $H$ is $B$ under the norm $|| \cdot ||$.

**Corollary 3.1.** If $B$ has a Schauder basis $\{e_1, e_2, \cdots\}$ with coefficient functionals $a_k(x)$, $k = 1, 2, \cdots$, and the abstract Wiener space $(B, \mathcal{S}, \mu)$ is generated by the Hilbert space $H$ with orthonormal basis $\{\alpha_j = \lambda_j e_j\}$ where $\lambda_j > 0$, $\sum_{j=1}^{\infty} \lambda_j = M < \infty$, then for $x$ in $B$ we have $x_n = \sum_{k=1}^{n} (x, \alpha_k) \alpha_k$ converging in norm to $x$ and

$$(x, \alpha_k) = \frac{a_k(x)}{\lambda_k} \quad (k = 1, 2, \cdots).$$

**Proof.** This follows immediately from (3.5) of Theorem 3.2 since

$$y_n = \sum_{k=1}^{n} \frac{a_k(x)}{\lambda_k} \alpha_k$$

converge strongly to $x$ and hence

$$(x, \alpha_k) = \frac{\alpha_k(x)}{\lambda_k}$$

for $k = 1, 2, \cdots$.

The next results are related to the uniform boundedness principle.

**Lemma 3.2** If $T$ is an additive measurable functional on an abstract Wiener space with generating Hilbert space $H$, then $T$ restricted to $H$, denoted by $T''$, is a bounded linear functional with norm $|| T'' ||^2 = \int_B [T(x)]^2 d\mu(x)$.

**Proof.** By Theorem 3.1 there exists an $f$ in $H$ such that $T(x) = (x, f)^\sim = \lim_n \sum_{k=1}^{n} (x, \alpha_k)(\alpha_k, f)$ almost everywhere in $B$ where $\{\alpha_k\}$ is a complete orthonormal set for $H$ in $B^*$. Thus $T(x) = (x, f)^\sim$ on a linear manifold $M$ over the rational numbers and $\mu(M) = 1$. We will
show that $H \subseteq M$ and this completes the proof since then $T(x) = (x, f)^\sim$ on $H$. That is, $T(x) = \sum_{k=1}^{\infty} (x, \alpha_k)(\alpha_k, f) = (x, f)$ on $H$ so $\|T\|^2 = \|f\|^2 = \int_B [T(x)]^2 d\mu(x)$. Here, of course, by $\|T\|$ we mean the norm of $T^\sim$ as a linear functional on $H$. To show $H \subseteq M$ we assume the contrary. Then there exists a $z \in H$ such that $z \notin M$. Let $M_\lambda = \{x \in B: x = y + \lambda z, y \in M\}$ for real numbers $\lambda$. Then $M_\lambda \cap M_\mu = \emptyset$ for $\lambda_1 \neq \lambda_2$ and, by Lemma 2.1,

$$\mu(M_\lambda) = \exp\{-\lambda^2(z, z)/2\} \int_M \exp\{-\lambda(x, z)^\sim\} d\mu(x).$$

Since $(x, z)^\sim$ has a Gaussian distribution with mean zero and variance $\|z\|^2$ it follows that

$$\lim_{\lambda \to 0} \mu(M_\lambda) = \mu(M) = 1.$$

Thus

$$1 = \mu(B) \geq \mu\left(\bigcup_{n=1}^{\infty} M_{1/n}\right) = \sum_{n=1}^{\infty} \mu(M_{1/n}) = \infty,$$

which is a contradiction, so $H \subseteq M$.

**Theorem 3.3.** Let $(B, \mathscr{G}, \mu)$ be an abstract Wiener space with generating Hilbert space $H$. Let $\{T_\delta: \delta \in D\}$ be a family of additive measurable functionals on $B$ and suppose $\mu^*$ is the outer measure induced by $\mu$. If

$$\mu^*\{x \in B: \sup_{\delta} |T_\delta(x)| < \infty\} > 0,$$

then $\sup_{\delta} \|T_\delta\|$ is finite. Furthermore, if $\{T_\delta: \delta \in D\}$ is a subfamily of $B^*$ such that

$$\|T_\delta\| \leq M \int_B |T_\delta(x)|^p d\mu(x)$$

for all $\delta$ in $D$ and positive constants $p$ and $M$, then condition (3.6) implies that $\sup_{\delta} \|T_\delta\|$ is finite.

**Proof.** Using Lemma 3.2 we have $\|T_\delta\|$ finite for all $\delta$ in $D$. Suppose (3.6) holds. If $\sup_{\delta} \|T_\delta\| = \infty$ then there is a sequence of $T_\delta$’s, call it $\{T_k\}$, such that $\|T_k\| \geq k$. Hence, for every positive integer $N$ and $\varepsilon > 0$

$$\mu^*\{x \in B: \sup_{\delta} |T_\delta(x)| < N\} \leq \mu\{x \in B: \sup_k |T_k(x)| < N\} \leq \mu\{|T_k(x)| < N\} \leq \sqrt{\frac{2}{\pi}} \frac{N}{h(N)}.$$
where \( h(N) \) is any integer valued function of \( N \) and last inequality holds since \( T_{h(N)} \) is Gaussian with mean zero and variance \( \| T_{h(N)} \| ^2 \geq [h(N)]^2 \). If \( h(N) \geq N/\varepsilon \) we then have \( \mu \{ x \in \mathcal{B} : \sup_k | T_k(x) | < N \} < \varepsilon \) and hence \( \mu \{ x \in \mathcal{B} : \sup_k | T_k(x) | < N \} = 0 \). Then

\[
\mu^{*} \{ \sup_{k} | T_{k}(x) | < \infty \} \leq \mu^{*} \{ \sup_{k} | T_{k}(x) | < \infty \}
\]

\[
= \lim_{\varepsilon \to \infty} \mu \{ x \in \mathcal{B} : \sup_{k} | T_{k}(x) | < N \} = 0
\]

which contradicts (3.6), and hence \( \sup_{D} \| T_{\varepsilon} \| \) is finite. If (3.7) holds, then

\[
\sup_{D} \| T_{\varepsilon} \| \leq M \sup_{D} \int_{\mathcal{B}} \| T_{\varepsilon}(x) \| d\mu(x)
\]

\[
= \beta M \sup_{D} \left\{ \int_{\mathcal{B}} | T_{\varepsilon}(x) | d\mu(x) \right\}^{p/2}
\]

\[
= \beta M \sup_{D} \| T_{\varepsilon}^{\|} \|^{p/2}
\]

where \( \beta = \Gamma((p + 1)/2)\Gamma(3/2)^{-p/2} \pi^{(p-1)/2} \). If, in addition, we assume (3.6) then \( \sup_{D} \| T_{\varepsilon}^{\|} \| \) is finite and hence \( \sup_{D} \| T_{\varepsilon} \| \) is finite.

An immediate question to ask is whether (3.6) alone implies that \( \sup_{D} \| T_{\varepsilon} \| \) is finite. The answer to this is no, as the following example demonstrates. Let \( B \) denote the space of sequences of real numbers \( \{x_i\} \) such that \( \sum_{i=1}^{\infty} \lambda_i x_i^2 \) is finite where \( \lambda_i > 0 \) and \( \sum_{i=1}^{\infty} \lambda_i^{1/2} < \infty \). The norm on \( B \), denoted by \( \| \cdot \| \), is \( \| x \| = (\sum_{i=1}^{\infty} \lambda_i x_i)^{1/2} \). Let \( H \) denote \( L_1 \) with its usual norm. Then, \( \| \cdot \| \) is a measurable norm on \( H \), the completion of \( H \) under \( \| \cdot \| \) is \( B \), and we let \( (B, \mathcal{S}, \mu) \) denote the abstract Wiener space generated by \( H \). Let \( T_{\varepsilon}(x) = x_{k} \lambda_{k}^{1/4} \), i.e., \( T_{\varepsilon} \) is essentially the projection on the \( k \)-th coordinate of the sequence \( x = \{x_i\} \). Then \( \mu \{ x \in \mathcal{B} : \sup_{k} | T_{k}(x) | < \infty \} = 1 \) and \( \| T_{\varepsilon} \| = \lambda_{k}^{1/8} \) so \( \sup_{k} \| T_{\varepsilon} \| = \infty \) as was to be shown.

4. The next theorem allows us to evaluate certain ratios of integrals some of which, in the case of classical Wiener space, were studied by Cameron and Martin [3] and by Cameron and Shapiro in [4] in order to solve nonlinear integral equations. As an application, we will study some nonlinear integral equations involving functions of infinitely many variables.

Suppose \( (B, \mathcal{S}, \mu) \) is an abstract Wiener space with \( \| \cdot \| \) the norm on \( B \). If \( \| \cdot \| \) is a norm on \( B \) which is weaker than or equivalent to \( \| \cdot \| \), and \( A \) denotes a \( \| \cdot \|^{-1} \)-continuous one-to-one mapping of \( B \) into \( B \) such that \( A^{-1} \) is \( \| \cdot \|^{-1} \)-continuous on the range of \( A \), then we will call \( A \) an \( \| \cdot \|^{-1} \)-acceptable operator on \( B \).
THEOREM 4.1. If \((B, \mathcal{S}, \mu)\) is an abstract Wiener space with norm \(\|\cdot\|\) and

(i) \(\|\cdot\|_1\) is a norm on \(B\) weaker or equivalent to \(\|\cdot\|\),

(ii) \(A\) is a \(\|\cdot\|_1\)-acceptable operator on \(B\),

(iii) \(G\) is a \(\|\cdot\|\)-continuous functional on \(B\) such that for some \(\lambda > 0, 0 \leq t < 1\), and \(y = A(x_0)\) the functional

\[
H_{\rho, \lambda, t}(x) = \exp \{-\rho \|y - Ax\||^t\}G(x)
\]

is \(\mu\)-integrable on \(B\) for \(\rho\) sufficiently large, then, for \(y = A(x_0)\), we have

\[
\lim_{\rho \to \infty} \int_B \exp \{-\rho \|y - Ax\||^t\}G(x)d\mu(x) = G(x_0).
\]

\(\text{Proof.}\) Let \(\varepsilon > 0\) be given and choose \(\delta > 0\) such that \(\|x - x_0\|_1 < \delta\) implies \(\|G(x) - G(x_0)\| < \varepsilon\). Then choose \(\gamma > 0\) such that \(\|Ax - Ax_0\|_1 < \gamma\) implies \(\|x - x_0\|_1 < \delta\) (this is possible since \(A^{-1}\) is continuous on the range of \(A\)) and finally let

\(\Omega_r = \{x \in B : \|Ax - Ax_0\|_1 < \gamma\}\).

Then \(\mu(\Omega_r) > 0\) since \(\Omega_r\) is \(\|\cdot\|_1\)-open (and also \(\|\cdot\|\)-open), and hence (4.2) is equivalent to

\[
\lim_{\rho \to \infty} \int_{\Omega_r} \Gamma(\rho, x, \lambda)[G(x) - G(x_0)]d\mu(x) \leq \varepsilon
\]

and

\[
\lim_{\rho \to \infty} \int_{B - \Omega_r} \Gamma(\rho, x, \lambda)[G(x) - G(x_0)]d\mu(x) = 0
\]

where

\[
\Gamma(\rho, x, \lambda) = \exp \{-\rho \|y - A(x)\|_1^t\}.
\]

Now

\[
\left| \int_{\Omega_r} \Gamma(\rho, x, \lambda)[G(x) - G(x_0)]d\mu(x) \right| \leq \varepsilon \int_B \Gamma(\rho, x, \lambda)d\mu(x)
\]

so (4.3) holds. To demonstrate (4.4) we will verify that

\[
\lim_{\rho \to \infty} \int_{B - \Omega_r} \Gamma(\rho, x, \lambda) \left| u(x) \right| d\mu(x) = 0
\]
where \( u(x) = G(x) \) and \( u(x) = G(x_0) \). The case \( u(x) = G(x_0) \) is simple since then the left-hand side of (4.5) is dominated by
\[
|G(x_0)| \exp \{-\rho \gamma^2\} \cdot \left\{ \int_B \Gamma(\rho, x, \lambda) d\mu(x) \right\}^{-1}.
\]
Now
\[
\int_B \Gamma(\rho, x, \lambda) d\mu(x) \geq \int_{\gamma/2} \Gamma(\rho, x, \lambda) d\mu(x)
\]
\[
\geq \exp \left\{ -\rho \left( \frac{\gamma}{2} \right)^2 \right\} \mu(\Omega_{1/2})
\]
and \( \mu(\Omega_{1/2}) > 0 \) so (4.5) holds when \( u(x) = G(x_0) \). In the situation where \( u(x) = G(x) \) choose \( 0 \leq t < 1 \) such that \( H_{\gamma, t}(x) \) is \( \mu \)-integrable on \( B \) for \( \rho \) sufficiently large. Then the numerator of the left-hand side of (4.5) is dominated by
\[
\exp \left\{ -\rho(1 - t) \gamma^2 \right\} \int_B |H_{\gamma, t}(x)| d\mu(x).
\]
Now \( \int_B |H_{\gamma, t}(x)| d\mu(x) \) is decreasing in \( \rho \) and
\[
\int_B \Gamma(\rho, x, \lambda) d\mu(x) \geq \exp \left\{ -\rho \left( \frac{\gamma}{n} \right)^2 \right\} \mu(\Omega_{1/n})
\]
for every integer \( n \) with \( \mu(\Omega_{1/n}) > 0 \) so (4.5) holds provided
\[
\xi(1 - t) \gamma^2 - (\gamma/n)^2 > 0.
\]

**Corollary 4.1.** If (i) and (ii) Theorem 4.1 are satisfied and \( G(x) \) is a \( \| \cdot \|_1 \)-continuous linear functional on \( B \), then (4.2) holds for \( G(x) \) for any \( \lambda > 0 \).

**Proof.** Since \( G(x) \) is a \( \| \cdot \|_1 \)-continuous linear functional on \( B \) it is an element of \( B^* \). Hence \( H_{\gamma, t}(x) \) is \( \mu \)-integrable on \( B \) with \( t = 0 \) and \( \lambda > 0 \) because \( G(x) \) has a Gaussian distribution. The corollary now follows.

As an application of Theorem 4.1 we consider the following situation. Let \( Y \) denote the product space \( \prod_{i=1}^\infty [a_i, b_i] \). It is assumed that \( b_k - a_k = 0(2^{-i}) \), that \( Y \) has the product topology, and that \( C(Y) \) denotes the real continuous functions on \( Y \) with the uniform topology. The measure \( m \), defined on the Borel subsets of \( C(Y) \), is essentially (note the trivial change in the covariance function) the generalization of Wiener measure given in [8, 9] and is determined in the following way. If \( p_1, \ldots, p_k \) are points in \( Y \) such that \( p_i = (c_{i1}, c_{i2}, \ldots) \) for
i = 1, \ldots, k then the finite dimensional distribution of \( m \) at \( p_i, \ldots, p_k \) is Gaussian with mean zero and covariance matrix \( V = (v_{ij}) \) where 

\[
v_{ij} = \prod_{n=1}^{\infty} [1 + (e_{in} - a_n) \wedge (e_{jn} - a_n)]
\]

and by \( a \wedge b \) we mean \( \min(a, b) \).

Let \( Y_n = \prod_{i=1}^{\infty} [a_i, b_i] \times \alpha_n \) where \( \alpha_n = (a_{n+1}, a_{n+2}, \ldots) \) for \( n = 1, 2, \ldots, \) and by \( S_n \) denote the \( 2^n \) subsets of \( Y_n \) formed by selecting \( n - k \) of the first \( n \) coordinates and setting each \( x_j \) equal to \( a_j \) while the remaining \( k \) coordinates among the first \( n \) are allowed to vary as they do in \( Y_n \). The symbol \( S \) denotes \( \bigcup_{n=1}^{\infty} S_n \). If \( I \in S \) and \( I \) has \( k > 0 \) coordinates which vary then \( \mu_I \) denotes Lebesgue measure on \( I \) when \( I \) is considered as \( k \)-dimensional. If \( I \) is the single point \( (a_1, a_2, \ldots) \), then \( \mu_I \) is the measure obtained by placing mass one at this point. If \( D \) is a Borel subset of \( Y \) we define \( r(D) = \sum_{I \in S} \mu_I(D \cap I) \). Then \( r \) is sigma-additive on the Borel sets and \( C(Y) \) is dense in \( \mathcal{L}_2(Y) \) with respect to mean square convergence.

If \( p = (c_1, c_2, \ldots) \) is in \( Y \) we define \( Y(p) = \prod_{i=1}^{\infty} [a_i, c_i] \), and we let \( H \) denote the Hilbert space of functions \( x \) in \( C(Y) \) such that \( x(p) = \int_{Y(p)} fdr \) for \( p \in Y \) and some \( f \in \mathcal{L}_2(Y) \). The inner product for \( H \) is such that if \( x_i(p) = \int_{Y(p)} f_i dr \) and \( x_j(p) = \int_{Y(p)} f_j dr \) then \( (x_i, x_j) = \int_Y f_i f_j dr \). Then the uniform norm on \( C(Y) \), denoted by \( \| \cdot \| \), is a measurable norm on \( H \) with respect to the canonical normal distribution. To see this first observe that if \( F(x) = \Phi(x(p_1), \ldots, x(p_k)) \) where \( \Phi \) is Borel measurable on \( R_k \) and \( p_1, \ldots, p_k \) are in \( Y \), then

\[
F(x) = \Phi\left( \int_Y \chi_i(\xi) dx(\xi), \ldots, \int_Y \chi_k(\xi) dx(\xi) \right)
\]

where \( \chi_i(\xi) \) is the characteristic function of \( Y(p_i), i = 1, \ldots, k \). Hence, if \( x \in H \) and \( x(p) = \int_{Y(p)} f(\xi) dr(\xi) \) we have

\[
F(x) = \Phi\left( \int_Y \chi_i(\xi) f(\xi) dr(\xi), \ldots, \int_Y \chi_k(\xi) f(\xi) dr(\xi) \right)
\]

\[
= \Phi((x, z_1), \ldots, (x, z_k))
\]

where \( z_i(t) = \int_{Y(t)} \chi_i(\xi) dr(\xi), i = 1, \ldots, k, \) and \( t \in Y \). Thus \( F(x) \) has the same distribution when considered as a tame function on \( H \) and the canonical normal distribution is used, or when considered as a functional on \( C(Y) \) and the measure \( m \) is used. Furthermore, proceeding as in [6, p. 389] where the analogous situation for classical Wiener space is handled; it then follows that \( \| \cdot \| \) is a measurable norm on \( H \), and that the measure induced on \( C(Y) \) by the canonical normal distribution is actually \( m \).

\footnote{The definition of these Stieljes integrals is given in \([8, p. 111]\)}. 
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Consider the integral equation
\begin{equation}
\chi(p) = y(p) + \int_{Y(p)} G(p, \xi, x(\xi)) d\xi
\end{equation}
where \( G \) is continuous on \( Y \times Y \times (-\infty, \infty) \), \( G(p, a, u) = 0 \) for \( a = (a_1, a_2, \cdots) \) and \((p, u) \in Y \times (-\infty, \infty) \) and \( G \) satisfies the uniform Lipschitz condition
\begin{equation}
|G(p, \xi, u_1) - G(p, \xi, u_2)| \leq M |u_1 - u_2|
\end{equation}
on \( Y \times Y \times (-\infty, \infty) \). Further, let
\begin{equation}
Ax(p) = x(p) - \int_{Y(p)} G(p, \xi, x(\xi)) d\xi
\end{equation}
In subsequent lemmas we shall show that \( A \) is a one-to-one map from \( C(Y) \) onto \( C(Y) \) and that \( A \) and \( A^{-1} \) are continuous in the topology on \( C(Y) \) induced by the norm \( ||x|| \), where
\[
||x|| = \int_Y [x(\xi)]^2 d\xi.
\]
Now \( ||x|| \leq r(Y) ||x||^2 \) so \( ||\cdot||_1 \) is weaker than \( ||\cdot||_2 \).

**Theorem 4.2.** Let \( G(p, \xi, u) \) be continuous on \( Y \times Y \times (-\infty, \infty) \) with \( G(p, a, u) = 0 \) for \( a = (a_1, a_2, \cdots) \), and suppose \( G \) satisfies the uniform Lipschitz condition (4.7). Then, for \( y \in C(Y) \), the integral equation (4.6) has a unique continuous solution \( z \in C(Y) \) given by the mean square limit over \( Y \) as \( \rho \) tends to infinity of
\begin{equation}
z_\rho(p) = \frac{\int_{C(Y)} e^{-\rho \|y - Ax\|} x(p) d\mu(x)}{\int_{C(Y)} e^{-\rho \|y - Ax\|} d\mu(x)}
\end{equation}
where \( A \) is the operator given by (4.8).

**Proof.** In the following lemmas we will show that \( A \) is a one-to-one map of \( C(Y) \) onto \( C(Y) \) such that \( A^{-1} \) is \( ||\cdot||_1 \) continuous. Hence the integral equation (4.6) has a unique continuous solution which we call \( z \). Let \( G(x) = \left\{ \int_Y [x(p) - z(p)]^2 d\xi \right\}^{1/2} \) for \( x \in C(Y) \). Then \( G \) is \( ||\cdot||_1 \) continuous, \( G(z) = 0 \), and hence
\begin{equation}
\lim_{\rho \to \infty} \frac{\int_{C(Y)} e^{-\rho \|y - Az\|} G(x) d\mu(x)}{\int_{C(Y)} e^{-\rho \|y - Az\|} d\mu(x)} = 0
\end{equation}
by Theorem 4.1. Furthermore,

\[
\int_{\mathcal{Y}} [z_\rho(p) - z(p)]^2 dr(p) = \frac{1}{\alpha_\rho^2} \int_{\mathcal{Y}} \left\{ \exp \left\{ -\rho \| y - Ax \| \right\} \left[ z(p) - z(p) \right] d\mu(x) \right\}^2 dr(p)
\]

(4.11)

where \(\alpha_\rho = \int_{\mathcal{Y}} \exp \left\{ -\rho \| y - Ax \| \right\} d\mu(x)\). Thus

\[
\int_{\mathcal{Y}} [z_\rho(p) - z(p)]^2 dr(p) \leq \frac{1}{\alpha_\rho^2} \left\{ \int_{\mathcal{Y}} \exp \left\{ -\rho \| y - Ax \| \right\} \left\{ \int_{\mathcal{Y}} [z(p) - z(p)]^2 dr(p) \right\}^{1/2} d\mu(x) \right\}^2.
\]

so

\[
\lim_{\rho \to 0} \left\{ \int_{\mathcal{Y}} [z_\rho(p) - z(p)]^2 dr(p) \right\}^{1/2} = 0
\]

by (4.10) and the theorem is proved. We now turn to the proof of the properties attributed to the operator \(A\) above.

**Lemma 4.1.** If \(D = \prod_{i=1}^{\infty} (1 + b_i - a_i)\) then

\[
\int_{\mathcal{Y}} \left[ \prod_{i=1}^{\infty} \left[ 1 + \frac{(\xi_i - a_i)^N}{N!} \right] - 1 \right] dr(\xi) \leq D \left[ \prod_{i=1}^{\infty} \left[ 1 + \frac{(p_i - a_i)^{N+1}}{(N+1)!} \right] - 1 \right].
\]

Proof. Using the definition of the measure \(r\) and letting \(I(p) = I \cap Y(p)\) for \(I \in S\) we have

\[
J = \int_{\mathcal{Y}} \left\{ \prod_{i=1}^{\infty} \left[ 1 + \frac{(\xi_i - a_i)^N}{N!} \right] - 1 \right\} dr(\xi)
\]

\[
= \sum_{i \in I} \int_{I(p)} \left\{ \prod_{i=1}^{\infty} \left[ 1 + \frac{(\xi_i - a_i)^N}{N!} \right] - 1 \right\} dr(\xi)
\]

\[
= \sum_{i \in I} \left\{ \prod_{i \in I} (p_i - a_i) + \frac{(p_i - a_i)^{N+1}}{(N+1)!} \right\} - \prod_{i \in I} (p_i - a_i)
\]

where by \(i \in I\) we mean we are taking the product over all subscripts used to determine \(I\) in \(S\). Hence

\[
J = \prod_{i=1}^{\infty} \left[ 1 + \frac{(p_i - a_i)^{N+1}}{(N+1)!} \right] - \prod_{i=1}^{\infty} (p_i - a_i)
\]

\[
\leq D \left[ \prod_{i=1}^{\infty} \left[ 1 + \frac{(p_i - a_i)^{N+1}}{(N+1)!} \right] - 1 \right]
\]

and the lemma is proved.
LEMMA 4.2. The operator $A$ defined in (4.8) is a one-to-one map of $C(Y)$ onto $C(Y)$, and $A$ and $A^{-1}$ are continuous in the $|| \cdot ||_i$-topology.

Proof. The proof of this lemma follows from standard techniques. The novelty here is in manipulating the measure $r$ on $Y$.

To show that $A$ is a one-to-one map of $C(Y)$ onto $C(Y)$ we show that for fixed $y \in C(Y)$ the operator

$$Tx(p) = y(p) - \int_{Y(p)} G(p, \xi, x(\xi))dr(\xi)$$

has one and only one fixed point. Let $x_1, x_2$ be in $C(Y)$ and let $m = ||x_1 - x_2||$. Then

$$||Tx_1(p) - Tx_2(p)|| \leq M \int_{Y(p)} |x_1(\xi) - x_2(\xi)|dr(\xi) \leq Mm \left\{ \prod_{i=1}^{\infty} \left[ 1 + p_i - a_i \right] - 1 \right\},$$

where $\Gamma(p) = Y(p) - \{a\}$. By Lemma 4.1 and the usual iteration it follows that

$$||T^nx_1(p) - T^nx_2(p)|| \leq M^nmD^{N-1}\left\{ \prod_{i=1}^{\infty} \left[ 1 + \frac{(p_i - a_i)^N}{N!} \right] - 1 \right\}.$$

Hence

$$||T^nx_1 - T^nx_2|| \leq M^nD^{N-1}\left\{ \prod_{i=1}^{\infty} \left[ 1 + \frac{(b_i - a_i)^N}{N!} \right] - 1 \right\} ||x_1 - x_2||$$

and since $b_i - a_i \leq \delta 2^{-i}$ for $i = 1, 2, \ldots$ and some constant $\delta$ we find

$$||T^nx_1 - T^nx_2|| \leq M^nD^{N-1}\left\{ \exp \left\{ \alpha_N \sum_{i=1}^{\infty} \frac{\delta^N}{2^{Ni}N!} \right\} - 1 \right\} ||x_1 - x_2||$$

where $\alpha_N$ converges to one as $N$ approaches infinity. Thus

$$||T^nx_1 - T^nx_2|| \leq (MD)^N\left\{ \exp \left\{ \alpha_N\delta^N/N!(2^N - 1) \right\} - 1 \right\} ||x_1 - x_2||$$

so for $N$ sufficiently large $||T^nx_1 - T^nx_2|| < ||x_1 - x_2||$ and $T^N$ is a contradiction mapping on $C(Y)$. Hence there exists one and only one $x \in C(Y)$ such that $Tx = x$ and, as mentioned previously, $A$ is thus a one-to-one mapping of $C(Y)$ onto $C(Y)$.

That $A$ is $|| \cdot ||_i$-continuous is trivial and hence we turn to the problem of showing $A^{-1}$ is continuous in the $|| \cdot ||_i$ norm. If $y_i$ and $y_s$ are any two functions of $C(Y)$ and $x_i, x_s$ are the corresponding (unique) solutions of (4.6) we define for each of the functions $y_j (j = 1, 2)$
\[ x_{j,n+1}(p) = y_j(p) + \int_{Y(p)} G(p, \xi, x_{j,n}(\xi)) d\rho(\xi) \quad (n = 0, 1, 2, \ldots) . \]

Then, if \( I'(p) = Y(p) - \{a\} \) and
\[
V\left( \frac{p^k}{k!} \right) = \prod_{i=1}^{\infty} \left[ 1 + \frac{(p_i - a_i)^k}{k!} \right] \quad \text{for} \quad k = 1, 2, \ldots
\]
we have
\[
|x_{1,n+1}(p) - x_{2,n+1}(p)| \leq |y_1(p) - y_2(p)| + M \int_{I'(p)} |x_{1,n}(\xi) - x_{2,n}(\xi)| d\rho(\xi) \quad \text{(4.13)}
\]
\[
\leq |y_1(p) - y_2(p)| + M [V(p) - 1]^{1/2} \times \left[ \int_{I'(p)} |x_{1,n}(\xi) - x_{2,n}(\xi)| d\rho(\xi) \right]^{1/2}.
\]

For \( x \in C(Y) \) we write \( ||x||_t = \left\{ \int_{I'(t)} |x(\xi)|^2 d\rho(\xi) \right\}^{1/2} \), and assume for an induction step that for \( p \) in \( Y \)
\[
||x_{1,n} - x_{2,n}||_p \leq ||y_1 - y_2||_p \left\{ 1 + \sum_{k=1}^{\infty} M^k \left[ V\left( \frac{p^{k+1}}{(k+1)!} \right) - 1 \right]^{1/2} (D - 1)^{k-1/2} \right\}
\]
where \( D = V(b) \), \( b = (b_1, b_2, \ldots) \), and the sum on the right hand side of (4.14) is taken to be zero if \( n = 0 \). Then (4.14) holds if \( n = 0 \) since \( x_{j0} = y_j \) for \( j = 1, 2 \). We now assume (4.14) and verify it for \( n + 1 \). Inserting (4.14) into (4.13) and using Minkowski’s inequality and (4.12) we get
\[
||x_{1,n+1} - x_{2,n+1}||_t \leq ||y_1 - y_2||_t + M ||y_1 - y_2||_t \times \left\{ \left[ V\left( \frac{t^{k+2}}{2} \right) - 1 \right]^{1/2} + \sum_{k=1}^{\infty} M^k (D - 1)^{k/2} \left[ V\left( \frac{t^{k+1}}{(k+2)!} \right) - 1 \right]^{1/2} \right\}
\]
\[
= ||y_1 - y_2||_t \left\{ 1 + \sum_{k=1}^{\infty} M^k (D - 1)^{(k-1)/2} \left[ V\left( \frac{t^{k+1}}{(k+1)!} \right) - 1 \right]^{1/2} \right\}
\]
so (4.13) holds for \( n + 1 \). Letting \( n \) approach infinity and setting \( t = b \) we have
\[
||x_1 - x_2||_t \leq ||y_1 - y_2||_t \left\{ 1 + \sum_{k=1}^{\infty} M^k (D - 1)^{(k-1)/2} \left[ V\left( \frac{b^{k+1}}{(k+1)!} \right) - 1 \right]^{1/2} \right\}
\]
since \( \{x_{j,n}\} \) converges uniformly to \( x_j \) on \( Y \). Now
\[
V\left( \frac{b^k}{k!} \right) - 1 = 0 \left( \frac{\delta^k}{k!(2^k - 1)} \right)
\]
so the series converges and thus $A^{-1}$ is $|| \cdot ||_1$-continuous on $C(Y)$.

Finally, we mention that integral equations in $N$ variables, $1 < N < \infty$, and of the type discussed in Theorem 4.2 can be solved using the analogue of Wiener measure described by J. Yeh in [11, 12]. He only discusses the case $N = 2$ but the necessary modifications are rather direct.
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