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Let M be a semisimple convolution measure algebra with
structure semigroup S. Then each complex homomorphism of
M is given by integrating a semicharacter on S. Gleason
parts can be defined on §, the set of semicharacters on S, by
considering the function algebra obtained from the transforms
of elemenAts of M. We give a partial characterization of the
parEs of S utilizing only the functional values of the elements
of S, We then completely characterize the one point parts of
S utilizing only the functional values of elements of §

If S is a locally compact topological semigroup, then the measure
algebra M(S) is a member of an abstract class of Banach algebras
called convolution measure algebras by Taylor in [12]. Other examples
include L'(G) for a locally compact group G and the Arens-Singer
algebras introduced in {1]. The convolution measure algebras form
an extremely large and diverse class of algebras. In fact, a large
number of interesting function algebras can be described as comple-
tions, in the spectral norm, of convolution measure algebras.

Taylor’s main theorem in [12] is the following: if M is a com-
mutative, semisimple convolution measure algebra, then M may be
embedded in the measure algebra M(S) of a certain canonical compact
semigroup S, in such a way that every complex homomorphism of M
is determined by a continuous semicharacter on S.

Taylor’s theorem identifies the maximal ideal space 4 of M as the
set S of all semicharacters on a compact semigroup S. This gives 4
a considerable amount of structure not generally enjoyed by maximal
ideal spaces. It is natural to try to use this additional structure to
help identify such standard objects as the Shilov and Choquet bound-
aries and the Gleason parts of 4.

If H= {fe§ =4:|fP=1f1}, then Taylor showed that every
element of §\H lies in an analytic disc in S. Hence the Choquet
boundary points and the one point parts all lie in H and the closure,
H, of H contains the Shilov boundary (c.f. [7,11,12]). However,
these results are not sharp since there are trivial examples where H
contains points which are neither one point parts, Choquet boundary
points, nor Shilov boundary points. In fact, 4(J), where J is the
additive semigroup of nonnegative integers, is such an example. Here
S is the unit disc in the complex plane C and H = {z: |z| = 1 or 0}. The
point 0 is in H and also is in a nontrivial part, ({z:|z| < 1}), of &S.
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756 R. R. MILLER

In this paper we propose to sharpen Taylor’s results through a
detailed study of the Gleason parts of S. Our major contribution is
the following: if f, ge§ and f=0,9g =0 then f and ¢ are in the
same part if and only if {x € S: f(®) = 1} = {x € S: g(x) = 1}. (Theorems
2.3 and 3.1). For arbitrary f, ge S we conjecture that 7 and ¢ are
in the same part if and only if

() {e: | f@)| = 1} = {w: [ g(@) | = 1} & {@: fl2) = g(@)} .

It is easy to prove that (*) is a necessary condition for f and g to
be in the same part (Theorem 2.3). However, we only have the
sufficiency in certain special cases.

Our results on parts are sufficient to completely characterize the
one point parts. Since the Choquet boundary is known to be contained
in the set of one point parts, this is progress towards a complete
characterization of the Choquet boundary and the Shilov boundary of
a convolution measure algebra. The result is this: {f} S S is a one
point part if and only if fe H and there is no geS, with ¢g= f,
which satisfies (*). (Theorem 4.5).

In § 1 we briefly outline certain background information—largely
from Taylor’s structure theory. In §2 and § 3 we solve the problem
of deciding when f and ¢ are in the same part (for f, g = 0), and
then in §4 we characterize the set of one point parts of S. Also in
§ 4 we relate the parts structure of S to the idempotents in S.

Section 2 and §3 each deal with the same problem. However, the
proof of our main result, Theorem 8.1, is so drawn out that we have
devoted an entire section to it.

We prove Theorem 3.1 in §3. In that section we show that the
problem of deciding when f and ¢ are in the same part can be reduced
to showing the equivalence of two special functions on a specific
measure algebra situated in the first quadrant of the plane. We then
show the equivalence of these special functions through the use of
positive definite functions on the plane.

Finally, in § 5 we give some examples.

1. Preliminaries. We will be working in the setting described
by Taylor in [12]; so, to simplify things, we will outline the parts of
that paper that are most pertinent for what we do here.

In [12], Taylor defines convolution measure algebra and obtains a
representation theorem for such algebras. The following is the main
result of that paper.

THEOREM. Let M be a commutative semisimple convolution mea-
sure algebra with identity. Then there exists a compact abelian
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semigroup S, called the structure semigroup of M, and an order
preserving isomorphism-isometry v —y, of M onto a weak-star dense
subalgebra M, of M(S). Furthermore, each complex homomorphism
h, of M 1is obtaitned by integrating a wunique semicharacter v on S
by means of the formula

h(v) = D(v) = Ss"/(x)dvs(x) .

By a semicharacter on a topological semigroup T we will always
mean a continuous homomorphism of 7T into the unit disc. We do not
include the zero homomorphism in this definition. By M(S) we mean
the algebra of all finite regular Borel measures on S under convolution.

We will always let M denote a commutative semisimple convolution
measure algebra with identity and we will let S denote its structure
semigroup. Furthermore, we will identify M with M, and drop the
subscripts. Finally, we let S denote the set of all semicharacters on
S and we identify S with the maximal ideal space of M. We note
that as a set of functions, S separates the points of S [12].

The dual S of S is rich in algebraic and analytic structure.
Specifically, note the following: if f, ge S then

(i) f-geS, feS and |flek;

(ii) if £=0 and Rez > 0 then f7eS;

(iii) if yveM and f;, 20,1 <% < n, then

(oo 2 = (f51 - fin) = | Sty - fu@ysdvia)

is an analytic function for Rez; > 0,1 < 7 < n.
In [4], Gleason notes that if A is a function algebra on its
maximal ideal space X and if x, y ¢ X, then the relationship

Ii‘ﬁ‘;' Sl@) — fly)| < 2

is an equivalence relation. Gleason calls the equivalence classes under
this relation the “parts” of X. In this paper we use the following
facts about parts:

(a) « and y are in the same part if and only if there exist
representing measures vy, for « and vy, for y which are mutually
absolutely continuous with bounded Radon-Nikodym derivatives.

(b) 2 and y are in the same part if and only if there exist
representing measures v, for « and v, for y which are not mutually
singular.

(¢) If there exists a sequence {f,}7., with ||f.|| =<1 for all n
such that lim,_. f.(x) = 2, and lim,_., f,(y) = 2z, then z and y are not
in the same part provided either |z, | <1 and |2, =1 or |2, |=|z]| =1
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but z, # z,.

A map ¢ from {z:]|z| < 1} into the maximal ideal space X of a
function algebra A on X is said to be analytic if fop is an analytic
function for all fe A.

(d) The image of an analytic map is contained in a single part.

(@) and (b) can be found in [2] and [4], (c) follows from the
definition after application of linear fractional transformations, and
(d) follows from the definition and Schwarz’s lemma [4].

Throughout this paper we constantly use results from the theory
of compact semigroups. For a discussion of this subject see [6].

2. Parts and structure in S. As a way of getting at the
Choquet boundary of a convolution measure algebra M, we look at the
Gleason parts of S [4]. We mean by this, the Gleason parts of S
relative to the function algebra obtained by completing, in the spectral
norm, the algebra of Gelfand transforms of elements of M. We will
write f ~ ¢ if f and ¢ are in the same part.

We have already noted that S, in addition to being the maximal
ideal space of M, has the algebraic structure of a semigroup with
involution (conjugation). Furthermore, it has an order relation and
an “analytic structure” (provided there are nonnegative semicharacters
f eS with f?# f). Thus, one might expect that this additional
structure is related to the decomposition of S into parts. This is the
case as the following propositions show.

ProrosiTION 2.1. If f, 9 and h are in S and if fand g are in
the same part, then f and g are in the same part and f-h and g-h
are in the same part.

Proof. Since (f) = Sf(x)du(x), we have D(f) = u(f), and f ~ g
whenever J: ~ g.

If heS and ve M then the measure p defined by dyp = hdy is in
M since M is an L-space [12]. Furthermore,

121l = sup || k@h()dv(@)| < 9]l .

keS

Thus,

sup |D(f+h) — P(g-h)| = sup

A
vl o=t IyvlleS1

S[f(x) - g(x)]h(x)du(m)i

= sup

A
[¥]1eo=1

if f ~g. Thus f ~ g implies f+-h ~ g+h.

i@ — geNase)| <2
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PROPOSITION 2.2. If fi, for =+ fo are in S with fi(x) =0 for all
CUES a?’bd ].{ezz > 0, 1 é 74 é ’)’L, then fl.f2 “eo f'n a/nd flzl. .222 e nzn are
wn the same part.

Proof. The proposition follows from the facts that the map
(s, +++, 2,) = Y(fFr++- fir) is an analytic function for each v in M and
that the image of analytic map is contained in a single part [4].

Proposition 2.2 is usually difficult to apply since it is generally
difficult to tell whether or not two given semicharacters can be
written in the form of Proposition 2.2. However, if one knows how
two semicharacters behave as functions then the following theorem
can be of use.

THEOREM 2.3. If f and g are in S and if f and g are in the
same part then f(x) = g(x) whenever either | f(x)| =1 or |g(x)| = 1.

Proof. Let f, g be elements of S and let s ¢S where [ fe)y| =1
but g(z) = f(x). If |g(x)| <1, then consider the sequence {x"}>_, in S.
It must cluster, say to y, as S is compact. Since |g(z")| = |g(x) ]|
and |g(®)| <1, we have g(y) = 0. Clearly | f(y)| = 1.

Let 4, denote the unit point mass at y. We have [5,(f)| =
| f(y)| =1 but 6,(9) = 0. Since M is weak-star dense in M(S) and
since M is an L-space, there must exist a net {v,} in M, with v, =0,
l|veil =1 for all &, that converges weak-star to 6, [12]. Thus we
have lim,%,(f) =1 and lim,%,(¢9) = 0. Since ||D,]l. < |[v.]| 1 we
conclude that f and g are not in the same part.

If |g(x)| =1 then as above there is a net {v.} in M satisfying
v, = 0,||v. || £1 for all « and converging weak-star to 6,. Since
(D)} and {V.(9)} converge to different points on the unit circle, we
conclude that f and g are in different parts.

The above arguments are symmetric in f and g so we have the
conclusion of the theorem.

We conjecture that the converse of the above theorem is also
true. That is, we conjecture that f and ¢ are in the same part if
and only if f{z) = g(x) whenever | f(z)| = 1 or | g(z) | = 1. The complete
solution to this problem is still open, but we give a partial converse
in Proposition 2.7. Then, in Theorem 3.1, we prove the converse for
nonnegative semicharacters.

DEFINITION 2.4. If fe S define f! by
0 it fl@) =0

A@ =1 F@ 5 e
ey W
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Note that f; is a multlphcatlve Borel function and that f = f| f|.
Also note that if f, geS and if f(x) =0 1mp11es g(x) = 0 then f;-g is
in S. In fact, Taylor shows that if f is in S then fi is equal almost
everywhere with respect to each vy in M to an element f, in S. Fur-
thermore, f = f,| f|. This is Taylor’s polar decomposition theorem
[12]. In what immediately follows, it will not matter whether f, or
fJ is used since fy(s) = fi(s) whenever f(s) = 0. At all other points
we will be multiplying by functions that are zero. However, in §3
there will be one point where the full force of the polar decomposition
theorem will be used.

LEMMA 2.5. Let f, ge§ and suppose that there exists an r,0 <
r <1 such that f(s) = g(s) whenever | f(s)| > r or |g(s)|>r. Then
there exists a k> 0 such that || f(s)[|*fo(s) — | 9(s) [Fgs(s) | < 2¢7*% for
all se S and Rez > 0.

Proof. If » =0 then the inequality holds for any k& > 0 so let
r > 0.

If either [f(s)| > 7 or |g(s)| > r then g(s) = f(s) S0 fu(s) = gi(S)
and | f(s) | = |g(s)|. Hence | f(s) [fi(s) — | 9(s)|gs(s) = 0 and the inequality
holds for any £ > 0. So, let | f(s)|<r and |g(s)| <r. We then have
1 F(s) Pfo(s) — [9(s) Pgo(s) | = | f(8) [** + [ g(s) [** =< 20", If we set k =
—sn(r) then we have the conclusion of the lemma.

The next lemma is an immediate consequence of the maximum
modulus theorem.

LEMMA 2.6. Let k>0 and let h be an analytic function on
{ze C:Rez > 0}. Furthermore, let |h(z)| < De *** for some D > 0.
If |h(z)]| £ 2 then tn fact | h(2)| < 2e"F,

ProrosITION 2.7. Let f, ge§ and suppose that there exists an
r, 0 < r <1, such that f(s) = g(s) whenever either | f(s)| > or |g(s)| > r.
Then f and g are in the same part.

Proof. Note that hi(z) = S(|f(s) [2fo(s) — | 9(8) |7go(s))dy(s) is analytic
for Rez >0 and veM. If |[D]l. <1 then |k(2)| < 2. Also, by 2.5
there exists a k£ > 0 such that

[ h(z) | = gll ) [Fo(s) — 1 9(s) [go(s) 1] v |(s) = 2[| v [[e™"" .

So, by 2.6, |h(2)| < 2¢~*** whenever ||D||, < 1. Thus,
sup [D( FIFf) — B( g17g0) | < 2e ¥R,

Hylle=t
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At z =1 this gives f~g.

3. More parts. The object of this section will be to prove the
following theorem.

THEOREM 3.1. If f and g are in S with f=0and g =0 and
if {xeS:f(x) =1} ={xeS:g() =1} then f and g are in the same
part.

We will prove Theorem 3.1 by first introducing a specific example.
The truth of Theorem 3.1 for this example implies its truth in general.

DEFINITION 3.2. If f,ge S set N(f, g) = {se S: f(s) # 0, g(s) = 0},
set 0(f) = {seS:|f(s)| =1}, and set Z(f) = {s€ S: f(s) = 0}.

Each of Z(f) and Z(g) is a closed prime ideal [12] in S. Since
the union of two closed prime ideals is a prime ideal, we have the
following lemma.

LEMMA 3.3. If f,geS then S\N(f, g) is a closed prime ideal.
In particular, N(f, 9) is an open sub-semigroup of S.

In « is an angle satisfying 0 < &« < 7/4 and a is a nonnegative
real number, set X, . equal to {(x, y) e R*: eitherz =y =0, or x>0,
¥y >0 and tana < y/x < tan (/2 — @), or & = a,y = a}. Note that
X... is a subsemigroup of R* under coordinatewise addition.

LEMMA 3.4. Let f and g be elements of S satisfying:

(i) f20,g20

(ii) fle)y =1 if and only if g(x) = 1.

Define F: N(f, g) — R* by F(s) = (—snf(s), —sng(s)). Then F is
a continuous homomorphism of N(f, g) into R*. Furthermore, there
exists an angle a, 0 < o < /4 and an a > 0 such that F(N(f, 9)) S X,,.-

Proof. F is clearly a continuous homomorphism of N(f, g) into
X2 ER. Let B={seS:f(s)<1/e} and b = inf, ;[—~sng(s)]. We
claim that b > 0. To show this, note that B is a compact sub-semigroup
of S. Thus, if it were the case that b = 0, then there would be an
element se B satisfying g(s) = 1 but f(s) < 1. This cannot happen so
b> 0.

Similarly, if B = {se S: g(s) < 1/e} then 0 < ¢ = inf,.; [—snf(s)]. If
we let @ = min (1, b, ¢) then for se S, either —snf(s) = a and —s/ng(s) =
a or else F(s)€][0, 1] x [0, 1].
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There cannot exist an s¢ S satisfying 0 < —snf(s) <1 and

—/ng(s) a .

’

—Znf(s) 2

otherwise, a/2 > —sng(s")/—snf(s*) for all n. Thus we could choose
an n such that 1 < —/nf(s") < 2 but —shg(s") < a, a situation that
cannot occur. Similarly, there is no se S }for which 0 < —sng(s) =1
and —mf(s)/—sng(s) < a/2. Thus, if @ =\arctan (a/2) we have

F(N(f, 9) & Xua -

The above lemma can be used to map the algebra of Theorem 3.1
into M(X,,.), the algebra under convolution of all finite regular Borel
measures on X,,. Once in M(X,,) we note that integration of the
function ¢7'*! and ¢! define complex homomorphisms of M(X,,,). We
will show that ¢'*! and ¢~'*' are equivalent relative to M(X, ). The
equivalence of f and ¢ in Theorem 8.1 will then follow.

Our method of attack in showing that e '*' and e '*' define equiva-
lent homomorphism of M(X, ,) will be to construct nonmutually singular
representing measures for e='*' and e '*', To do this we need some
specific positive definite functions on R®. (For a discussion of positive
definite functions on a group see [9].)

Let T(x) be the function defined by T(x) =1 — |2] if |&| <1 and
T(z) =0 if |x| > 1.

LEMMA 3.5. For suffictently large k > 0, the functions

(1) flw) =e """ — 1/ke™*' T(x) on R,

(2) flx,y) = e — 1/ke™"* T(x) on R,

(3) g, y) = L/ke """ Ve "' T(x) on R?,

(4) hx,y) = e — ke ' T(x) + ke > e~ T(x) on R?,
where b = 1 is fixed, are positive definite.

Proof. If @ denotes the Fourier transform of a, (either on R or
R?, whichever is appropriate), then for FE(x) = ¢'*' we have

(1) Bx) = ir T S S
27 J e (1l + w?)
P 1 (=
ETw) = =\~ e T(o)da
2) 27 J—
( _ [0 + w] + [w* — ] 4 ¢*[(0® — w®) cos w — 2bw sin w]
6 + W

and since f = E — 1/kE'T
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(3)
k[bZ + wZ]Z

— {b(b*+w?) + (w*— b%) + e~ *[(b*— w?) cos w — 2bw sin w]}
14 w?

2 ) —
Jw) km(b*+why?

By Bochner’s theorem [9], an integrable function is positive definite
if its Fourier transform is nonnegative. Hence, E is positive definite.
To show that f is positive definite, consider

% — (B + W) + (w* — B?) + e~*[(B — w?) cos w — 2bwsinw]}
(4) = k(b + w?) — (b0 + w*) + (w* — b*) + e7*[(b* — w*) cos w — 2bw sin w]}
= (kb +1)b*— b+ (k — b — Lyw* — e~ *(b* — w*) cosw -+ 2bwe"sinw .
If |w| < b then (4) becomes greater than or equal to
(5) (B + 1 —b + (kK — b — Dw* — ble® — 2b%®

which is strictly positive if &£ > b + 2.
If |w] = b then (4) is greater than or equal to

(6) k+ 10 —0 + (kF — b — Dw* — we?® — 2we™

which is strictly positive if & > b + 4.

Thus, for sufficiently large %, (3) is always positive and hence f
is positive definite. Furthermore, by Bochner’s theorem, if dy = Fw)dw
then v is a positive measure and the inverse Fourier transform of v
is f.

Let 6, be the point mass at zero in R. The positive measure
vy X 6, on R* has inverse Fourier transform equal to f(x, %) on R®
Again by Bochner’s theorem, this makes f(z, ¥) positive definite on R®.

We have shown that x--e~'"! is positive definite. Likewise, T is
positive definite as can be seen by computing its Fourier transform.
By using product measures as before, we can show that (z, y) — e '®
and (2, y) — T(x) are positive definite on R®.. Furthermore, since z —
¢~ is positive definite, it follows from the definition of positive definite
that (x, y) — e~'**~¥! is positive definite on R

We note that the convolution product of positive measures yields
a positive measure. We also note that the inverse Fourier transform
of a convolution product of measures gives a pointwise product of
functions. Hence, by Bochner’s theorem, g(x, ) is positive definite.
Finally, by taking a positive sum of positive definite functions, we
get A{z, y) positive definite.

Let Ct+={2eC:Rez=0}. Then for (z,2,)ecC* x C*, define
Sepep(@, y) = e®=t2) The formula (2, 2,) = Se““‘l“’zy’dv(x, y) defines
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a complex homomorphism of M(X,,) for fixed (z, z,). Thus, we may
consider C* x C* a subset of the maximal ideal space of M(X, ). This
subset is, in fact, the maximal ideal space of the ideal of M(X,,,)
consisting of absolutely continuous measures. Using this fact together
with the maximum modulus theorem one can easily show that the
product of the imaginary axes in C* x C* is contained in the Shilov
boundary of M(X, .. We state this as a lemma.

LEMMA 3.6. The product of the tmaginary axes in CT X C* is
contained in the Shilov boundary of M(X,.).

Note that that the Gelfand transform of v ¢ M(X,, ), when restricted
to the product of the imaginary axes in C* x C*, agrees with the
ordinary Fourier transform . Thus, if » is a positive measure con-
centrated on the product of the imaginary axes in C* x C* we have

Sﬁdn = gﬁdv where 7) is the positive definite function obtained from 7

through the inverse Fourier transform. With this in mind we prove
the following lemma.

Lemma 3.7. If a >0 and 0 < o < w/4 then the complex homo-
morphisms of M(X,,,) obtained by integrating the functions (x,y)—
e ' and (x,y) — e ' are in the same part.

Proof. We will let f(z, v), g(x, ¥) and h(x,y) be as in 3.5. We
also assume that ¢ = 1. [If @ = 1, redefine T(x) so that the support
of T(x) lies in (—a,a).] We choose b > max (1, cot(a)) so that h(z, y)
agrees with (x, y) —e¢'* on X, .. Finally, we choose & large enough
so that all of the functions of 3.5 are positive definite.

Let v, be the positive measure on R? such that the inverse Fourier
transform of vy, if h(x, y). Furthermore, identify R* with the product
of the imaginary axes in C* x C*. By 8.6, this gives a positive
regular Borel measure on the Shilov boundary of M(X,,). Since A(x, y)
agrees with ¢ '*' on M(X,,) and since n(0, 0) = 1, this gives a repre-
senting measure for ¢ '*,

If we interchange 2 and ¥ in the above argument then we obtain
a representing measure v, for ¢='"*'. Each of v, and v, has an absolutely
continuous part with an analytic Radon-Nikodym derivative (due to the
term g(x, ¥) in h(x, y)). Hence, v, and vy, are not mutually singular.
Thus ¢~'*' and ¢~'*' are in the same part relative to M(X,,.).

PROPOSITION 3.8. Let f,geS satisfy f(s) = g(s) whenever either
[f8)|=1o0r |g(s)| =1. Also, suppose that each of {se€S: f(s) # 0,
g(s) = 0} and {seS:f(s) =0, g(s) #= 0} is a set of measure zero for
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each ve M. Then f and g are in the same part.

Proof. Define F: N(f, g)— R* by F(s) = (—snf(s), —sng(s))). Then
by 8.4, F is a continuous homomorphism of N(f, g) into X, , for some
a,0<a<r/4,and a >0. If ve M define ¥ on X, , by 5(E) = v(F(E)).
Since S\N(f, ¢) is a prime ideal, the restriction of measures on S to
N(f, g) is a homomorphism. Since F'is also a continuous homomorphism,
it follows that the map v— ¥ is a homomorphism of M into M(X, ).
By composing homomorphisms we see that [|T|l. < [|D]l. so v— D is
spectral norm decreasing.

If it were the case that f and g are not in the same part of S,
then there would exist a sequence {v,};-, in M satisfying ||V, ]. =<1
for all » and lim,_. |9.(f) — D.(9)] = 2.

Note that

S(f) = Sfdv - Se”"”‘dﬂ(x, y) and  H(g) = Sgd}) - Se~w1da(x, Y)

since each of {se S:f(s) =0, g(s) = 0} and {se S: g(s) = 0, f(s) = 0} is
a set of measure zero for v. Thus we have

lim |{e=7d,(@, 9) — {e=" a5, 9)| = 1im [9,(5) = 9,901 = 2.
But ||, |l. <1 for all n. This says that ¢ and ¢~'*' are not equi-
valent relative to M(X, ), contradicting 8.7. Thus, it must be the
case that f and g are in the same part.

We will now prove Theorem 3.1. Let f,ge S satisfy f, ¢ =0 and
f(x) =1 if and only if g(x) =1. We then have that N(f, ¢) is an
open subsemigroup of S and S\N(f, ¢) is a prime ideal. Thus, the
characteristic function of N(f, 9), ¥x, is a multiplicative Borel function
on S. By Taylor’s polar decomposition theorem [12], there isan ke S
such that 2* = h and h = y, almost everywhere with respect to each
v in M. Furthermore, A(x) = 1 whenever f(z) = 1 or g(x) = 1.

By 3.8, f-h is equivalent to ¢g-h. Thus, it suffices to show that
fh~ fand g-h ~g.

Note that Z(k) = {x € S: h(z) = 0} is compact, so f must assume
a maximum » on Z(h). Clearly » cannot be one so 0 <r < 1. If
fl@) > r then x e O(h) = {x e S: h(z) = 1} so fl@)h(x) = flx). If h{z) >7r
then A(z) =1 so f(®)h(x) = f(x). Thus by 2.7, f-h ~ f. Similarly,
g-h ~g. Hence f ~ g.

4, The one point parts of S. Even through Theorem 3.1 does
not give a complete converse to Theorem 2.3, it is sufficiently general
to allow us to characterize the one point parts of S. The Choquet
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boundary [8] is the set of points having unique representing measures.
Since points in the same part must have mutually absolutely continuous
representing measures with bounded Radon-Nikodym derivatives [2],
the Choquet boundary is contained in the set of one point parts of a
function algebra. Thus, the characterization of the one point parts
can be considered as progress toward characterizing the Choquet bound-
ary. With this in mind we proceed.

DEFINITION 4.1. H ={feS:|f(x)| =0 or 1 for all xeS}.
ProrosiTION 4.2. If {f} & S is a one potnt part, then f e H.

Proof. If f is not in H then by definition there is an x ¢ S for
which 0 < | f(x)| <1. Thus, there exists a z with Rez > 0 such that

| fIP#|f]. By 21 and 2.2, f = fi| f|~ fil fI"# f. Thus, the one
point parts of S are contained in H.

ProrosITION 4.3. If fe H and {f} is not a one point part then
f 1s equivalent to an “analytic half plane” in S. That 1is, f s
equivalent to elements in the “analytic structure” of S.

Proof. Let feH and f ~ g where f = g. By 2.3, f(x) = g(x)
whenever | f(x)| =1 or |g(®)| =1 so f =g, f|. Furthermore, g # f
gives that ¢ is not in H. In particular, |g| is not equal to | g|* for
all Rez>0. By 3.1 and 2.2, |f|~|g|and|g|~|g]| forall Rez > 0.
Thus, f =gl fl~9l9l =9 ~9lg|°# f and f is equivalent to the
“analytic half-plane” z— g,| g |°.

PROPOSITION 4.4. An element f in H is in the same part as an
element g in S if and only if f(x) = g(x) whenever either |f(x)| =1
or |g(x)| = L.

Proof. One direction is just 2.3. To go the other way, let fe H,
g € S where f(x) = g(x) whenever either | f(z)| =1 or |g(x)| = 1. Then
by 3.1, | fI~1lglsoby 21, f=glf|l~glgl=9.

THEOREM 4.5. Let f € S. The following statements are equiva-
lent:

(@) {f} is a one point part;

) if ge S and f(x) = g(x) whenever either | f(x)| = Lor [gx) =1
them f =g.

Proof. The theorem follows immediately from 4.2 and 4.4.
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It is well known, [10], that if K is the kernel of S, (minimal
ideal of S [6]), ¢ the identity element in K and K the dual group of
K then every f in K can be extended continuously to all of S to give
an element 7 of S by means of the formula f(@) = flwe). It is clear
from 4.5 that every such element of S must form a one point part.
Thus we get the following corollary.

COROLLARY 4.6. FEwvery f ¢ S satisfying | f(x)| = 1 for every x €S
forms a one point part.

Let J be an open-compact prime ideal in S, let K be the kernel
of S\J, let ¢, be the identity of K and suppose that J has an identity
.. If ge K then ¢ can be extended to e S by defining §(x) = 0 for
xed and g(x) = g(xe,) for xe S\J.

If heS then h(e) = 0or 1. If h(e,) = 1, then % cannot be equiva-
lent to an element derived from K in the above manner. If h(e,) = 0,
on the other hand, then % is identically zero on J. Furthermore, if
h(e,) = 1 then h(x) = h(wze,) for all x € S\J so & is completely determined
on S\J by its action on K. Thus we have the following corollary to 4.5.

COROLLARY 4.7. If J is an open-compact prime ideal in S, if J
contains an tidentity o and if K is the kernel of S\J then each
element of K extends to an element in the set of one point part of S.

Corollary 4.7 indicates the important role that idempotents play in
determining the parts structure of S. We will later give an example
to show that if the J of 4.7 does not have an identity then the elements
of K need not extend to elements in the set of one point parts of S.
In the meantime, we will investigate more closely the relationship
between idempotents in S and one point parts of S.

DEFINITION 4.8. Let s,teS. We will say that s is dominated
by t, denoted s < t, if f(s) < f(¢) for all f e S satisfying f = 0.

LEMMA 4.9. Let q,s¢ S where ¢ = q and s < q. Then q-s = s.

Proof. If gs + s then there is an f e S such that f(gs) = £(s)
[12]. Since f(gs) = f(q)f(s), this forces f(q) 1. Hence f(¢) =0. In
particular, | f|(¢q) = 0. Since s<q we have 0Z | fI(8) < |f 1@ =0
80 f(s) = 0. This cannot be, so gs = s.

The following proposition shows the relationship between one-point
parts in S and the existence of certain kinds of idempotents in S.
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ProproOSITION 4.10. If f*=f €S and p is the idempotent in the
kernel of O(f), then {f} 1s a one-point part if and only if whenever
s< p and f(s) = 0, there exists an tdempotent g€ S such that q = p
and s < q < p.

Proof. Suppose that {f} is a one point part. Define G = {g ¢ S:
9=0,9(s) >0}. Since p=s,9(p) =1 for all geG. Since f(s) =0
and {f} is a one point part, we must have O(f) = O(g) for all ge@G.
Furthermore, since g(p) = 1 for all ge G, we must have g(x) = 1 for
all e O(f). Thus, O(g) properly contains O(f) for every geG.

If g, he @G, then g(s)h(s) > 0 so g-heG. In particular,

[0(9) N O(MN\O(S)

is not empty. It follows that {O(g)\O(f): g€ G} is a family of compact
sets having the finite intersection property.

Set A=,ec[0W\O(Sf)] # ¢ and B =), 0(g). Note that each
of A and B is a compact subsemigroup of S and that g(x) = 1 for all
geG, and z€B.

Let K be the kernel of B. Since A & Z(f) and A = B we have
K< A. Let ¢ be the idempotent in K. Note that pg = ¢ and p # q.
Hence p = q. Thus, we need only show that ¢ = s.

If g e S with g = 0 then either g(s) = 0 so g(g) = g(s) or else g(s) > 0,
in which case ge G and g¢g(q) = 1. Thus, g = s.

Now to go the other way, suppose that {f} is not a one point
part so f ~ ge.§ where we may choose ¢ =0, f #g. Since f =g
whenever f =1 or g =1, there is an se S such that 0 < g(s) < 1.
Clearly f(s) = 0. Also, clearly, ps <pand 0 < g(ps) <1l. If ¢g=¢*eS
with ps =< ¢ < p then we have g(s) = g(ps) =< g(q) = g(p). Since g(g) =0
or 1 this forces g(q) = 1 and ¢q€ O(g) = O(f). Since, ¢ < p we have
pq = q by 4.9. Since p is the idempotent of the kernel of O(f) and
qeO(f), pg = p. Thus p =gq. But by hypothesis, there is a q = p
with ¢* = ¢ and ps < ¢ < p. Thus, {f} must be a one point part.

The hypothesis f? = f in 4.10 was needed since the converse of
the following proposition does not hold. We will later give an example
to show this.

PROPOSITION 4.11. If {| f |} is a one point part of S then so is {f}.

Proof. Let g~ f. Then O(f) = O(g) and f(x) = g(x) for all
xeO(f) by 2.3. If f g then since | f|e H, there must exist an
se Ssuchthat 0 <|g(s)|<1. By 3.1, [f|~|g|. But |f|=+#]¢g]| and
{I 1} is a one point part. This cannot happen so we must have f = ¢
and {f} is a one point part.
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5. Examples. In this section we give several examples to illus-
trate theorems or to serve as counterexamples to questions that arise
naturally as a result of this work.

Let M be a convolution measure algebra. Suppose that M can be
represented as an algebra of measures on a locally compact semigroup
T which is not necessarily the structure semigroup S. Further suppose
that integration of the semicharacters on 7T yields all of the complex
homomorphisms of M. Then it follows from the uniqueness of the
structure semigroup S that S is just the compactification of T having
the property that every semicharacter on T has a unique continuous
extension to S (c.f. [12]). We will make use of this fact in the
following examples.

Let T, be the semigroup under addition given by T, = {¢} U {x e R:
x = 0} where ¢ is a discrete identity. Let T, be the semigroup under
addition, T, = {xeR:x =0 or « = 1}. Let v, be the measure on T,
consisting of the unit point mass at ¢ plus Lebesgue measure on the
nonnegative reals. Let v, be the measure on T, consisting of the unit
point mass at zero plus Lebesgue measure on the reals greater than or
equal to one. Finally, let M, = L’(v,) and M, = L'(v,) under convolution.

Topologically, T, and T, are the same, and the maximal ideal space
of each of M, and M, can be identified with the one point compactification
of the complex numbers with nonnegative real part. That is, if Rez >0
define f, by f,(x) = e **(f.(e) =1). Also, on T, let f.. be the characteristic
funection of ¢ and on T, let f.. be the characteristic function of zero.
Then integration of each f, gives a complex homomorphism of M, (or
M,), and these are all of the complex homomorphisms.

It follows immediately from 4.10 that {f.} is a one point part
relative to M,, but f. is equivalent to {f.: Rez > 0} relative to M,.
The difference is that 7, has two idempotents, ¢ and 0, whereas T,
has only one idempotent, 0.

Hoffman [5] has constructed a type of function algebra having a
one point part off of the Shilov boundary. Garnett used a specific
one of these in [3]. One might ask whether or not function algebras
obtained from convolution measure algebras can have this property.
The answer is yes so our characterization of the one point part does
not always give a complete characterization of the Choquet boundary.

The version of Hoffman’s example used by Garnett can be obtained
by completing, in the spectral norm, the set of Gelfand transforms of
the convolution measure algebra which we now construct. Let a > 0
be an irrational number and let X = {(m, n): m, n are integers, m +
na = 0} where the operation in X is coordinate-wise addition. Let
M = M(X) under convolution.

The semicharacter on X which corresponds to the one point part
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off of the Shilov boundary in Hoffman’s example is the characteristic
function of (0, 0) which we denote by f... It follows from what Hoffman
did that f. has all of the required properties, but we will show that
{f.} is a one point part using the results of this paper.

If (a,, a;) and (b, b,) are in X with b, + ab, > a, + aa, > 0 then
(e, ) = (b, —a,b,—a) is in X. If feX and f = f. then there
must exist a point (b, b,) = (0,0) in X such that f(b,b,) 0. We
can clearly pick (a,, a,) € X such that b, 4 ab, > a, + aa, > 0 so we can
find (c,, c;) as above. Note, | f((c;, ¢.) + (s, a.)) | = | fley, ) || flay, @) | =
| f(b,, b,) | > 0. Since | f| <1 we must have either | f(c,, ¢,) | = | f(b,. b,) '
or | fla,, @) | = | f(b,, b,) |'?. By proceeding in this manner and noting
that S is a compactification of X, we see that | f(s)| = 1 for some
se S where s = (0,0). Thus, f is not equivalent to f. relative to
M. Hence {f.} is a one point part.

We would now like to show that the converse to 4.11 is not true.
Set X, ={(z,2)eC* |z]|=1,2 =0} and let (2, ®,) o (2s %,) = (2,25, &, + T,)
in X;. Set X,={x:2=1} and let zoy =2 + ¥ in X,. Finally set
X = X, U X, where for (2, x) € X, and y € X,(z, ) oy = y, (the operations
within X, and X, remain the same). Then X is a topological semigroup.

Let v be the measure on X which is obtained as follows: on X,, v
is Haar measure on the circle group cross Haar measure on the real line
restricted to the nonnegative reals, plus the unit point mass at (0, 0);
on X,, v is Haar measure on the real line restricted to the reals greater
than or equal to one. Our algebra M is L'(v).

If f is a semicharacter on X then f is either identically zero on
X, or else it is identically one on X,. Any semicharacter on X which
is absolute value one on X, but not identically equal to one on X,, forms
a one point part. However, the characteristic function on X, is equi-
valent to the function which is one on X, and ¢ on X,.
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