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A convolution measure algebra is a partially ordered Banach algebra in which the norm, order, and algebraic operations are related in special ways. Examples include the group algebra $L^1(G)$ and measure algebra $M(G)$ on a locally compact group $G$ and, more generally, the measure algebra $M(S)$ on any locally compact semigroup $S$.

This paper demonstrates several ways in which a convolution measure algebra can be realized as an algebra of measures on a compact semigroup. A relationship is established between such realizations and certain classes of Banach space representations of the algebra. These results give a partial extension to the noncommutative case of the structure theory of commutative semi-simple convolution measure algebras.

The notion of convolution measure algebra was introduced in [22]. The main theorem of [22] states that a semisimple commutative convolution measure algebra $\mathcal{M}$ may be represented as an algebra of measures on a compact Abelian topological semigroup $S$, where $S$ has the property that the multiplicative linear functionals on $\mathcal{M}$ are given by the semicharacters of $S$. In this paper we seek analogous results in the noncommutative case.

The central idea of the paper is this: we attempt to represent a given convolution measure algebra $\mathcal{M}$ as an algebra of measures on a compact semigroup $S$ in such a way that certain key structural properties of $\mathcal{M}$ are reflected in the structure of $S$. The map from $\mathcal{M}$ into the measure algebra $M(S)$ will be called a realization of $\mathcal{M}$ on $S$. It turns out that for a given convolution measure algebra there are several different semigroup realizations, each of which has intrinsic importance. We motivate the study of semigroup realizations as follows: compact topological semigroups have a very rich structure which has been the object of a great deal of study recently (cf. [1], [12], and [23]); it is hoped that structure theorems for compact semigroups will suggest structure theorems for convolution measure algebras and aid in their proofs. In particular, if $\mathcal{M}$ has a realization on a semigroup $S$, then the kernel, idempotents, maximal groups, and ideals of $S$ should be related to corresponding structural elements of $\mathcal{M}$. For a given $\mathcal{M}$ and $S$ the success of the above program depends on having transportation between $\mathcal{M}$ and $S$; i.e., one must develop ways of interpreting structure in $S$ in terms of structure in $\mathcal{M}$ and vice versa. This is where the greatest difficulties in the theory lie.
For the commutative case the above program shows some promise (cf. [18], [19], [20], [21], and [22]). In this paper we make only a modest beginning on the program for the noncommutative case. We restrict our attention primarily to the problem of constructing semi-group realizations.

In § 1 we collect together the information on $L$-space theory which will be required in the later sections. In § 2 we define the notion of convolution measure algebra and develop a method for constructing realizations. The relationships between Banach space or Hilbert space representations, and realizations for a convolution measure algebra are discussed in § 3. Here we also show the existence of maximal jointly continuous and separately continuous realizations.

1. Preliminaries. The Banach space structure of a convolution measure algebra is that of a complex $L$-space. In this section we recall some of the salient points of the theory of complex $L$-spaces.

Real $L$-spaces were defined by Kakutani in [10] as lattice ordered real Banach spaces in which the norm and order relations satisfy certain conditions. In [15] Rieffel extended the notion to the complex case. For our purpose here, we do not need the abstract definition of $L$-space. It suffices to know that complex $L$-spaces are ordered complex Banach spaces that are characterized by the properties listed below.

1.1. Let $X$ be a locally compact Hausdorff space and $M(X)$ be the ordered Banach space of finite complex regular Borel measures on $X$. An $L$-subspace of $M(X)$ is a closed subspace $\mathcal{M}$ such that $\mu, \nu \in \mathcal{M}$ and $\nu$ absolutely continuous w.r.t. $\mu$ implies $\nu \in \mathcal{M}$. Every $L$-subspace of $M(X)$ is a complex $L$-space (cf. [22]).

1.2. If $\mathcal{M}$ is any complex $L$-space, then there is a compact extremely disconnected Hausdorff space $X$ and an order preserving isometry $\mu \mapsto \mu_X$ of $\mathcal{M}$ onto a weak-* dense $L$-subspace of $M(X)$ such that every $F \in \mathcal{M}^*$ has the form $F(\mu) = \int fd\mu_X$ for some $f \in C(X)$. The correspondence $F \mapsto f$ is an isometry between $\mathcal{M}^*$ and $C(X)$ (cf. [2] and [22]). We shall call $X$ the standard domain of $\mathcal{M}$.

For a given $L$-space $\mathcal{M}$, there are many ways of representing $\mathcal{M}$ in an order-preserving isometric fashion as an $L$-subspace of a measure space $M(Y)$. The above gives a canonical such representation. Certain measure theoretic notions are independent of which of these concrete representations are used; these include real and imaginary part, total variation, absolute continuity, and $L$-subspace. These notions are invariant because they can all be defined purely in terms of the order, linear space structure, and norm on $\mathcal{M}$.
1.3. According to 1.2, the dual $M^*$ of an $L$-space $M$ has in a natural way the structure of a commutative $C^*$-algebra with identity (since it may be identified with $C(X)$). This $C^*$-algebra structure is characterized by the condition that $(\bar{f} \cdot f)(\mu) \geq 0$ for $0 \leq \mu \in M$ and $f \in M^*$, where $f \rightarrow \bar{f}$ is the involution (complex conjugation in $C(X)$).

Henceforth, we shall always consider the dual of an $L$-space to be an object in the category of commutative $C^*$-algebras with identity. A morphism in this category will be a $^*$-homomorphism which preserves the identity.

1.4. If $M$ and $N$ are $L$-spaces and $\varphi: M \rightarrow N$ is a bounded linear map, then $\varphi$ is a morphism of $L$-spaces (or $L$-homomorphism) if:

1. $\varphi \mu \geq 0$ whenever $\mu \geq 0$;
2. $\|\varphi \mu\| = \|\mu\|$ if $\mu \geq 0$, and
3. $0 \leq \mu \in M$ and $0 \leq \omega \leq \varphi \mu$ implies there exists $\nu \in N$ such that $\varphi \nu = \omega$ (cf. [22], Definition 1.3).

For a bounded linear map $\varphi: M \rightarrow N$ the following are equivalent:
(a) $\varphi$ is an $L$-homomorphism; (b) $\varphi^*: N^* \rightarrow M^*$ is a $^*$-homomorphism preserving identities; (c) $\varphi^{**}: M^{**} \rightarrow N^{**}$ is an $L$-homomorphism, (cf. [22], Th. 1.2). Hence, with this definition of $L$-space morphism $M \rightarrow N^*$ is a contravariant functor from the category of $L$-spaces to the category of commutative $C^*$-algebras with identity.

It turns out that if an $L$-homomorphism $\varphi: M \rightarrow N$ is injective, then it is an order preserving isometry of $M$ onto an $L$-subspace of $N$ (cf. [22]).

Since the dual $\varphi^*: N^* \rightarrow M^*$ of an $L$-homomorphism $\varphi: M \rightarrow N$ is a $^*$-homomorphism preserving the identity, it follows that $\varphi^*$ induces a continuous map $\alpha: X \rightarrow Y$, where $X$ and $Y$ are the standard domains of $M$ and $N$ respectively. The maps $\varphi$, $\varphi^*$, and $\alpha$ are related by

$$\int_X \varphi^* f d\mu = \varphi^* f(\mu) = f(\varphi \mu) = \int_Y f d\varphi \mu$$

and $\varphi^* f(x) = f(\alpha(x))$ for $f \in N^* = C(Y)$, $\mu \in M \subset M(X)$, and $x \in X$. Here, we have taken the liberty-as we shall often do-of identifying certain spaces with their images under canonical isomorphisms. This greatly simplifies notation with no great loss of clarity (we hope).

1.5. If $M$ is an $L$-space, then the $C^*$-algebra structure of $M^*$ can be most readily identified in applications in the following way: if $0 \leq \mu \in M$, then there is a natural order preserving isometry $\varphi_\mu = (f \rightarrow fd\mu)$ of $L^1(\mu)$ into $M$. The dual $\varphi^*_\mu$ of this map is a map of $M^*$ onto $L^1(\mu)^* = L^\omega(\mu)$. That $\varphi^*_\mu$ be a $C^*$-algebra homomorphism for each $\mu$ is a condition characterizing the $C^*$-algebra structure of $M^*$.
1.6. If \( \mathcal{M} \) and \( \mathcal{N} \) are \( L \)-spaces, then there is a pair consisting of an \( L \)-space \( \mathcal{M} \otimes \mathcal{N} \) and a bilinear map \((\mu, \nu) \mapsto \mu \otimes \nu: \mathcal{M} \times \mathcal{N} \to \mathcal{M} \otimes \mathcal{N}\) such that the following condition holds: (*) if \( X \) and \( Y \) are locally compact Hausdorff spaces and \( \mu \mapsto \mu_x, \nu \mapsto \nu_y \) order preserving isometries of \( \mathcal{M} \) and \( \mathcal{N} \) onto \( L \)-subspaces of \( M(X) \) and \( M(Y) \) respectively, then \( \mu \otimes \nu \mapsto \mu_x \otimes \nu_y \) determines an order preserving isometry of \( \mathcal{M} \otimes \mathcal{N} \) onto the closed linear span in \( M(X \times Y) \) of the measures \( \mu_x \otimes \nu_y (\mu \in \mathcal{M}, \nu \in \mathcal{N}) \). The space \( \mathcal{M} \otimes \mathcal{N} \) can be defined as the closed linear span in \( M(X \times Y) \) of the measures \( \mu \times \nu (\mu \in \mathcal{M}, \nu \in \mathcal{N}) \), where \( X \) and \( Y \) are the standard domains of \( \mathcal{M} \) and \( \mathcal{N} \) respectively (cf. [22]). It is then quite easy to show that (*) holds even if \( X \) and \( Y \) are not the standard domains.

2. Convolution measure algebras and semigroup realizations.

We defined the class of convolution measure algebras in [22]. For convenience, we restate the definition in an equivalent form below:

**Definition 2.1.** A convolution measure algebra is a complex \( L \)-space \( \mathcal{M} \) together with an \( L \)-homomorphism \( \phi: \mathcal{M} \otimes \mathcal{M} \to \mathcal{M} \) which is associative \((\phi(\mu \otimes \phi(\nu \otimes \omega)) = \phi(\phi(\mu \otimes \nu) \otimes \omega))\).

Under the operation \((\mu, \nu) \mapsto \mu \ast \nu = \phi(\mu \otimes \nu)\), a convolution measure algebra is a Banach algebra. We shall use the abbreviation C.M.A. for the term convolution measure algebra. If \( \mathcal{M} \) is a C.M.A. then an \( L \)-subalgebra of \( \mathcal{M} \) is a subalgebra which is also an \( L \)-subspace (§1.1). An \( L \)-subalgebra of a C.M.A. is again a C.M.A.

The interesting examples of C.M.A.'s arise as \( L \)-subalgebras of the measure algebra \( M(S) \) on a topological group or semigroup. By a topological semigroup \( S \) we shall mean a semigroup with a Hausdorff topology such that for each \( t \in S \) the maps \( s \to st \) and \( s \to ts \) are continuous from \( S \) to \( S \) (separate continuity). If \( (s, t) \to st: S \times S \to S \) is also continuous, then \( S \) will be called a jointly continuous topological semigroup.

In [22] we proved that if \( S \) is a locally compact jointly continuous topological semigroup, then \( M(S) \) is a C.M.A. under convolution multiplication. The same thing is true even if the multiplication in \( S \) is not jointly continuous. However, the proof is more subtle due to the possible nonmeasurability of a separately continuous function on a product space. The next two lemmas are designed to circumvent this difficulty.

Let \( X \) and \( Y \) be locally compact Hausdorff spaces. We denote by \( C^\omega(X \times Y) \) the space of bounded separately continuous functions \( f \) on \( X \times Y \) (i.e., \( x \to f(x, y_0) \) and \( y \to f(x_0, y) \) are continuous for each fixed \( x_0 \in X, y_0 \in Y \)). Using Grothendieck's weak compactness theorem (cf.
[7], Th. 5), Glicksberg in [6] proves that if \( f \in C^\infty(X \times Y) \), \( \mu \in M(X) \), \( \nu \in M(Y) \), then

\[
\int f(x, y) d\mu(x) \quad \text{and} \quad \int f(x, y) d\nu(y)
\]

are continuous functions of \( y \) and \( x \) respectively and

\[
\iint f(x, y) d\mu(x) d\nu(y) = \iint f(x, y) d\nu(y) d\mu(x).
\]

Note that this may not imply the existence of the double integral \( \int d\mu \times \nu \). We require a sharpened form of this theorem.

**Lemma 2.1.** Let \( X \) and \( Y \) be locally compact Hausdorff spaces, \( f \in C^\infty(X \times Y) \), \( 0 \leq \mu \in M(X) \), and \( 0 \leq \nu \in M(Y) \). Then there exists a unique element \( g \in L^\infty(\mu \times \nu) \) such that

\[
0 = \iiint |f(x, y) - g(x, y)| \, d\mu(x) d\nu(y)
\]

\[
= \iiint |f(x, y) - g(x, y)| \, d\nu(y) d\mu(x) ;
\]

i.e., \( f \) and \( g \) agree almost everywhere on \( x \) or \( y \) cross-sections.

**Proof.** Without loss of generality we may assume \( X \) and \( Y \) are compact. If \( f \in C^\infty(X \times Y) \) then function \( |f(x, y) - f(x', y)| \) is bounded, continuous in \( (x, x') \in X \times X \) for each \( y \in Y \), and continuous in \( y \in Y \) for each \( (x, x') \in X \times X \). It follows from Glicksberg's result that the function

\[
h(x, x') = \int |f(x, y) - f(x', y)| \, d\nu(y)
\]

is continuous on \( X \times X \). Since \( h(x, x) = 0 \) for every \( x \) and the diagonal in \( X \times X \) is compact, there exist for each \( k \) points \( x_1, \ldots, x_n \in X \) and an open cover \( \{U_1, \ldots, U_n\} \) of \( X \) such that \( x_i \in U_i \) and \( h(x, x') < k^{-1} \) for \( (x, x') \in U_i \times U_i \).

Let \( \varphi_1, \ldots, \varphi_n \) be a partition of unity in \( C(X) \) subordinate to the open cover \( \{U_1, \ldots, U_n\} \). We set \( g_k(x, y) = \sum \varphi_i(x) f(x_i, y) \). Note that \( g_k \in C(X \times Y) \) and

\[
\iint |f(x, y) - g_k(x, y)| \, d\mu(x) d\nu(y)
\]

\[
= \iint |f(x, y) - g_k(x, y)| \, d\nu(y) d\mu(x)
\]

\[
\leq \sum \varphi_i(x) \iint |f(x, y) - f(x_i, y)| \, d\nu(y) d\mu(x)
\]
It follows that \( \{g_k\} \) converges in \( L^1(\mu \times \nu) \)-norm to an element \( g \in L^{\infty}(\mu \times \nu) \) which has the properties we require. The uniqueness is trivial.

Note that the lemma does not directly imply that \( f \) is \( \mu \times \nu \)-measurable. Whether or not this must be the case seems to be an open question. However, the lemma makes this question almost irrelevant for most purposes.

The correspondence \( f \rightarrow g \) of Lemma 2.1 is clearly a \( C^* \)-algebra homomorphism of \( C^\omega(X \times Y) \) into \( L^{\infty}(\mu \times \nu) \) which extends the natural homomorphism of \( C(X \times Y) \) into \( L^{\infty}(\mu \times \nu) \). If \( \mathcal{M} \) and \( \mathcal{N} \) are \( L \)-subspaces of \( M(X) \) and \( M(Y) \) respectively, then \( \mathcal{M} \otimes \mathcal{N} \) can be identified with the linear span in \( M(X \times Y) \) of the product measures \( \mu \times \nu (\mu \in \mathcal{M}, \nu \in \mathcal{N}) \) (cf. §1.6). It follows from this and §1.5 that there is a natural \( C^* \)-algebra homomorphism \( \eta: C^\omega(X \times Y) \rightarrow (\mathcal{M} \otimes \mathcal{N})^* \) which satisfies

\[
\eta f(\mu \otimes \nu) = \iint f(x, y) d\mu(x) d\nu(y) .
\]

For \( \eta \) to be injective it is obviously necessary and sufficient that \( \mathcal{M} \) and \( \mathcal{N} \) be weak-* dense in \( M(X) \) and \( M(Y) \) respectively. Hence, we have proved:

**Lemma 2.2.** If \( X \) and \( Y \) are locally compact Hausdorff spaces and \( \mathcal{M} \) and \( \mathcal{N} \) are weak-* dense \( L \)-subspaces of \( M(X) \) and \( M(Y) \) respectively, then there is a \( * \)-isomorphism \( \eta \) of \( C^\omega(X \times Y) \) onto a subalgebra of \( (\mathcal{M} \otimes \mathcal{N})^* \) such that

\[
\eta f(\mu \otimes \nu) = \iint f(x, y) d\mu(x) d\nu(y) = \iint f(x, y) d\nu(y) d\mu(x) .
\]

**Theorem 2.1.** If \( S \) is a locally compact topological semigroup, then the equation

\[
(2.1) \quad \int h d(\mu \cdot \nu) = \int \int h(st) d\mu(s) d\nu(t) \quad (f \in C_b(S))
\]

defines a multiplication on \( M(S) \) under which it is a convolution measure algebra.

**Proof.** Glicksberg proved in [6] that equation (2.1) defines a multiplication on \( M(S) \) which makes it a Banach algebra. To show that \( M(S) \) is a convolution measure algebra, we will show that this multiplication is defined by an \( L \)-homomorphism \( \varphi: M(S) \otimes M(S) \rightarrow M(S) \).

Let \( C_b(S) \) denote the algebra of bounded continuous functions on \( S \).
We define a \( \ast \)-algebra homomorphism \( \theta: C_b(S) \to (M(S) \otimes M(S))^\ast \) as the map \( h \mapsto f: C_b(S) \to C^\omega(S \times S) \) (where \( f(s, t) = h(s-t) \)) followed by the map \( \gamma: C^\omega(S \times S) \to (M(S) \otimes M(S))^\ast \) of Lemma 2.2. Notice that equation (2.1.) simply says that

\[
\int hd(\mu \cdot \nu) = \theta h(\mu \otimes \nu).
\]

If \( \phi \) is the dual \( \theta^\ast: (M(S) \otimes M(S))^{**} \to C_b(S)^\ast \) of \( \theta \) restricted to \( M(S) \otimes M(S) \), then \( \phi \) is an \( L \)-homomorphism (cf. §1.4), since \( \theta \) is a \( \ast \)-homomorphism preserving identities. Since \( \mu \cdot \nu = \phi(\mu \otimes \nu) \), \( M(S) \) satisfies Definition 2.1 and is a convolution measure algebra.

The morphisms in the category of convolution measure algebras are defined in part (a) of the following definition.

**Definition 2.2.** (a) A map \( \theta: \mathcal{M} \to \mathcal{N} \) between C.M.A.'s \( \mathcal{M} \) and \( \mathcal{N} \) will be called a C.M.A.-homomorphism if it is both an algebraic homomorphism and an \( L \)-homomorphism between \( \mathcal{M} \) and \( \mathcal{N} \) as \( L \)-spaces.

(b) A realization of \( \mathcal{M} \) on a locally compact topological semigroup \( S \) is a C.M.A.-homomorphism \( \theta: \mathcal{M} \to M(S) \) with weak-* dense range. If \( \theta \) is injective it will be called a strict realization. If \( S \) is compact, \( \theta \) will be called a compact realization.

The purpose of the paper is to demonstrate the existence of certain compact realizations of a convolution measure algebra \( \mathcal{M} \). In practice, a C.M.A. \( \mathcal{M} \) will usually be given as an \( L \)-subalgebra of the measure algebra on a group or semigroup. In this situation we already have one semigroup realization of \( \mathcal{M} \) in hand. However, the given semigroup may not reflect strongly the structure of \( \mathcal{M} \). Hence, it is worthwhile to seek another realization in which the underlying semigroup has a richer structure. In the commutative case, this is illustrated by the algebra \( M(G) \), where \( G \) is a nondiscrete 1.c.a. group. It is not true that every complex homomorphism of \( M(G) \) is determined by a character of \( G \); however, there is a realization of \( M(G) \) on a compact jointly continuous semigroup \( S \) such that every complex homomorphism of \( M(G) \) is determined by a semi-character of \( S \) (cf. [22]). We seek similar "structurally rich" realizations in the noncommutative case.

Throughout the remainder of this section \( \mathcal{M} \) will denote a C.M.A. with multiplication map \( \varphi: \mathcal{M} \otimes \mathcal{M} \to \mathcal{M} \) and standard domain \( X \) (cf. §1.2). We shall consider \( \mathcal{M} \) to be an \( L \)-subspace of \( M(X) \) and \( \mathcal{M} \otimes \mathcal{M} \) to be the closed linear span in \( M(X \otimes X) \) of the product measures \( \mu \times \nu(\mu, \nu \in \mathcal{M}) \).

According to Lemma 2.2, we may consider the algebra \( C^\omega(X \otimes X) \) of separately continuous bounded functions to be a subalgebra of
Thus, we shall simultaneously consider an element of $C^\omega(X \times X)$ (or $C(X \times X) \subset C^\omega(X \times X)$) as a function on $X \times X$ and as a linear functional on $\mathcal{M} \otimes \mathcal{M}^*$. If $f \in C(X) = \mathcal{M}^*$ then $\varphi^*f \in (\mathcal{M} \otimes \mathcal{M})^*$ may or may not lie in the subalgebra $C^\omega(X \times X)$. If it does lie in $C^\omega(X \times X)$ then it makes sense to talk about its cross sections $(\varphi^*f)_x$ and $(\varphi^*f)_y$, where $(\varphi^*f)_x(y) = \varphi^*f(x, y)$ and $(\varphi^*f)_y(x) = \varphi^*f(y, x)$. For each $x \in X$ these cross sections will be elements of $C(X)$.

**Theorem 2.2.** Let $A$ be a closed *-subalgebra of $\mathcal{M}^* = C(X)$ containing the identity. There is a compact realization $\theta : \mathcal{M} \to M(S)$ of $\mathcal{M}$ such that $\theta^* : M(S)^* \to \mathcal{M}^*$ maps $C(S)$ isomorphically onto $A$ if and only if $A$ satisfies the following conditions:

1. $\varphi^*$ maps $A$ into $C^\omega(X \times X)$;
2. if $f \in A$ then $(\varphi^*f)_x \in A$ and $(\varphi^*f)_y \in A$ for every $x \in X$.

The semigroup $S$ has a jointly continuous multiplication if and only if $\varphi^*A \subset C(X \times X)$. The realization $\theta$ is strict if and only if $A$ is weak-* dense in $\mathcal{M}^*$.

**Proof.** With minor differences the proof is the same as the proof of Theorem 2.2 of [22]. Hence, we settle for a brief outline here.

If $S$ is the maximal ideal space of the commutative $C^*$-algebra $A$, then $S$ is a compact Hausdorff space and $A \approx C(S)$. Conditions (1) and (2) on $A$ insure that $\varphi^* : A \to C^\omega(X \times X)$ may be considered a map from $C(S)$ into $C^\omega(S \times S)$. It follows that $\varphi^*$ induces a separately continuous semigroup operation on $S$. The realization $\theta : \mathcal{M} \to M(S)$ is defined in the obvious way noting that $M(S) = A^*$ and $A \subset \mathcal{M}^*$.

**Definition 2.3.** For a given realization $\theta : \mathcal{M} \to M(S)$, the algebra $A = \theta^*C(S) \subset \mathcal{M}^*$ of Theorem 2.2 will be denoted $A_\theta$.

Obviously, the algebra $A_\theta$ completely determines the realization $\theta$. The following theorem has a trivial proof which we omit; however, it is probably worth stating explicitly:

**Theorem 2.3.** Let $\theta_1 : \mathcal{M} \to M(S_1)$ and $\theta_2 : \mathcal{M} \to M(S_2)$ be compact realizations of $\mathcal{M}$. The relation $A_{\theta_1} \subset A_{\theta_2}$ holds if and only if there is a continuous surjective homomorphism $\alpha : S_2 \to S_1$ such that the diagram

$$
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\theta_1} & M(S_1) \\
\downarrow{\theta_2} & & \downarrow{\theta_1} \\
M(S_2) & & 
\end{array}
$$
is commutative, where $\theta_3\mu(E) = \mu(\alpha^{-1}(E))$.

An example of an interesting semigroup realization is the realization constructed in [22] for a commutative C.M.A. $\mathcal{M}$. Here the algebra $A_\rho$ is the closed linear span in $\mathcal{M}^*$ of the complex homomorphisms of $\mathcal{M}$.

3. Representations. In this section we will demonstrate the existence of semigroup realizations in which the structure of the underlying semigroup $S$ is sufficiently rich to allow a certain class of Banach space representations of $\mathcal{M}$ to be viewed as arising from representations of $S$.

We are motivated by the work of Eberlein in [3], De Leeuw and Glicksberg in [4], and Loomis in [11], on almost periodic functions.

Throughout this section $\mathcal{M}$ will denote a convolution measure algebra with standard domain $X$. If $\mathbb{A}$ is a Banach space, then $B(\mathbb{A})$ will denote the algebra of bounded linear operators on $\mathbb{A}$. A left representation of $\mathcal{M}$ on $\mathbb{A}$ is a bounded homomorphism $\mu \mapsto T_\mu$ of $\mathcal{M}$ into $B(\mathbb{A})$. A right representation of $\mathcal{M}$ on $\mathbb{A}$ is a bounded anti-homomorphism $\mu \mapsto T_\mu$ of $\mathcal{M}$ into $B(\mathbb{A})$. Most of our results will be stated for left representations only, though analogous results hold for right representations. We shall use the term "representation" to mean "left representation" unless otherwise specified. For a comprehensive study of representation theory for Banach algebras see [14].

There are natural left and right representations $\mu \mapsto L_\mu$ and $\mu \mapsto R_\mu$ of $\mathcal{M}$ on $\mathcal{M}^*$ defined by $L_\mu f(\nu) = f(\nu \mu)$ and $R_\mu f(\nu) = f(\mu \nu)$ for $f \in \mathcal{M}^*$ and $\mu, \nu \in \mathcal{M}$. If $\mu \mapsto T_\mu$ is any representation of $\mathcal{M}$ on a Banach space $\mathbb{A}$, then a subspace $\mathbb{A}_1$ of $\mathbb{A}$ is said to be invariant under $\mu \mapsto T_\mu$ if $T_\mu \mathbb{A}_1 \subset \mathbb{A}_1$ for every $\mu \in \mathcal{M}$. A subspace $A$ of $\mathcal{M}^*$ is said to be left (right) invariant if it is invariant under $\mu \mapsto L_\mu (\mu \mapsto R_\mu)$. If we set $N(\mathcal{J}) = \{ f \in \mathcal{M}^* : f(\mu) = 0 \text{ for every } \mu \in \mathcal{J} \}$, then $\mathcal{J} \mapsto N(\mathcal{J})$ defines a one-to-one correspondence between the set of all closed right (left) ideals $\mathcal{J}$ of $\mathcal{M}$ and the set of all weak-* closed left (right) invariant subspaces of $\mathcal{M}^*$.

**Definition 3.1.** If $\mu \mapsto T_\mu$ is a representation of $\mathcal{M}$ on $\mathbb{A}$, then an element $\xi \in \mathbb{A}$ will be called almost periodic (under $\mu \mapsto T_\mu$) if $\{ T_\mu \xi : \mu \in \mathcal{M}, \| \mu \| \leq 1 \}$ has compact closure in the norm of $\mathbb{A}$. If $\{ T_\mu \xi : \mu \in \mathcal{M}, \| \mu \| \leq 1 \}$ has compact closure in the weak topology of $\mathbb{A}$, then $\xi$ will be called weakly almost periodic. If every $\xi \in \mathbb{A}$ is almost periodic (weakly almost periodic), we will say that $\mu \mapsto T_\mu$ is an almost periodic (weakly almost periodic) representation. An element $f \in \mathcal{M}^*$ will be called left almost periodic (left weakly almost periodic) if it is almost periodic (weakly almost periodic) under $\mu \mapsto L_\mu$ and
right almost periodic (right weakly almost periodic) if it is almost periodic (weakly almost periodic) under $\mu \to R_\mu$.

The above definitions are adaptations of definitions used in [4].

**Lemma 3.1.** If $\mu \to T_\mu$ is a weakly almost periodic representation of $\mathcal{M}$ on $\mathcal{A}$, then there is a map $x \to T_x$ of $X$ into $B(\mathcal{A})$ such that $x \to T_x$ is continuous from $X$ to $B(\mathcal{A})$ with the weak operator topology and $\eta(T_\mu \xi) = \int_X \eta(T_x \xi) d\mu(x)$ for $\mu \in \mathcal{M}$, $\xi \in \mathcal{A}$, and $\eta \in \mathcal{A}^*$. If $\mu \to T_\mu$ is almost periodic, then $x \to T_x$ is continuous from $X$ to $B(\mathcal{A})$ with the strong operator topology.

**Proof.** For fixed $\xi \in \mathcal{A}$ denote the map $\mu \to T_\mu \xi$ by $\psi$. Then $\psi^*$ is a map from $\mathcal{M}^* = M(X)$ into $\mathcal{A}^*$ which is continuous from the weak-* topology on $M(X)$ to the weak-* topology on $\mathcal{A}^*$. The weak-* closure of the unit ball of $\mathcal{M}$ in $M(X)$ is the unit ball of $M(X)$ and so $\psi^*$ maps this onto the weak-* closure in $\mathcal{A}^*$ of $
abla \mu : \mu \in \mathcal{M}, \|\mu\| \leq 1 = \{T_\mu \xi : \mu \in \mathcal{M}, \|\mu\| \leq 1\}$. However, since $\mu \to T_\mu$ is weakly almost periodic $\{T_\mu \xi : \mu \in \mathcal{M}, \|\mu\| \leq 1\}$ has weakly compact closure in $\mathcal{A}$ and so its closure in $\mathcal{A}$ agrees with its weak-* closure in $\mathcal{A}^*$. Thus, the range of $\psi^*$ lies in $\mathcal{A}$. If $\lambda \in M(X)$, we denote $\psi^* \lambda$ by $U_\xi \lambda$. Clearly $U_\xi \lambda$ depends linearly on $\xi$, and $\lambda \to U_\xi$ is a bounded linear map of $M(X)$ into $B(\mathcal{A})$ which is continuous from the weak-* topology of $M(X)$ to the weak operator topology of $B(\mathcal{A})$. If we set $T_x = U_\delta_x$ where $\delta_x$ is the point mass at $x$, then the continuity of $\lambda \to U_\xi$ implies $\eta(U_\xi \lambda) = \int_X \eta(T_x \xi) d\lambda(x)$ for $\lambda \in M(X)$, $\xi \in \mathcal{A}$, and $\eta \in \mathcal{A}^*$. Since $T_\mu = U_\mu$ for $\mu \in \mathcal{M}$, the map $x \to T_x$ has the required properties.

If $\mu \to T_\mu$ is almost periodic, then the map $\psi^*$ of the above argument carries the unit ball of $M(X)$ onto a norm compact subset of $\mathcal{A}$. On this set the weak and norm topologies agree. Hence $\psi^*$ is continuous, on the unit ball of $M(X)$, from the weak-* topology of $M(X)$ to the norm topology of $\mathcal{A}$. It follows that $x \to T_x$ is continuous from $X$ to $B(\mathcal{A})$ with the strong operator topology.

In the following lemma $\varphi : \mathcal{M} \otimes \mathcal{M} \to \mathcal{M}$ denotes the multiplication map of $\mathcal{M}$, as in §2.

**Lemma 3.2.** If $f \in \mathcal{M}^* = C(X)$ then the following statements are equivalent:

1. $\varphi^* f \in C(X \times X)$ ($C^*(X \times X)$);
2. $f$ is left almost periodic (left weakly almost periodic);
3. $f$ is right almost periodic (right weakly almost periodic);
(4) there is an almost periodic (weakly almost periodic) representation \( \mu \rightarrow T_\mu \) of \( \mathcal{M} \) on a Banach space \( \mathfrak{A} \) and \( \{ \xi \in \mathfrak{A}, \eta \in \mathfrak{A}^* \} \) such that \( f(\mu) = \eta(T_\mu \xi) \).

**Proof.** We shall show that \((1) \Rightarrow (2) \Rightarrow (4) \Rightarrow (1)\). Since statement (1) is symmetric it follows that \((1) \iff (3)\) is also true.

To show that (1) implies (2) we note first that if \( \varphi*f \in C^\omega(X \times X) \) and \( \mu \in \mathcal{M}, \) then \( L_\mu f(x) = \int_X \varphi*f(x, y)d\mu(y), \) since

\[
L_\mu f(\nu) = f(\nu \mu) = \int_X \varphi*f(x, y)d\mu(y)d\nu(x)
\]

for \( \nu \in \mathcal{M}. \) Also, if \( \varphi*f \in C^\omega(X \times X), \) then the map \( y \rightarrow (\varphi*f)_y, \) where \( (\varphi*f)_y(x) = \varphi*f(x, y), \) is continuous from \( X \) to \( C(X) \) with the topology of pointwise convergence on \( X. \) By Grothendieck's weak compactness theorem (cf. [7], Th. 5), \( y \rightarrow (\varphi*f)_y \) is also continuous from \( X \) to \( C(X) \) with the weak topology. It follows that if we define \( U_\lambda f(x) = \int_X \varphi*f(x, y)d\lambda(y) \) for \( \lambda \in M(X), \) then \( \lambda \rightarrow U_\lambda f \) is continuous from \( M(X) \) with the weak-* topology to \( X \) with the weak topology. Since the unit ball of \( M(X) \) is weak-* compact and \( L_\mu = U_\mu \) for \( \mu \in \mathcal{M}, \) we have that \( \{ L_\mu f : \mu \in \mathcal{M}, \| \mu \| \leq 1 \} \) has weakly compact closure in \( C(X). \) Hence \( f \) is left weakly almost periodic. If \( \varphi*f \in C(X \times X), \) then the map \( y \rightarrow (\varphi*f)_y \) is continuous from \( X \) to \( C(X) \) with the norm topology, the map \( \lambda \rightarrow U_\lambda \) is continuous from \( M(X) \) with the weak-* topology to \( C(X) \) with the norm topology, \( \{ L_\mu f : \mu \in \mathcal{M}, \| \mu \| \leq 1 \} \) has norm compact closure, and \( f \) is left almost periodic.

To show that (2) implies (4) we first assume that \( \mathcal{M} \) has an identity \( \zeta. \) If \( f \) is left almost periodic (left weakly almost periodic), then the norm closure \( \mathfrak{A} \) in \( \mathfrak{M}^* \) of \( \{ L_\mu f : \mu \in \mathcal{M} \} \) is a left invariant subspace of \( \mathfrak{M}^* \) in which every element is left almost periodic (left weakly almost periodic). Therefore, the representation \( \mu \rightarrow L_\mu, \) restricted to this subspace, is an almost periodic (weakly almost periodic) representation of \( \mathcal{M}. \) Furthermore, we have that

\[
f(\mu) = f(\zeta \mu) = (L_\mu f)(\zeta).
\]

If \( \mathcal{M} \) does not have an identity, we go to the algebra \( \mathfrak{M}' \) obtained by adjoining an identity \( \zeta \) to \( \mathcal{M}. \) If \( X' \) is the standard domain of \( \mathfrak{M}', \) then \( X' = X \cup \{ x_0 \}, \) where \( x_0 \) is a discrete point of \( X' \) and \( \zeta \) is the point mass at \( x_0. \) We may identify \( \mathfrak{M}^* = C(X) \) as the space of functions in \( (\mathfrak{M}')^* = C(X') \) which vanish at \( x_0. \) It follows that \( f \) is left almost periodic (left weakly almost periodic) as an element of \( \mathfrak{M}^* \) if and only if it has the same property as an element of \( (\mathfrak{M}')^*. \) Replacing \( \mathcal{M} \) by \( \mathcal{M}' \) in the above paragraph leads to the conclusion that \( (2) \Rightarrow (4) \) in general.
That (4) $\Rightarrow$ (1) follows from Lemma 3.1, since $f(\mu) = \eta(T_x \zeta)$ implies that $f(x) = \eta(T_x \zeta)$ and $\varphi^*f(x, y) = \eta(T_x T_y \zeta)$. Since multiplication in the unit ball of $B(\mathcal{X})$ is separately continuous in the weak operator topology and jointly continuous in the strong operator topology; we have $\varphi^*f \in C^w(X \times X)(C(X \times X))$ if $\mu \rightarrow T_\mu$ is almost periodic (weakly almost periodic).

Theorem 2.2 may be restated in terms of the representations $\mu \rightarrow L_\mu$ and $\mu \rightarrow R_\mu$ as follows:

**Theorem 3.1.** If $A$ is a subset of $\mathbb{M}^*$, then $A = A_\theta$ for some compact realization $\theta$ of $\mathbb{M}$ if and only if the following conditions hold:

1. $A$ is a closed subalgebra of $\mathbb{M}^*$ which is closed under conjugation and contains the constant functions,
2. every $f \in A$ is weakly almost periodic,
3. $A$ is invariant under both the right representation $\mu \rightarrow R_\mu$ and the left representation $\mu \rightarrow L_\mu$ of $\mathbb{M}$ on $\mathbb{M}^*$.

The semigroup $S$ is jointly continuous if and only if every $f \in A$ is almost periodic.

**Proof.** In view of Theorem 2.2 and Lemma 3.2, we need only show that in the presence of the other conditions, condition (2) of Theorem 2.2 holds if and only if condition (3) of Theorem 3.1 holds. To see this, recall that in the proof of Lemma 3.2 we showed that if $f$ is weakly almost periodic and we set $U_\lambda f(x) = \int_X \varphi^*f(x, y)d\lambda(y)$ for $\lambda \in M(X)$, then $U_\mu f = L_\mu f$ for $\mu \in \mathbb{M}$ and the map $\lambda \rightarrow U_\lambda f$ is continuous from $M(X)$ with the weak-* topology to $\mathbb{M}^*$ with the weak topology. Thus, if $A$ is a closed subspace, it follows that $L_\mu f \in A$ for every $\mu \in \mathbb{M}$ if and only if $U_\lambda f \in A$ for every $\lambda \in M(X)$; and this holds if and only if $(\varphi^*f)^* \in A$ for every $x \in X$, where $(\varphi^*f)^*(y) = \varphi^*f(x, y)$. An analogous argument shows that $R_\mu f \in A$ for every $\mu \in \mathbb{M}$ if and only if $(\varphi^*f)_x \in A$ for every $x \in X$. Hence $A$ is both left and right invariant if and only if $f \in A$ implies $(\varphi^*f)^* \in A$ and $(\varphi^*f)_x \in A$ for $x \in X$.

A standard theorem in the study of group algebras is that every representation of such an algebra on a reflexive Banach space is induced by a representation of the underlying group (cf. [11], §32). We now develop an analogue of this result.

**Definition 3.2.** A representation of a topological semigroup $S$ on a Banach space $\mathcal{X}$ is a bounded homomorphism $s \rightarrow T_s$ of $S$ into the multiplicative semigroup of $B(\mathcal{X})$ such that $s \rightarrow T_s$ is continuous.
from $S$ to $B(\mathcal{A})$ with the weak operator topology. If $s \to T_s$ is continuous from $S$ to $B(\mathcal{A})$ with the strong operator topology, then $s \to T_s$ will be called a strongly continuous representation.

**Definition 3.3.** If $\mu \to T_\mu$ is a representation of $\mathcal{W}$ on $\mathcal{A}$ and $\theta$ is a realization of $\mathcal{W}$ on $S$, then $\mu \to T_\mu$ will be called $\theta$-induced if there is a representation $s \to T_s$ of $S$ on $\mathcal{A}$ such that

$$\eta(T_{\mu,\xi}) = \int_S \eta(T_{s,\xi}) d\theta \mu(s) \quad \text{for} \quad \xi \in \mathcal{A}, \eta \in \mathcal{A}^*.$$ 

If $s \to T_s$ is strongly continuous, then $\mu \to T_\mu$ will be called strongly $\theta$-induced.

**Theorem 3.2.** If $\mu \to T_\mu$ is a representation of $\mathcal{W}$ on $\mathcal{A}$ and $\theta$ is a compact realization of $\mathcal{W}$ on $S$, then $\mu \to T_\mu$ is $\theta$-induced if and only if $\mu \to T_\mu$ is weakly almost periodic and each element $f \in \mathcal{W}^*$, of the form $f(\mu) = \eta(T_{\mu,\xi})$ for $\xi \in \mathcal{A}$ and $\eta \in \mathcal{A}^*$, is in $A_\theta$. Also, if $\mu \to T_\mu$ is $\theta$-induced, then it is strongly $\theta$-induced if and only if $\mu \to T_\mu$ is almost periodic.

**Proof.** Since $\theta^*: C(S) \to A_\theta \subset C(X)$ is a $*$-algebra isomorphism, it is induced by a surjective map $\alpha$ from $X$ to $S$. Then $A_\theta$ consists of those elements $f \in \mathcal{W}^*$ of the form $f(x) = g(\alpha(x))$ for $g \in C(S)$, i.e., those elements $f \in \mathcal{W}^*$ for which $\alpha(x) = \alpha(y)$ implies $f(x) = f(y)$. If $\mu \to T_\mu$ is weakly almost periodic, let $x \to T_x$ be the map from $X$ to $B(\mathcal{A})$ given by Lemma 3.1. If for each $\xi \in \mathcal{A}^*$ the element $f \in \mathcal{W}^*$, defined by $f(\mu) = \eta(T_{\mu,\xi})$, is in $A$, then $\alpha(x) = \alpha(y)$ implies $\eta(T_{x,\xi}) = f(x) = f(y) = \eta(T_{y,\xi})$. It follows that $\alpha(x) = \alpha(y)$ implies $T_x = T_y$, and $x \to T_x$ defines a map $s \to T_s$ of $S$ into $B(\mathcal{A})$ such that $T_x = T_{\alpha(x)}$. Then

$$\eta(T_{\mu,\xi}) = \int_X \eta(T_{x,\xi}) d\mu(x) = \int_S \eta(T_{s,\xi}) d\theta \mu(s)$$

for $\mu \in \mathcal{W}$, $\xi \in \mathcal{A}$, $\eta \in \mathcal{A}^*$. The map $s \to T_s$ is continuous into $B(\mathcal{A})$ with the weak operator topology since $x \to T_x$ is continuous. That $s \to T_s$ is a homomorphism follows from the equations

$$\int_S \int_S \eta(T_{T_s,\xi}) d\theta \mu(s) d\theta \nu(t) = \eta(T_{T_s,\xi})$$

$$= \eta(T_{\mu,\xi}) = \int_S \int_S \eta(T_{s,\xi}) d\theta \mu(s) d\theta \nu(t)$$

for $\mu, \nu \in \mathcal{W}$, $\xi \in \mathcal{A}$, $\eta \in \mathcal{A}^*$.

If $\mu \to T_\mu$ is almost periodic, then $x \to T_x$ and thus $s \to T_s$ are continuous maps into $B(\mathcal{A})$ with the strong operator topology.

Conversely, if $\mu \to T_\mu$ is $\theta$-induced, then there is a representation $s \to T_s$ of $S$ on $\mathcal{A}$ such that
\[ \eta(T_\mu \xi) = \int_S \eta(T_s \xi) d\theta_\mu(s) \text{ for } \mu \in \mathcal{M}, \xi \in \mathfrak{A}, \eta \in \mathfrak{A}^*. \]

Since \( S \) is compact, it follows that \( \mu \to T_\mu \) is weakly almost periodic, and if \( s \to T_s \) is strongly continuous, then \( \mu \to T_\mu \) is almost periodic. If \( f(\mu) = \eta(T_\mu \xi) \), then \( f(x) = g(\alpha(x)) \) where \( g \) is the function in \( C(S) \) defined by \( g(s) = \eta(T_s \xi) \). Thus \( f \in A_\phi \) and the proof is complete.

We can now state our main theorem.

**Theorem 3.3.** There are compact semigroup realizations \( \omega: \mathcal{M} \to M(S_\omega) \) and \( \sigma: \mathcal{M} \to M(S_\sigma) \) such that the following conditions hold:

1. \( A_\omega \) is the space of all weakly almost periodic functions in \( \mathcal{M}^* \) and \( A_\sigma \) is the space of all almost periodic functions in \( \mathcal{M}^* \);

2. Every weakly almost periodic representation of \( \mathcal{M} \) is \( \omega \)-induced and every almost periodic representation of \( \mathcal{M} \) is strongly \( \sigma \)-induced;

3. \( S_\sigma \) is jointly continuous.

**Proof.** It follows from Lemma 3.2 that the spaces of almost periodic and weakly almost periodic functions are \( * \)-subalgebras of \( \mathcal{M}^* \) containing the identity. Both subalgebras are clearly invariant under each \( L_\mu \) and each \( R_\mu \). Hence, the theorem follows directly from Theorems 3.1 and 3.2.

**Corollary.** Every representation of \( \mathcal{M} \) in a reflexive Banach space is \( \omega \)-induced. Every representation of \( \mathcal{M} \) in a finite dimensional Banach space is \( \sigma \)-induced.

**Corollary.** A C.M.A. \( \mathcal{M} \) has a strict compact realization if and only if the weakly almost periodic elements of \( \mathcal{M}^* \) are weak-* dense. It has a strict compact realization on a jointly continuous semigroup if and only if the almost periodic elements of \( \mathcal{M}^* \) are weak-* dense.

If there are sufficiently many representations of \( \mathcal{M} \) in reflexive (finite dimensional) Banach spaces to separate points of \( \mathcal{M} \), then \( \mathcal{M} \) has a strict compact (jointly continuous) realization.

Note that Theorems 2.3 and 3.2 imply the realizations \( \omega: \mathcal{M} \to M(S_\omega) \) and \( \sigma: \mathcal{M} \to M(S_\sigma) \) are maximal compact and compact jointly continuous realizations in the obvious sense. That is any compact realization of \( \mathcal{M} \) can be factored through \( \omega \) and any compact jointly continuous realization can be factored through \( \sigma \).

We now turn briefly to the study of \( * \)-representations of a convolution measure algebra \( \mathcal{M} \) with involution. It is natural in this
situation to insist that the involution respect the $L$-space structure of $\mathcal{M}$.

**DEFINITION 3.3.** A convolution measure algebra with involution is a convolution measure algebra $\mathcal{M}$ with an algebra involution $\mu \mapsto \mu^*$ which satisfies the following additional condition: if $\mu' = \overline{\mu^*}$ (the complex conjugate of $\mu^*$), then $\mu \mapsto \mu'$ is an $L$-homomorphism of $\mathcal{M}$ onto $\mathcal{M}$.

If $G$ is a locally compact group, then $M(G)$ is a convolution measure algebra with involution, where $\mu^*(E) = \overline{\mu(E^\#)}$. Here the $L$-homomorphism $\mu \mapsto \mu'$ is defined by $\mu'(E) = \mu(E^\#)$. More generally, let $S$ be a locally compact topological semigroup with an involution $s \mapsto s'$, i.e., a map $s \mapsto s'$ which is a continuous anti-isomorphism of $S$ with $s'' = s$. If we set $\mu'(E) = \mu(E')$ and $\mu^* = \overline{\mu'}$, then $M(S)$ becomes a convolution measure algebra with involution.

Throughout the remainder of this section, $\mathcal{M}$ will denote a fixed convolution measure algebra with involution. A *-realization of $\mathcal{M}$ will be a realization $\theta$ on a semigroup $S$ with involution $s \mapsto s'$ such that $\theta\mu^*(E) = \theta\mu(E')$. We shall obtain a result relating *-realizations to *-representations of $\mathcal{M}$ on a Hilbert space $H$.

**LEMMA 3.3.** There are natural involutions on $S_\omega$ and $S_\sigma$ such that $\omega$ and $\sigma$ are *-realizations.

**Proof.** The map $\mu \mapsto \mu' = \overline{\mu^*}$ is an $L$-homomorphism and, hence, it induces an algebra isomorphism $f \mapsto f'$ on $C(X)$ such that $f(\mu') = f'(\mu)$. The lemma will follow if we can show that $A_\omega$ and $A_\sigma$ are invariant under this isomorphism. The required involution $s \mapsto s'$ on $S_\omega$ (resp. $S_\sigma$) is then induced in the obvious manner by $f \mapsto f'$ on $A_\omega \approx C(S_\omega)$ (resp. $A_\sigma \approx C(S_\sigma)$).

Let $x \mapsto x'$ denote the homeomorphism of $X$ such that $f'(x) = f(x')$. If $f \in A_\omega$ then by Lemma 3.2, $\phi^*f \in C^\omega(X \times X)$. A simple computation shows that the function $g(x, y) = \phi^*f(y', x')$ on $X \times X$ determines the linear functional $\phi^*f'$ on $\mathcal{M} \otimes \mathcal{M}$. It now follows from Lemma 3.2 that $f \in A_\omega$ implies $f' \in A_\omega$ and $f \in A_\sigma$ implies $f' \in A_\sigma$. This completes the proof.

**DEFINITION 3.5.** Let $A_\mu$ be the closed linear span in $\mathcal{M}^* = C(X)$ of linear functionals of the form $f(\mu) = (A_\mu h, h)$, where $\mu \mapsto A_\mu$ is a *-representation of $\mathcal{M}$ on a Hilbert space $H$ and $h \in H$. Let $A_\nu$ be the closed linear span in $\mathcal{M}^*$ of the functionals of the form $f(\mu) = (A_\mu h, h)$ such that $\mu \mapsto A_\mu$ is an irreducible *-representation of $\mathcal{M}$ on $H$ and $h \in H$. 
The functionals described above are the states and pure states respectively of the *-algebra \( \mathcal{M} \). Note that \( A_\tau \subset A_\rho \subset A_\omega \), since a Hilbert space is reflexive.

If \( S \) is a semigroup with involution \( s \to s' \), then a *-representation of \( S \) on a Hilbert space \( H \) is a weakly continuous homomorphism \( s \to U_s \) of \( S \) into the multiplicative semigroup of \( B(H) \) such that \( U_{s'} = U_s^* \). If \( \mu \to A_\mu \) is a *-representation of \( \mathcal{M} \), then by the first corollary to Theorem 3.3 it is induced by a representation \( s \to U_s \) of \( S_\omega \). It is clear that \( s \to U_s \) is a *-representation of \( S_\omega \). Hence, *-representations of \( \mathcal{M} \) are all induced by *-representation of \( S_\omega \). Similarly, irreducible *-representations of \( \mathcal{M} \) are induced by irreducible *-representations of \( S_\omega \). However, there may not be enough *-representations (or irreducible *-representations) of \( S_\omega \) to separate points. One can obtain the following result by factoring out equivalence relations in \( S_\omega \):

**Theorem 3.4.** There are compact *-realizations \( \rho \) and \( \iota \) of \( \mathcal{M} \) on semigroups \( S_\rho \) and \( S_\iota \) respectively, such that:

1. \( A_\rho = \rho^*C(S_\rho) \) and \( A_\iota = \iota^*C(S_\iota) \);
2. the *-representation of \( \mathcal{M} \) are all \( \rho \)-induced by *-representations of \( S_\rho \) and the irreducible *-representations of \( \mathcal{M} \) are all \( \iota \)-induced by irreducible *-representations of \( S_\iota \);
3. the *-representations of \( S_\rho \) separate points in \( S_\rho \) and the irreducible *-representations of \( S_\iota \) separate points in \( S_\iota \);
4. \( \rho \) and \( \iota \) have the same kernel.

Part (4) of the above theorem follows from the fact that the weak-* closed convex hull of the set of normalized pure states is the set of all normalized states (cf. [14]).

An interesting problem in connection with Theorem 3.4 is the following: when is it true that the involution on \( S_\rho \) or \( S_\iota \) is normal in the sense that \( s's = ss' \) for all \( s \)? If a semigroup \( S \) has a normal involution and \( s \to U_s \) is a *-representation of \( S \), then each \( U_s \) is a normal operator, \( U_\rho \) is a projection if \( \rho \in S \) is an idempotent, an \( U_s \) is a partial isometry if \( s \) lies in a subgroup of \( S \). Obviously then, the study of *-representations of a semigroup \( S \) will be considerably simpler if \( S \) has a normal involution.

4. Conclusions and problems. We do not have satisfactory conditions on an abstract convolution measure algebra \( \mathcal{M} \) which guarantees that \( \mathcal{M} \) has a strict realization on a compact semigroup. This seems to be a hard problem. However, from our point of view it is largely irrelevant. The theory initiated here is intended for use as a tool in the study of the representation theory of specific convolution measure algebras such as \( M(G) \). As is the case with \( M(G) \), one may
expect to have a-priori knowledge that the algebra he is studying has sufficiently many representations in a reflexive Banach space to separate points. Of course, the algebra then has a strict realization on $S_\omega$ by the second corollary to Theorem 3.3.

Given the work we have done here, one should now be able to use the structure theory of compact semigroups and semigroup representations both as a tool in proving results about convolution measure algebras (such as $M(G)$) and as an intuition aid in deciding what these results should be. The monograph of Berglund and Hofmann [1] and the fundamental paper of Glicksberg and DeLeeuw [4] should be useful in this connection. We will close by mentioning some of these results without proof.

If $\theta : M(\mathcal{M}) \to M(S)$ is a compact semigroup realization then there are some trivial results concerning the connection between structure in $\mathcal{M}$ and structure in $S$ that can be carried over directly from results in [22] for the commutative case. We will close by mentioning some of these results without proof.

If $\mathcal{M}$ has an approximate identity $\{\mu_\alpha\}$ with $\|\mu_\alpha\| \leq 1$ (or $\mu_\alpha \geq 0$) for each $\alpha$, then $S$ has an identity (cf. [22], Theorem 3.1).

If every one-dimensional representation of $\mathcal{M}$ is $\theta$-induced, then there is a one-to-one correspondence between prime $L$-ideals of $\mathcal{M}$ and open-compact prime ideals of $S_\theta$ (cf. [22], Th. 3.2).

If $\mathcal{M} = L^1(G)$ for a locally compact group $G$, then $S_\omega$ is the weakly almost periodic compactification of $G$ and $S_\sigma$ is the almost periodic compactification of $G$ (cf. [22], § 4). If $\mathcal{M} = M(G)$ then $S_\omega$ and $S_\sigma$ contain as closed ideals copies of the corresponding semigroups for $L^1(G)$ (cf. [22], § 4).
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