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Totally positive (TP), and strictly totally positive (STP) differential systems are defined. These real, first order, linear systems are characterized by the form of their coefficient matrices, and by the decrease of the number of sign changes of their solution vectors as functions of the independent variable. A bound is given for the combined number of zeros of the first and last components of any particular solution vector of STP system and a similar result is obtained for TP systems. Examples show that no such bounds exist for the number of zeros of any other component.

In this paper we consider real differential systems of the form

(1.1) \[ y'(t) = A(t)y(t) . \]

Here the solutions \( y(t) \) are real column vectors \( y(t) = (y_1(t), \cdots, y_n(t)) \) and \( A(t) \) is a given \( n \times n \) matrix \( (a_{ij}(t)) \) whose elements \( a_{ij}(t) \) are real functions which are continuous in the open interval \( (a, b), -\infty < a < b \leq \infty \). Together with the vector differential equation (1.1) we consider also the corresponding matrix differential equation

(1.2) \[ Y'(t) = A(t)Y(t) , \]

where \( Y(t) = (y_{ij}(t))_n \). Let \( Y(t) \) be any solution of (1.2); for each integer \( p, 1 \leq p \leq n \), we denote the \( p \) th compound of \( Y(t) \) by \( C_p(Y(t)) \). In § 2 we construct for each \( p, 1 \leq p \leq n \), a \( \left( \begin{array}{c} n \\ p \end{array} \right) \times \left( \begin{array}{c} n \\ p \end{array} \right) \) matrix \( B^{(p)}(t) \), such that

(1.3) \[ [C_p(Y(t))]' = B^{(p)}(t)C_p(Y(t)) . \]

\((B^{(1)}(t) = A(t).)\) The elements of \( B^{(p)}(t) \) are easily expressed by the given \( n^2 \) elements \( a_{ij}(t) \) of \( A(t) \) (Theorem 1). Special cases of these compound systems were previously considered: Mikusiński [6] considered the differential system satisfied by the \( 2 \times 2 \) Wronskians of the solutions of the equation \( u^{(n)}(t) + p(t)u(t) = 0 \) and Nehari [7] considered all compound systems (1.3) in the case where (1.1) is equivalent to an \( n \) th order linear differential equation. We remark that for \( p = n - 1 \) (1.3) is closely related to the system adjoint to (1.2); and for \( p = n \) (1.3) reduces to Liouville’s equation

(1.4) \[ \Delta(t)' = \left( \sum_{i=1}^{n} a_{ii}(t) \right)\Delta(t) , \]

where \( \Delta(t) = C_n(Y(t)) \) is the determinant of \( Y(t) \). We state an im-
mediate consequence of Theorem 1, showing a characteristic difference between the elements $a_{ij}(t)$ with $|i - j| = 1$ and the other off-diagonal elements of $A(t)$, as a corollary.

A real $n \times n$ matrix is totally positive (TP) if all its minors are nonnegative, and the matrix is strictly totally positive (STP) if all its minors are positive. For each $r$, $a < r < b$, we denote the fundamental solution $Y(t)$ of (1.2) satisfying

$$(1.5) \quad Y(r) = I,$$

($I = (δ_{ij})^r$), by $Y(t) = Y(t, r)$. We call the system (1.2), and the corresponding system (1.1), totally positive (TP) in $(a, b)$ if for each pair $(r, t)$, $a < r \leq t < b$, $Y(t, r)$ is TP. If for each pair $(r, t)$, $a < r < t < b$, $Y(t, r)$ is STP then the systems (1.2) and (1.1) are called strictly totally positive (STP) in $(a, b)$. In § 3 we characterize these systems by the form of the matrix $A(t) = (a_{ij}(t))^r$. The system (1.2) is TP in $(a, b)$ if and only if $A(t)$ is a (variable) Jacobi matrix (i.e., $a_{ij}(t) = 0$ for $|i - j| \geq 2$) with nonnegative off-diagonal elements (i.e., $a_{i,i+1}(t) \geq 0$, $a_{i+1,i}(t) \geq 0$, $i = 1, \ldots, n - 1$). This result (Theorem 2) was first proved by Loewner [5]. Our proof (based on Corollary 1) is quite elementary and leads also to the following modification of Loewner's result: The system (1.2) is STP in $(a, b)$ if and only if $A(t)$ satisfies the above conditions and none of the functions $a_{i,i+1}(t)$ and $a_{i+1,i}(t)$ vanishes identically in any interval contained in $(a, b)$ (Theorem 3).

In § 4 we consider vector solutions $y(t)$ of a STP system. The system (1.1) is shown to be STP in $(a, b)$ if and only if $S^+(y(s)) \leq S^-(y(r))$ holds for all nontrivial solutions $y(t)$ and all pairs $(r, s)$, $a < r < s < b$, (Theorem 4). This result on the number of sign changes, following from the variation-diminishing properties of STP matrices, leads now to results on the number of zeros of the components $y_i(t)$ and $y_n(t)$ of any given vector solution $y(t)$ of (1.1). The combined number of zeros of these two extreme components cannot exceed $n - 1$ (Theorem 5). No such restriction exists for the interior components $y_2(t), \ldots, y_{n-1}(t)$. We illustrate this dissimilarity between the extreme and the interior components by examples in the last section (§ 6). In § 5 we consider vector solutions of TP systems and the results are now weakened versions of the corresponding results for STP systems. We rely strongly on the recent book by Karlin [4], but we give all necessary definitions in order to keep this paper reasonably self-contained.

2. The compound differential systems. For given integers $n$ and $p, 1 \leq p \leq n$, we consider the $p$-tuples of increasing integers
and we arrange these \( N = \binom{n}{p} \) \( p \)-tuples in lexicographic order. We denote these \( p \)-tuples of indices also by
\[
\alpha = (i_1, i_2, \ldots, i_p), \quad \beta = (j_1, \ldots, j_p).
\]
For a \( n \times n \) matrix \( Y = (y_{ij}) \), we denote the minor, determined by these rows and columns, by
\[
Y(i_1, i_2, \ldots, i_p)\]

The \( p \)th compound \( C_p(Y) \) of \( Y \) is the \( N \times N \) matrix having these minors (in lexicographic order) as elements. The elements of the \( N \times N \) matrix \( B^{(p)} \) are denoted by \( b_{\alpha \beta} = b(i_1, \ldots, i_p | j_1, \ldots, j_p) \). In the following the matrices \( A \) and \( B^{(p)} \) will be continuous functions of \( t \), \( Y \) and \( C_p(Y) \) will therefore be continuously differentiable functions of \( t \). Using this notation we obtain the following relation between the given system (1.2) and its compound systems (1.3).

**Theorem 1.** Let \( Y(t) = (y_{ij}(t))^n, a < t < b, -\infty \leq a < b \leq \infty, \) be any solution of the differential system

\[
Y'(t) = A(t)Y(t),
\]

where \( A(t) = (a_{ij}(t))^n \) and the \( n^2 \) real functions \( a_{ij}(t) \) are continuous in \((a, b)\). The \( p \)th compound \( C_p(Y(t)) \) of \( Y(t) \), \( 1 \leq p \leq n \), satisfies in \((a, b)\) the equation

\[
[C_p(Y(t))]' = B^{(p)}(t)C_p(Y(t)).
\]

The matrix \( B^{(p)}(t) = (b_{\alpha \beta}(t))^n, N = \binom{n}{p}, \) is given by

\[
b_{\alpha \beta}(t) = b(i_1, \ldots, i_p | j_1, \ldots, j_p) = \begin{cases} 
0 & \text{if at most } p - 2 \text{ of the indices } i \text{ of } \alpha \text{ coincide with indices } j \text{ of } \beta; \\
(-1)^{\ell + \ell', \alpha - i_m} & \text{if exactly } p - 1 \text{ of the indices of } \alpha \text{ coincide with indices of } \beta, \text{ but } i_\ell \neq j_m, 1 \leq \ell, m \leq p; \\
\sum_{\ell = 1}^{p} a_{i_\ell \neq j_\ell} & \text{if } i_\ell = j_\ell, \ell = 1, \ldots, p.
\end{cases}
\]

**Proof.** We choose two \( p \)-tuples of increasing indices \( \alpha = (i_1, \ldots, i_p), \)**
\[ \gamma = (k_1, \ldots, k_p) \text{ with} \]
\[ 1 \leq i_1 < i_2 < \cdots < i_p \leq n, \]

and consider the minor \[ Y \left( \frac{i_1, \ldots, i_p}{k_1, \ldots, k_p} \right). \] Differentiating this minor by rows and using (1.2) we obtain
\[
Y \left( \frac{i_1, \ldots, i_p}{k_1, \ldots, k_p} \right)' = \left| \sum_{\nu=1}^{n} a_{i_1 \nu} y_{\nu k_1} \cdots \sum_{\nu=1}^{n} a_{i_p \nu} y_{\nu k_p} \right| + \cdots
\]
\[
+ \left| \sum_{\nu=1}^{n} a_{i_1 \nu} y_{\nu k_1} \cdots \sum_{\nu=1}^{n} a_{i_p \nu} y_{\nu k_p} \right|.
\]

We rewrite this as
\[
Y \left( \frac{i_1, \ldots, i_p}{k_1, \ldots, k_p} \right)' = \sum_{\nu=1}^{n} a_{i_1 \nu} Y \left( \frac{\nu, i_2, \ldots, i_p}{k_1, k_2, \ldots, k_p} \right)
\]
\[
+ \sum_{\nu=1}^{n} a_{i_1 \nu} Y \left( \frac{i_1, \nu, i_2, \ldots, i_p}{k_1, k_2, k_3, \ldots, k_p} \right) + \cdots
\]
\[
+ \sum_{\nu=1}^{n} a_{i_1 \nu} Y \left( \frac{i_1, \ldots, i_{p-1}, \nu}{k_1, \ldots, k_{p-1}, k_p} \right).
\]

The row indices on the r.h.s are, in general, not in increasing order and the \( pn \) determinants appearing there are hence, in general, not minors of \( Y \). But each of these determinants either vanishes or is equal to a minor of \( Y \) or is equal to \((-1)\) times a minor. We thus can write (2.2) in the form
\[
(2.3) \quad Y \left( \frac{i_1, \ldots, i_p}{k_1, \ldots, k_p} \right)' = \sum_{\alpha} b_{\alpha \beta} Y \left( \frac{j_1, \ldots, j_p}{k_1, \ldots, k_p} \right)
\]
\[
= \sum_{1 \leq j_1 < \cdots < j_p \leq n} b(i_1, \ldots, i_p \mid j_1, \ldots, j_p) Y \left( \frac{j_1, \ldots, j_p}{k_1, \ldots, k_p} \right).
\]

To obtain (2.1) we compare (2.2) and (2.3). We first note that on the r.h.s. of (2.2) appear only \( p \)-tuples of row indices for which at least \( p - 1 \) of the indices belong to the \( p \)-tuple \( \alpha = (i_1, \ldots, i_p) \). This gives the first part of (2.1). Secondly, if \( \nu \) does not belong to \( \alpha \), then the \( p \)-tuples
\[(\nu, i_2, \ldots, i_p), (i_1, \nu, i_3, \ldots, i_p), \ldots, (i_1, \ldots, i_{p-1}, \nu), \]
appearing as row indices on the r.h.s. of (2.2), have to be rearranged
by putting the index \( v = j_m \) in its proper place in order to obtain an increasing \( p \)-tuple which in (2.3) is denoted by \( \beta = (j_1, \ldots, j_p) \). For the \( p \)-tuples corresponding to the first sum on the r.h.s. of (2.2) this may be achieved by \( m + 1 \) transpositions, for those of the second sum by \( m + 2 \) transpositions and, in general, for those of the \( \ell \)th sum by \( m + \ell \) transpositions. This implies the second part of (2.1). Finally, if we choose \( v = i_1 \) in the first sum on the r.h.s. of (2.2), \( v = i_2 \) in the second sum and so on, we obtain the last part of (2.1) and we have thus proved Theorem 1.

We illustrate this result by expressing the elements \( b_{\alpha\beta} \) of \( B^{(p)} \) in terms of the elements \( a_{ij} \) in the simplest cases: \( n = 3, p = 2, n = 4, p = 2 \) and \( n = 4, p = 3 \).

<table>
<thead>
<tr>
<th>( i_1 )</th>
<th>( i_2 )</th>
<th>( j_1 ) ( j_2 )</th>
<th>( j_1 ) ( j_2 )</th>
<th>( j_1 ) ( j_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>( a_{11} + a_{22} )</td>
<td>( a_{23} )</td>
<td>(-a_{13} )</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>( a_{32} )</td>
<td>( a_{11} + a_{33} )</td>
<td>( a_{12} )</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>(-a_{31} )</td>
<td>( a_{21} )</td>
<td>( a_{22} + a_{33} )</td>
</tr>
</tbody>
</table>

\( n = 3, p = 2 \)

<table>
<thead>
<tr>
<th>( i_1 )</th>
<th>( i_2 )</th>
<th>( j_1 ) ( j_2 )</th>
<th>( j_1 ) ( j_2 )</th>
<th>( j_1 ) ( j_2 )</th>
<th>( j_1 ) ( j_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>( a_{11} + a_{22} )</td>
<td>( a_{23} )</td>
<td>( a_{24} )</td>
<td>(-a_{13} )</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>( a_{32} )</td>
<td>( a_{11} + a_{33} )</td>
<td>( a_{34} )</td>
<td>( a_{12} )</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>( a_{42} )</td>
<td>( a_{43} )</td>
<td>( a_{11} + a_{44} )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>(-a_{31} )</td>
<td>( a_{21} )</td>
<td>( 0 )</td>
<td>( a_{22} + a_{33} )</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>(-a_{41} )</td>
<td>( 0 )</td>
<td>( a_{21} )</td>
<td>( a_{43} )</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>( 0 )</td>
<td>(-a_{41} )</td>
<td>( a_{31} )</td>
<td>(-a_{42} )</td>
</tr>
</tbody>
</table>

\( n = 4, p = 2 \)

<table>
<thead>
<tr>
<th>( i_1 )</th>
<th>( i_2 )</th>
<th>( i_3 )</th>
<th>( j_1 ) ( j_2 ) ( j_3 )</th>
<th>( j_1 ) ( j_2 ) ( j_3 )</th>
<th>( j_1 ) ( j_2 ) ( j_3 )</th>
<th>( j_1 ) ( j_2 ) ( j_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>( a_{11} + a_{22} + a_{33} )</td>
<td>( a_{34} )</td>
<td>(-a_{24} )</td>
<td>( a_{14} )</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>4</td>
<td>( a_{43} )</td>
<td>( a_{11} + a_{22} + a_{44} )</td>
<td>( a_{23} )</td>
<td>(-a_{13} )</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>4</td>
<td>(-a_{42} )</td>
<td>( a_{32} )</td>
<td>( a_{11} + a_{33} + a_{44} )</td>
<td>( a_{12} )</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
<td>( a_{41} )</td>
<td>(-a_{31} )</td>
<td>( a_{21} )</td>
<td>( a_{22} + a_{33} + a_{44} )</td>
</tr>
</tbody>
</table>

\( n = 4, p = 3 \)
We remark that each diagonal element \( a_{ii} \) appears as a summand in \( \left( \frac{n-1}{p-1} \right) \) diagonal elements of \( B^{(p)} \). Each \( a_{ij}, i \neq j \), appears, possibly with the sign \(-1\), \( \left( \frac{n-2}{p-1} \right) \) times as an off-diagonal element of \( B^{(p)} \). In each row and each column of \( B^{(p)} \), \( p(n-p) \) off-diagonal elements are of the form \( \pm a_{ij}(i \neq j) \) and, for \( 2 \leq p \leq n-2 \), the remaining off-diagonal elements are zeros. (2.1) implies also the following symmetry of the dependence of \( B^{(p)} \) on \( A \): if, for \( \alpha \neq \beta \), \( b_{\alpha \beta} = a_{ij} \), \( b_{\alpha \beta} = -a_{ij} \) or \( b_{\alpha \beta} = 0 \) then \( b_{\beta \alpha} = a_{ji} \), \( b_{\beta \alpha} = -a_{ji} \) or \( b_{\beta \alpha} = 0 \) respectively.

For \( p = n \), (2.1) gives \( B^{(n)}(t) = b(1, \ldots, n | 1, \ldots, n) = \sum_{i=1}^{n} a_{ii}(t) \), and the differential system of the \( n \) th compound \( \Delta(t) = C_{n}(Y(t)) \) is Liouville’s equation

\[
\Delta(t) = \left( \sum_{i=1}^{n} a_{ii}(t) \right) \Delta(t).
\]

We now consider the case \( p = n - 1 \). Let \( Y(t) \) be a fundamental solution of (1.2), then

\[
\Delta(t)(Y(t)^{-1})^T = \left( (-1)^{i+j} Y \begin{pmatrix} 1 & \cdots & i - 1, i + 1 & \cdots & n \end{pmatrix} \right)^n
\]

\[
= C_{n-1}(Y(t)).
\]

Here the superscript \( T \) denotes the transposition operation, and if \( M = (m_{ij}) \) we define \( \tilde{M} = (\tilde{m}_{ij}) \) by

\[
\tilde{m}_{ij} = (-1)^{i+j} m_{n+1-i, n+1-j}, \quad i, j = 1, \ldots, n.
\]

With this notation \( [C_{n-1}(Y(t))]^T = B^{(n-1)}(t)C_{n-1}(Y(t)) \) gives

\[
[C_{n-1}(Y(t))]^T = \tilde{B}^{(n-1)}(t)C_{n-1}(Y(t)).
\]

\( (Y(t)^{-1})^T \) is a solution of the system adjoint to (1.2):

\[
(Y(t)^{-1})^T = -A(t)^T(Y(t)^{-1})^T.
\]

Differentiating (2.4) and using also (1.4), (2.5) and (2.6) we obtain

\[
-A(t)^T = \tilde{B}^{(n-1)}(t) - \left( \sum_{i=1}^{n} a_{ii}(t) \right) I.
\]

(2.7) gives the connection between the adjoint equation and the equation for the \( (n-1) \) st compound.

In the next section we use the following consequence of Theorem 1.

**Corollary 1.** Let \( A(t) = (a_{ij}(t))^n \) and \( B^{(p)}(t) = (b_{\alpha \beta}(t))^n \) be the coefficient matrices of the system (1.2) and its compound systems, 1 \( \leq p \leq n \). Then,

1. None of the matrices \( B^{(p)}(t) \) contains elements of the form
-a_{i,i+1}(t), -a_{i+1,i}(t), i = 1, \ldots, n - 1.

(ii) For each pair (i, j), |i - j| \geq 2, i, j = 1, \ldots, n, -a_{i,j}(t) is an off-diagonal element of $B^{(p)}(t)$.

Proof. (i) Formula (2.1) implies that $\pm a_{k,k+1}(t)$ and $\pm a_{k+1,k}(t)$, $k = 1, \ldots, n - 1$, can appear as elements of $B^{(p)}(t)$ only if they are an element $b(i_1, \ldots, i_p | j_1, \ldots, j_p)$, where $p - 1$ of the indices of the two $p$-tuples $\alpha = (i_1, \ldots, i_p)$ and $\beta = (j_1, \ldots, j_p)$ coincide, but $i_\ell \neq j_m$, and where the set $\{i_\ell, j_m\}$ is the set $\{k, k+1\}$. If a given $(p - 1)$-tuple of increasing indices, which contains neither $k$ nor $k + 1$, is completed to a $p$-tuple of increasing indices by inserting $k$ or $k + 1$, then it is necessary to insert either one of them at the same place, i.e., between the same two elements of the $(p - 1)$-tuple. Hence $\ell = m$. and (2.1) implies (i).

(ii) If $1 \leq i < i + 2 \leq j \leq n$ then (2.1) gives $b(i, i + 1 | i + 1, j) = -a_{i,j}$; and if $1 \leq j < j + 2 \leq i \leq n$ then $b(j + 1, i | j, j + 1) = -a_{i,j}$.

3. Positive, strictly positive, totally positive and strictly totally positive systems. Totally positive (TP) and strictly totally positive (STP) systems were defined in the introduction. To define positive and strictly positive systems we agree to call a real $n \times n$ matrix positive if all its elements are nonnegative; and the matrix is strictly positive if all its elements are positive. The differential system

\begin{equation}
Y'(t) = A(t)Y(t),
\end{equation}

is called positive in $(a, b)$, if for each pair $(r, t), a < r \leq t < b, Y(t, r)$ is positive. (Here $Y(t) = Y(t, r)$ is the fundamental solution of (1.2) satisfying (1.5).) (1.2) is strictly positive in $(a, b)$ if for each pair $(r, t), a < r < t < b, Y(t, r)$ is strictly positive. We start with a criterion for the positivity of the system.

Lemma 1. Let the $n^2$ real functions $a_{i,j}(t), i, j = 1, \ldots, n$, be continuous in $(a, b)$, $-\infty \leq a < b \leq \infty$, and set $A(t) = (a_{i,j}(t))_i^n$. The differential system (1.2) is positive in $(a, b)$ if and only if all off-diagonal elements $a_{i,j}(t), i \neq j, i, j = 1, \ldots, n$, are nonnegative in $(a, b)$.

This lemma is known [1, p. 173, exercise 2]. For completeness, and also in view of the proof of the next lemma, we prove Lemma 1.

Proof. To show the necessity of the condition, suppose to the contrary that there exist indices $i^*$ and $j^*$, $i^* \neq j^*$, and a point $r$ in $(a, b)$ such that $a_{i^*,j^*}(r) < 0$. Let $Y(t, r) = (y_{i,j}(t))_i^n$ be the solution of (1.2) satisfying (1.5). Then $y_{i^*,j^*}(r) = 0$ and $y_{i^*,j^*}(r) = a_{i^*,j^*}(r) < 0$. Hence,
\[ y_{i,j}(t) < 0 \text{ for all } t \text{ in some interval } (r, r + \varepsilon), \varepsilon > 0, \text{ and the system (1.2) is not positive.} \]

We first prove sufficiency in the special case where all diagonal elements \( a_{ii}(t) \) of \( A(t) \) vanish identically in \((a, b)\). Each element of \( A(t) \) is thus nonnegative, and the Peano-Baker expansion

\[ Y(t, r) = I + \int_r^t A(\tau) d\tau + \int_r^t A(\tau) \int_r^\tau A(\tau') d\tau' d\tau + \cdots , \]

shows that the same holds for each element of \( Y(t, r), a < r \leq t < b. \)

To prove sufficiency in the general case (of arbitrary diagonal elements \( a_{ii}(t) \) of \( A(t) \)) we choose a point \( r, r \in (a, b) \), and define

\[ p_i(t, r) = \exp \int_r^t a_{ii}(\tau) d\tau, a < t < b, i = 1, \cdots, n . \]

Using these \( n \) positive functions we now build the diagonal matrix

\[ P_r(t) = \text{diag} \left( p_i(t, r), \cdots, p_n(t, r) \right), \quad a < t < b . \]

If \( Y(t) \) is an arbitrary solution of (1.2) we define \( \tilde{Y}_r(t) \) by

\[ Y(t) = P_r(t) \tilde{Y}_r(t) , \quad a < t < b . \]

(1.2) and (3.2) to (3.4) imply that each \( \tilde{Y}_r(t) \) satisfies the equation

\[ \tilde{Y}_r'(t) = \tilde{A}_r(t) \tilde{Y}_r(t) , \quad a < t < b , \]

where \( \tilde{A}_r(t) = (\tilde{a}_{ij}(t, r)) \) is defined by

\[ \tilde{a}_{ij}(t, r) = a_{ij}(t) \frac{p_j(t, r)}{p_i(t, r)} , \quad i \neq j, i, j = 1, \cdots, n , \quad a < t < b , \]

and

\[ \tilde{a}_{ii}(t, r) = 0, i = 1, \cdots, n , \quad a < t < b . \]

The matrix \( \tilde{A}_r(t) \) has thus, together with the given matrix \( A(t) \), nonnegative off-diagonal elements but its diagonal elements vanish identically. By the special case considered above, it follows that the system (3.5) is positive in \( (a, b) \). Let now \( \tilde{Y}_r(t, r) \) be the fundamental solution \( \tilde{Y}_r(t) \) of (3.5) which satisfies \( \tilde{Y}_r(r) = I \). Then \( \tilde{Y}_r(t, r) \) is positive for all \( t \) in \([r, b)\). As \( P_r = I \), it follows from (3.4) that

\[ Y(t, r) = P_r(t) \tilde{Y}_r(t, r) , \]

where \( Y(t, r) \) is the solution of (1.2) satisfying (1.5). (3.8) implies that this matrix \( Y(t, r) \) is positive for all \( t \) in \([r, b)\). Since \( r \) was arbitrary in \((a, b)\), this completes the proof of Lemma 1.

For the next lemma it is convenient to use the following terminology. We denote the set of the \( n^2 \) elements \( a_{ij}(t) \) of \( A(t) \) by \( S.\)
With each subset \( F \) of \( S \) we associate a matrix \( C = (c_{ij})^n \) in the following way: \( c_{ij} = 1 \) if \( a_{ij}(t) \in F \), \( c_{ij} = 0 \) if \( a_{ij}(t) \notin F \). Then we call \( F \) irreducible or reducible if the associated matrix \( C \) is, respectively, irreducible or reducible. If we associate with \( F \) a directed graph \( \Gamma \) of \( n \) vertices \( P_1, \ldots, P_n \), having a (directed) arc from \( P_i \) to \( P_j \) if and only if \( a_{ij} \in F \), then \( F \) is irreducible if and only if \( \Gamma \) is strongly connected.

(A matrix \( C = (c_{ij})^n \) is reducible if the index set \( \{1, \ldots, n\} \) can be split into two nonvoid sets \( \{i_1, \ldots, i_s\} \) and \( \{j_1, \ldots, j_m\} \), \( s + m = n \) such that \( c_{i_\alpha j_\beta} = 0 \) for \( \lambda = 1, \ldots, \zeta, \mu = 1, \ldots, m \). If no such partition of the index set exists, then \( C \) is irreducible. A directed graph \( \Gamma \) is strongly connected if and only if for every ordered pair \( (P_i, P_j) \) of its vertices there exists a (directed) path leading from \( P_i \) to \( P_j \). The matrix \( C \) is irreducible if and only if the corresponding graph \( \Gamma \) is strongly connected. [9, pp. 18-20].)

**Lemma 2.** Let the \( n^2 \) real functions \( a_{ij}(t), i, j = 1, \ldots, n, \) be continuous in \( (a, b), -\infty \leq a < b \leq \infty \), and set \( A(t) = (a_{ij}(t))^n \). Let \( S \) be the set of the \( n^2 \) functions \( a_{ij}(t) \). For each \( r, r \in (a, b), \) the subset \( F(r) \) of \( S \) is defined in the following way: \( a_{ij}(t) \in F(r) \) if and only if \( a_{ij}(t) \) does not vanish identically in any interval \( [r, r + \varepsilon], \) \( 0 < \varepsilon < b - r \). The differential system (1.2) is strictly positive in \( (a, b) \) if and only if the following two conditions hold:

(a) Each off-diagonal element \( a_{ij}(t), i \neq j, i, j = 1, \ldots, n, \) is nonnegative in \( (a, b) \).

(b) For each \( r, a < r < b, \) the set \( F(r) \) is irreducible.

*Proof.* The necessity of condition (a) follows from Lemma 1. We prove the necessity of (b) by negation and thus assume that there exists \( r, r \in (a, b), \) such that \( F(r) \) is reducible. As the graph \( \Gamma(r) \) is thus not strongly connected it follows that there exists \( \varepsilon, 0 < \varepsilon < b - r \) and two indices \( i^*, j^*, i^* \neq j^* \), such that for every given ordered set \( (i_0, i_1, \ldots, i_\zeta) \) of indices (with repetition), for which \( i_0 = i^*, i_\zeta = j^* \), at least one function \( a_{i_{\nu+1}j}(t), \nu = 0, \ldots, \zeta - 1, \) vanishes identically in \( [r, r + \varepsilon] \). For \( \zeta = 1 \) this implies

\[
\int_r^{r+\varepsilon} a_{i_{\nu+1}j}(\tau) d\tau = 0 .
\]

For \( \zeta = 2 \) we obtain

\[
\int_r^{r+\varepsilon} \sum_{\nu=1}^{m} a_{i_{\nu}j}(\tau) \int_r^{\tau} a_{i_{\nu}j}(\tau_1) d\tau_1 d\tau = 0 ,
\]

and similar equalities hold for \( \zeta \geq 3 \). Using these equalities it follows from (3.1) that the off-diagonal element \( y_{i,j}(r + \varepsilon, r) \) of the matrix \( Y(r + \varepsilon, r) \) vanishes and \( Y(r + \varepsilon, r) \) is thus not strictly positive.
We prove sufficiency of conditions (a) and (b) again first in the special case where all diagonal elements \( a_{i_j}(t) \) of \( A(t) \) vanish identically in \((a, b)\). By (b), the set \( F(r) \) is, for each \( r \in (a, b) \), irreducible and in this special case \( F(r) \) does not contain diagonal elements \( a_{i_j}(t) \). This and (a) imply that for any given \( r, r \in (a, b) \), and any ordered pair \((i^*, j^*)\) of (not necessarily distinct) indices there exists an ordered set \((i_0, i_1, \ldots, i_{\kappa})\) of indices, \( i_0 = i^*, i_{\kappa} = j^* \) and \( i_{\nu} \neq i_{\nu+1} \) for \( \nu = 0, \ldots, \kappa - 1 \), such that

\[
\int_r^t a_{i_j^*+1}(\tau)d\tau > 0,
\]

for all \( t \) in \((r, b)\) and all \( \nu, \nu = 0, \ldots, \kappa - 1 \). But this implies that for all such \( t \)

\[
\int_r^t a_{i_i^*+1}(\tau)\int_r^\tau a_{i_j^*+1}(\tau_1)\cdots\int_r^{\tau_{\kappa-2}} a_{i_{\kappa-1}}(\tau_{\kappa-1})d\tau_{\kappa-1}\cdots d\tau_1 d\tau > 0,
\]

and it follows that the element in the place \((i^*, j^*)\) of the \((\kappa + 1)\)th summand of the r.h.s. of (3.1) is, for \( t \in (r, b) \), positive. As \( r \) and the pair of indices were arbitrary it follows that the system (1.2) is, in this special case, strictly positive in \((a, b)\).

The sufficiency of conditions (a) and (b) in the general case (of arbitrary diagonal elements \( a_{i_j}(t) \) of \( A(t) \)) follows again by reduction to the special case (formulas (3.2) to (3.8)). We now use also the fact that if the set \( F(r) \) is irreducible, so is the set \( \tilde{F}(r) \) which is obtained from \( F(r) \) by deletion of its diagonal elements and by multiplication of its off-diagonal elements with positive functions. This completes the proof of Lemma 2.

These criteria for positivity and strict positivity and the corollary of § 2 lead to the main results of this section.

**Theorem 2.** Let the \( n^2 \) real functions \( a_{i_j}(t), i, j = 1, \ldots, n, \) be continuous in \((a, b), -\infty \leq a < b \leq \infty, \) and set \( A(t) = (a_{i_j}(t))_. \) The differential system

\[
Y'(t) = A(t)Y(t),
\]

is TP in \((a, b)\) if and only if the following two conditions hold:

- **(a)** \( a_{i_j}(t) = 0, |i - j| \geq 2, i, j = 1, \ldots, n, \) \( a < t < b. \)
- **(b)** \( a_{i,i+1}(t) \geq 0, a_{i+1,i}(t) \geq 0, i = 1, \ldots, n - 1, \) \( a < t < b. \)

**Proof.** As total positivity of the system (1.2) implies its positivity, it follows from Lemma 1 that all off-diagonal elements \( a_{i_j}(t), i \neq j, \) of \( A(t) \) have to be nonnegative in \((a, b). \) If an element \( a_{i_j}(t), |i - j| \geq 2, \)
were to be positive for some $t$ part (ii) of Corollary 1 would imply that the matrix $B^{2n}(t)$ of the second compound system has an off-diagonal element which is somewhere negative, and Lemma 1, applied to this second compound system, then shows that (1.2) is not TP. Conditions (a) and (b) are thus necessary. Their sufficiency follows from part (i) of Corollary 1 and the sufficiency part of Lemma 1, applied to all compound systems (1.3). (We remark that we also use that the $p$th compound of the unit matrix $I = (\delta_{ab})^n$ is again $I = (\delta_{ab})^n$. Hence if $Y(t) = Y(t, r)$ is the solution of (1.2) which satisfies (1.5), then its compound also satisfies $C_p(Y(r)) = I$.)

**Theorem 3.** Let the $n^2$ real functions $a_{ij}(t), i, j = 1, \ldots, n$, be continuous in $(a, b), -\infty \leq a < b \leq \infty$, and set $A(t) = (a_{ij}(t))^n$. The differential system

$$Y'(t) = A(t)Y(t),$$

is STP in $(a, b)$ if and only if the following three conditions hold:

(a) $a_{ij}(t) = 0, |i - j| \geq 2, i, j = 1, \ldots, n, \ a < t < b$.

(b) $a_{i,i+1}(t) \geq 0, a_{i+1,i}(t) \geq 0, i = 1, \ldots, n - 1, a < t < b$.

(c) None of the $2n - 2$ functions mentioned in (b) vanishes identically in any interval $[r, s], a < r < s < b$.

**Proof.** The necessity of conditions (a) and (b) follows from Theorem 2. To prove that condition (c) is necessary, we consider the $(0, 1)$ matrix $C^* = (c^*_{ij})^n$ where $c^*_{ij} = 0$ if $|i - j| \neq 1$, and $c^*_{ij} = 1$ if $|i - j| = 1$. Then the following statement holds. (i) $C^*$ is irreducible, and (ii) if any element equal to 1 of $C^*$ is replaced by 0 then the new matrix is reducible. This is easily seen by considering the corresponding directed graph $F^*$. Assume now that condition (c) is not satisfied and that one of the $2n - 2$ functions $a_{i,i+1}(t)$ and $a_{i+1,i}(t)$ vanishes identically in a certain interval $[r, s]$. Part (ii) of the italicized statement implies that the set $F(r)$, defined in Lemma 2, is reducible and Lemma 2 implies that the system (1.2) is not strictly positive in $(a, b)$. This contradicts the assumption of the present theorem and condition (c) is thus necessary.

To prove the sufficiency of conditions (a) to (c), we consider also the $(0, 1)$ matrices $C^{*(p)} = (c_{ij}^{*(p)})^n$, $1 \leq p \leq n$, which are built from the elements $c_{ij}^*$ of $C^* = C^{*(1)}$ by the rule (2.1). Namely,

$$C^{*(p)} = (c_{ij}^{*(p)})^n, N = \binom{n}{p} \quad \text{and} \quad c_{ij}^{*(p)} = c^*(i, \ldots, i, j, \ldots, j, p) = 0$$

except if exactly $p - 1$ of the indices of $\alpha$ coincide with $p - 1$ indices of $\beta$ and the two remaining indices satisfy $|i - j| = 1$; in this
case \( c^{*}_{\alpha \beta} = 1 \). For each \( p, 1 \leq p \leq n \), \( C^{*}(p) \) is irreducible. (For
\( p = 1 \) this is part (i) of the former italicized statement.) This is again easily seen by considering the corresponding graph \( \Gamma^{*}(p) \). \( \Gamma^{*}(p) \)
has \( N \) vertices \( P_{\alpha} = P(i_{1}, \cdots, i_{p}), P_{\beta} = P(j_{1}, \cdots, j_{p}) \), etc. There are
arcs (in both directions) between \( P_{\alpha} \) and \( P_{\beta} \) if \( p - 1 \) of the indices of
\( \alpha \) and \( \beta \) coincide and \( |i_{n} - j_{n}| = 1 \). Clearly there exists a path of
length \( \sum_{\mu=1}^{p} (i_{\mu} - n) \) leading from \( P_{\alpha} \) to the first vertex \( P_{\alpha}^{*} \) \( (\alpha^{*} = 1 = (1, \cdots, p)) \) and similarly there exists a path leading from \( P_{\alpha}^{*} \) to \( P_{\beta} \). \( \Gamma^{*}(p) \) is thus strongly connected). Using part (i) of Corollary 1 and
the irreducibility of \( C^{*}(p), 1 \leq p \leq n \), it follows that the present con-
ditions (a) to (c) imply the validity of conditions (a) and (b) of Lemma
2 for each compound system (1.3). Each of these systems is therefore
strictly positive in \((a, b)\) and (1.2) is thus STP. This completes the
proof of Theorem 3.

4. Vector solutions of strictly totally positive systems. Our
next result refers to the number of sign changes of a given nontrivial
vector solution \( y(t) \) of a STP system (1.1). We use the standard
notation [2, 4]. If \( x = (x_{1}, \cdots, x_{n}) \) is a real vector, \( x \neq 0 \), then \( S^{-}(x) \)
denotes the number of sign changes in the sequence obtained from
\( x_{1}, x_{2}, \cdots, x_{n} \) by deleting all zero terms; \( S^{+}(x) \) denotes the maximum
number of sign changes possible by allowing each zero to be replaced
\( \pm 1 \) (or equivalently, \( S^{+}(x) = \lim_{y \to x} S^{-}(y)) \).

**Theorem 4.** (i) Let the differential system

\[
y'(t) = A(t)y(t) ,
\]
be STP in \((a, b), -\infty \leq a < b \leq \infty\) and let \( y(t) \) be a nontrivial solution. Then

\[
S^{+}(y(s)) \leq S^{-}(y(r)) \quad \text{for all \( (r, s) \) satisfying \( a < r < s < b \).}
\]

(ii) Conversely, if (4.1) is valid for every nontrivial solution
\( y(t) \) of the system (1.1), then this system is STP in \((a, b)\).

**Proof.** (i) Let \( Y(t) = Y(t, r) \) be the fundamental solution of

\[
Y'(t) = A(t)Y(t) ,
\]
satisfying

\[
Y(r) = I .
\]
For all \( s \) and \( r \) in \((a, b)\)

\[
y(s) = Y(s, r)y(r) .
\]
By assumption the matrix $Y(s, r)$ is, for $r < s$, STP. (4.1) follows from the variation-diminishing property of such matrices [4, p. 219, Th. 1.2, (a)].

(ii) Let the index $k, 1 \leq k \leq n$, and the point $r, r \in (a, b)$, be given and consider nontrivial solutions $y(t)$ of (1.1) which satisfy

\begin{equation}
    y_k(r) = 0 .
\end{equation}

(4.2) and (4.3) give

\begin{equation}
    y(s) = Y_k(s, r)c .
\end{equation}

Here $c$ is the $(n - 1)$ vector $(y_1(r), \ldots, y_{k-1}(r), y_{k+1}(r), \ldots, y_n(r))$ and $Y_k(s, r)$ is the $n \times (n - 1)$ matrix obtained from $Y(s, r)$ by deletion of the $k$th column. By assumption (4.1), we have for $r < s$,

\begin{equation}
    S^{-}(y(s)) \leq S^{-}(y(r)) = S^{-}(c) .
\end{equation}

As this holds for every nonnull vector $c$, it follows that $Y_k(s, r)$ is, for $r < s$, strictly sign-regular of order $n - 1$ [4, p. 219, Th. 1.2, (b)]; i.e., all minors of $Y_k(s, r)$ are nonzero and, for each $p, 1 \leq p \leq n - 1$, all minors of order $p$ have the same sign, possibly dependent on $p$. But as $Y(r, r) = I$, it follows that $Y_k(r, r)$ has for each $p, 1 \leq p \leq n - 1$, a minor equal to 1. It follows, by continuity, that all minors of $Y_k(s, r), r < s$, are positive. As $k$ was an arbitrary index, this implies that all minors, up to the order $n - 1$, of $Y(s, r)$ are positive for $r < s$. But the determinant of $Y(s, r)$ is always positive and we have thus proved that the system (1.1) is STP.

We remark that by the last two theorems property (4.1), for all nontrivial solutions $y(t)$, is equivalent to the properties (a) to (c) of $A(t)$ stated in Theorem 3. A direct proof of this equivalence, without use of the variation-diminishing properties of the STP matrix $Y(s, r)$, seems to be rather tedious.

The next theorem, and the examples in the final section, will give some information about the number of points at which each component of a fixed solution of an STP system (1.1) may vanish. It might be of interest to consider here briefly the case of such systems with constant coefficients $A(t) = A$. $A$ is thus a Jacobi matrix with positive off-diagonal elements. But the class of Jacobi matrices $B$ with negative off-diagonal elements was studied in detail by Gantmacher and Krein [2, Ch. 2, §1.]. For $A(= -B)$ it follows that $A$ has $n$ distinct real characteristic values $\lambda_j, \lambda_1 < \lambda_2 < \cdots < \lambda_n$, (and that for the characteristic vector $u^{(j)} = (u_{1j}, \ldots, u_{nj})$, corresponding to $\lambda_j$, $\lambda_j, S^{+}(u^{(j)}) = S^{-}(u^{(j)}) = n - j, j = 1, \ldots, n$). Every solution $y(t)$ of the corresponding system (1.1) is therefore of the form
and it follows that in this case each component \( y_i(t) \) of a nontrivial solution \( y(t) \) vanishes at most \( n - 1 \) times. (Note that for any system (1.1) there always exist nontrivial solutions \( y(t) \) satisfying \( (n - 1) \) homogeneous conditions.) As already mentioned in the introduction a more precise statement holds for the total number of zeros of \( y_i(t) \) and \( y_n(t) \) for any STP system (Theorem 5, (ii)); and the examples will show that, for any \( n, n \geq 3 \), there exist STP systems with variable \( A(t) \) having a solution \( y(t) \) for which each interior component \( y_i(t) \), \( i = 2, \ldots, n - 1 \), vanishes infinitely many times in \(( - \infty, \infty)\).

To facilitate the proof of Theorem 5 we now state some evident properties of the functions \( S^+ \) and \( S^- \) as a lemma.

**Lemma 3.** Let \( x = (x_1, \ldots, x_n) \), be a real nonnull vector. Then

\[
0 \leq S^-(x) \leq S^+(x) \leq n - 1.
\]

If \( m \) components of \( x \) vanish, \( 1 \leq m \leq n - 1 \), then

\[
S^+(x) \geq m, S^-(x) \leq n - m - 1.
\]

If \( x_1 = 0 \), or if \( x_n = 0 \), then

\[
S^+(x) - S^-(x) \geq 1.
\]

If \( x_1 = 0 \) and \( x_n = 0 \), then

\[
S^+(x) - S^-(x) \geq 2.
\]

Part (i) of Theorem 4, and Lemma 3, now imply the following theorem.

**Theorem 5.** Let the differential system

\[
y'(t) = A(t)y(t)
\]

be STP in \((a, b)\), \( -\infty \leq a < b \leq \infty \), and let \( y(t) = (y_1(t), \ldots, y_n(t)) \) be a nontrivial solution.

(i) If \( S^-(y(r)) = 0, r \in (a, b) \), then no component of \( y(t) \) vanishes in \((r, b)\). If \( S^+(y(s)) = n - 1, s \in (a, b) \), then no component of \( y(t) \) vanishes in \((a, s)\).

(ii) Let \( k \) and \( \iota \) be nonnegative integers and assume that

\[
y_i(\alpha_i) = 0, i = 1, \ldots, k, a < \alpha_1 < \cdots < \alpha_k < b,
\]

and that

\[
y_n(\beta_j) = 0, j = 1, \ldots, \iota, a < \beta_1 < \cdots < \beta_\iota < b.
\]
Then \( k + \zeta \leq n - 1 \). Moreover, if \( k + \zeta = n - 1 \), then no component of \( y(t) \) vanishes in \((a, \min(\alpha_i, \beta_i)) \cup (\max(\alpha_k, \beta_\zeta), b)\).

(iii) Assume that \( m \) components of \( y(r), r \in (a, b) \), vanish, and that 
\[
y_i(\alpha_i) = 0, \; i = 1, \ldots, k, \; r < \alpha_1 < \cdots < \alpha_k < b,
\]
and that
\[
y_s(\beta_j) = 0, \; j = 1, \ldots, \zeta, \; r < \beta_1 < \cdots < \beta_\zeta < b.
\]
Then \( k + \zeta \leq n - m - 1 \). Moreover, if \( k + \zeta = n - m - 1 \), then no component of \( y(t) \) vanishes in \((\max(\alpha_k, \beta_\zeta), b)\). A similar statement holds for the number of zeros of \( y_1(t) \) and \( y_n(t) \) in \((a, r)\).

Proof. (i) \( S^{-}(y(r)) = 0 \) and (4.1) imply \( S^{+}(y(t)) = 0, \; r < t < b \), and the first inequality of (4.6) implies that no component of \( y(t) \) vanishes. \( S^{+}(y(s)) = n - 1 \) and (4.1) imply \( S^{-}(y(t)) = n - 1, \; a < t < s \), and the other inequality of (4.6) gives the desired conclusion.

(ii) Denote the union of the sets \( \{\alpha_i\}_i \) and \( \{\beta_j\}_j \) by 
\[
\{t_i\}_i, \; t_i < \cdots < t_p, \; (\max(k, \zeta) \leq p \leq k + \zeta).
\]
Then
\[
k + \zeta \leq \sum_{p=1}^{p} [S^{+}(y(t_i)) - S^{-}(y(t_i))]
\]
\[
= \sum_{p=1}^{p} [S^{+}(y(t_i)) - S^{-}(y(t_{i-1}))] + S^{+}(y(t_i)) - S^{-}(y(t_p))
\]
\[
\leq S^{+}(y(t_i)) - S^{-}(y(t_p)) \leq n - 1.
\]

Here the first inequality sign follows from (4.7) and (4.8), the second inequality sign follows from (4.1) and the last one from (4.5). This proves the main assertion of (ii). If \( k + \zeta = n - 1 \), then (4.9) implies \( S^{-}(y(t_p)) = 0 \) and \( S^{+}(y(t_i)) = n - 1 \) and the remaining assertion of (ii) now follows from (i).

(iii) Let \( t_1, \ldots, t_p \) have the same meaning as above. (4.9), the assumption \( r < t_i \) and (4.1), and (4.6) give
\[
k + \zeta \leq S^{+}(y(t_i)) - S^{-}(y(t_p))
\]
\[
\leq S^{-}(y(r)) - S^{-}(y(t_p)) \leq n - m - 1.
\]
If \( k + \zeta = n - m - 1 \), then (4.10) and \( S^{-}(y(r)) \leq n - m - 1 \) imply \( S^{-}(y(t_p)) = 0 \) and no component of \( y(t) \) vanishes in \((t_p, b)\). For zeros to the left of \( r, \; a < t_1 < \cdots < t_p < r \), we obtain
\[
k + \zeta \leq S^{+}(y(t_i)) - S^{-}(y(t_p))
\]
\[
\leq S^{+}(y(t_i)) - S^{+}(y(r)) \leq n - m - 1.
\]
If \( k + \zeta = n - m - 1 \) this gives \( S^{+}(y(t_i)) = n - 1 \) and no component vanishes in \((a, t_i)\). This completes the proof of Theorem 5.
We remark that the constants $n - 1$ of part (ii) and $n - m - 1$ of part (iii) of this theorem, are the best possible as there always exist nontrivial solutions of (1.1) satisfying $n - 1$ conditions $y_{i_v}(t_v) = 0$, $1 \leq i_v \leq n$, $a < t_v < b$, $v = 1, \ldots, n - 1$. We conclude this section with another direct consequence of (4.1). Let $r$ and $s$ be given points, $a < r < s < b$, and assume that $y(t)$ is a nontrivial solution of (1.1) such that $k$ components of $y(r)$ and $\ell$ components of $y(s)$ vanish. Then $k + \ell \leq n - 1$. Moreover, if $k + \ell = n - 1$, then there exists-except for a multiplicative constant-precisely one nontrivial solution $y(t)$ of (1.1) satisfying the given set of conditions $y_{i_v}(r) = 0$, $y_{i_{\mu}}(s) = 0$, $v = 1, \ldots, k, \mu = 1, \ldots, \ell$. To prove the first part, we remark that, by (4.6), $S^-(y(r)) \leq n - k - 1$ and $S^+(y(s)) \geq \ell$. (4.1) gives therefore $k + \ell \leq n - 1$. Assume now $k + \ell = n - 1$ and let $\upsilon(t)$ and $\omega(t)$ be two solutions satisfying the given set of $(n - 1)$ conditions. We can then form a linear combination $\nu(t) = c_1 \upsilon(t) + c_2 \omega(t)$ such that $k + 1$ components of $\nu(r)$ and the former $l = n - k - 1$ components of $\nu(s)$ vanish. $\nu(t)$ violates the first part of the above statement unless it reduces to the trivial solution. Hence $\upsilon(t) = cy(t)$ (cf. [7, p. 507]). This statement can also be obtained directly from the strict total positivity of the matrix $Y(s, r)$.

5. Vector solutions of totally positive systems. According to Theorem 4, the inequality (4.1) is characteristic for STP systems. It follows from (4.1) that $S^-(y(t))$ and $S^+(y(t))$ are decreasing functions of $t$. These consequences of (4.1) characterize the larger class of TP systems.

**Theorem 6. (i)** Let the differential system

$$y'(t) = A(t)y(t),$$

be TP in $(a, b)$, $-\infty \leq a < b \leq \infty$, and let $y(t)$ be a nontrivial solution. Then

$$S^-(y(s)) \leq S^-(y(r)) \text{ for all } (r, s) \text{ satisfying } a < r \leq s < b,$$

and

$$S^+(y(s)) \leq S^+(y(r)) \text{ for all } (r, s) \text{ satisfying } a < r \leq s < b.$$

(ii) Conversely, if (5.1) is valid for every nontrivial solution $y(t)$ of the system (1.1), or if (5.2) is valid for every $y(t)$, then the system (1.1) is TP in $(a, b)$.

**Proof.** (i) We obtain the necessity of (5.1) and (5.2) by an approximation procedure. Let the constant matrix $C^* = (c_{ij}^*)_{i,j}$ be defined as in the proof of Theorem 3 ($c_{ii}^* = 1$ if $|i - j| = 1$, otherwise
If the system (1.1) is TP in \((a, b)\), then it follows from Theorems 2 and 3 that the system

\[
y_s'(t) = A_s(t)y_s(t) , \quad A_s(t) = A(t) + \varepsilon C^s ,
\]
is, for \(\varepsilon > 0\), STP in \((a, b)\). To prove (5.1) let the solution \(y(t)\) of (1.1) and the point \(r\) be given. For any \(\varepsilon > 0\), let \(y_s(t)\) be the solution of (5.3) satisfying

\[
y_s(r) = y(r) .
\]

(4.1) and (5.4) imply that for any \(\varepsilon > 0\), and for any \(s, s \in (r, b)\),

\[
S^+(y_s(s)) \leq S^-(y(r)) .
\]

By a standard theorem on differential equations (cf. [3, p. 55, Corollary 4.1])

\[
\lim_{\varepsilon \to 0} y_s(s) = y(s) .
\]

This and the relation

\[
S^-(\lim_{\varepsilon \to 0} y_s(s)) \leq \lim_{\varepsilon \to 0} S^+(y_s(s)) ,
\]

[4, p. 217, Lemma 1.1] imply

\[
S^-(y(s)) \leq \lim_{\varepsilon \to 0} S^+(y_s(s)) .
\]

(5.5) and (5.6) imply (5.1).

To obtain (5.2) let the solution \(y(t)\) of (1.1) and the point \(s\) be given. For any \(\varepsilon > 0\), let \(\tilde{y}_s(t)\) be the solution of (5.3) satisfying

\[
\tilde{y}_s(s) = y(s) .
\]

(4.1) and (5.4') imply that for any \(\varepsilon > 0\), and for any \(r, r \in (a, s)\)

\[
S^-(y(s)) \leq S^-(\tilde{y}_s(r)) .
\]

For \(\varepsilon \to 0\),

\[
\lim_{\varepsilon \to 0} S^-(\tilde{y}_s(r)) \leq S^+(y(r)) .
\]

(5.5') and (5.6') imply (5.2). This completes the proof of part (i). (We remark that (5.1) follows also directly from a theorem of Schoenberg [8, Satz 1] (cf. [2, p. 290] and [4, p. 21]) applied to the vector equation (4.2). Moreover (5.1) and (5.2) are equivalent as we shall show in Lemma 4.)

(ii) To prove the first half of this converse assertion, we assume the validity of (5.1) for all nontrivial solutions \(y(t)\) of (1.1). We now
proceed as in the proof of part (ii) of Theorem 4. The index $k$ and
the point $r$ are fixed and we consider only nontrivial solutions of (1.1)
which satisfy

\[(4.3) \quad y_k(r) = 0 .\]

Defining $c$ as before and now using $S^-(y(s)) \leq S^-(c), \ r < s$, we find
that the $n \times (n - 1)$ matrix $Y_k(s, r)$ (which is of rank $n - 1$) is, for
$r < s$, sign-regular of order $n - 1$ [4, p. 222, Th. 1.4]; i.e., for each
$p, 1 \leq p \leq n - 1$, all nonvanishing minors of order $p$ of $Y_k(s, r)$ have
the same sign. But, for each $p, Y_k(r, r)$ has a positive minor of this
order and not all minors of order $p$ of $Y_k(s, r)$ can vanish. It follows,
by continuity, that all minors of $Y_k(s, r)$ are nonnegative for $r < s$
and we thus proved the first half of (ii). (This follows again directly
from the converse theorem of Schoenberg [8, Satz 2]). The second
half of (ii) follows from the first half and the following lemma.

**Lemma 4.** Let the $n^2$ real functions $a_{ij}(t), i, j = 1, \cdots, n,$ be
continuous in $(a, b), -\infty < a < b \leq \infty$ and set $A(t) = (a_{ij}(t))^n$ and let
(1.1) be the corresponding differential system. If, for each nontrivial
solution $y(t), S^-(y(t))$ is a decreasing function of $t$ in $(a, b), \ then
the same holds for $S^+(y(t))$. Conversely, if $S^+(y(t))$ is, for each nontrivial
solution $y(t), a$ decreasing function of $t$, then the same holds for $S^-(y(t))$.

**Proof.** We shall use Theorem 2 and the (already proved) parts
of Theorem 6 relating to (5.1), i.e., the first half of part (i) and the
first half of part (ii). Let $y(t)$ be a nontrivial solution of (1.1) and
define $y^*(t) = (y^*_1(t), \cdots, y^*_n(t))$ by

\[(5.7) \quad y^*_i(t) = (-1)^i y_i(t), \quad i = 1, \cdots, n, \quad a < t < b .\]

This and (1.1) imply that

\[(5.8) \quad \frac{dy^*}{dt} = B(t)y^*(t) , \quad a < t < b ,\]

where $B(t) = (b_{ij}(t))^n$ is given by

\[(5.9) \quad b_{ij}(t) = (-1)^{i+j}a_{ij}(t), \quad i, j = 1, \cdots, n, \quad a < t < b .\]

We now define

\[(5.10) \quad u(\tau) = y^*(-\tau) , \quad -b < \tau < -a ,\]

and

\[(5.11) \quad C(\tau) = -B(-\tau) , \quad -b < \tau < -a .\]
(5.8), (5.10) and (5.11) give
\begin{equation}
\frac{du}{d\tau} = C(\tau)u(\tau), \quad -b < \tau < -a.
\end{equation}

(5.7) and (5.10) imply, that for each \( t, a < t < b, \)
\begin{equation}
S^+(y(t)) = (n - 1) - S^-(y^*(t)) = (n - 1) - S^-(u(-t)).
\end{equation}

We now assume that \( S^-(y(t)) \) is, for each \( y(t) \), a decreasing function of \( t \). By the first half of Theorem 6, (ii), and by Theorem 2, it follows that \( A(t) \) is a Jacobi matrix with nonnegative off-diagonal elements. (5.9) and (5.11) show that the same holds for \( C(\tau) \), hence using once more Theorem 2 and the first half of Theorem 6, (i), it follows that \( S^-(u(\tau)) \) is a decreasing function of \( \tau \); \( S^-(y^*(t)) \) is thus an increasing function of \( t \), and (5.13) implies that \( S^+(y(t)) \) is a decreasing function of \( t \). Conversely, assume that \( S^+(y(t)) \) is, for each \( y(t) \), a decreasing function of \( t \). \( S^-(u(\tau)) \) is then also a decreasing function of \( \tau \), \( C(\tau) \) is a Jacobi matrix with nonnegative off-diagonal elements, and the same holds for \( A(t) \). \( S^-(y(t)) \) decreases therefore for each \( y(t) \). This proves Lemma 4 and we have thus completed the proof of Theorem 6.

(We shall use formulas (5.7) to (5.13) in the proof of the following lemma. We remark here that Lemma 4 is only a special case of the following statement: If the real \( n \times n \) matrix \( M \) is nonsingular, and if for every pair of nonnull vectors \( (x, z) \), \( z = Mx, S^-(z) \leq S^-(x) \), then \( S^+(z) \leq S^+(x) \) holds also for all these pairs. This follows easily from the above mentioned theorems of Schoenberg, by obvious analogues of (5.7) and (5.9) and a well-known formula for the minors of the inverse matrix [4, p. 5].)

For the proof of our final theorem we need the following lemma.

**Lemma 5.** Let the differential system
\begin{equation}
y'(t) = A(t)y(t)
\end{equation}
be TP in \((a, b), -\infty \leq a < b \leq \infty, \) let \( y(t) = (y_1(t), \ldots, y_n(t)) \) be a nontrivial solution, and let the points \( r \) and \( s \) satisfy \( a < r < s < b. \)

(i) If
\begin{equation}
y_1(r) = 0, y_1(s) \neq 0,
\end{equation}
or if
\begin{equation}
y_n(r) = 0, y_n(s) \neq 0,
\end{equation}
then
Moreover, if both (5.14) and (5.15) hold, then
\[
S^+(y(r)) - S^+(y(s)) \geq 1.
\]

(ii) If
\[
y_i(r) \neq 0, y_i(s) = 0,
\]
or if
\[
y_n(r) \neq 0, y_n(s) = 0,
\]
then
\[
S^-(y(r)) - S^-(y(s)) \geq 1.
\]
Moreover, if both (5.14') and (5.15') hold, then
\[
S^-(y(r)) - S^-(y(s)) \geq 2.
\]

Proof. (i) We assume that (5.14) holds for a given pair \((r, s)\), \(a < r < s < b\). By the continuity of \(y(t)\), and by considering, if necessary, \(-y(t)\) instead of \(y(t)\), it follows that there exist points \((r_1, s_1)\), \(r_1 < r < s_1 \leq s\), such that
\[
y(r_1) = 0, \quad \text{and} \quad y(t) > 0 \text{ for all } t \in (r_1, s_1),
\]
and such that no component \(y_i(t)\) for which \(y_i(r_1) \neq 0\) vanishes in \([r_1, s_1]\). We now consider the possible values of \(y_2(r_1)\). (a) If \(y_2(r_1) > 0\), then our choice of \([r_1, s_1]\) implies that also \(y_2(s_1) > 0\). The pair \((y_i(t), y_2(t))\) contributes in this case to \(S^+(y(r_1))\) and gives no contribution to \(S^-(y(s_1))\), and the remaining pairs \((y_i(t), y_{i+1}(t))\), \(i = 2, \cdots, n - 1\), cannot contribute more to \(S^+(y(s_1))\) than to \(S^+(y(r_1))\). Hence, in this case,
\[
S^+(y(r_1)) - S^+(y(s_1)) \geq 1.
\]
(b) The assumption \(y_2(r_1) < 0\) implies \(y_2(s_1) < 0\). These inequalities and (5.18), and once more, the fact that components which are \(\neq 0\) at \(r_1\) remain so in \([r_1, s_1]\), give \(S^- (y(r_1)) < S^- (y(s_1))\). This contradicts (5.1) and this case is thus excluded. There remains the case (c) \(y_2(r_1) = 0\). \(y_2(t)\) cannot vanish identically in \([r_1, s_1]\) as then the first component of the equation (1.1), i.e., \(y' = a_1 y_1 + a_2 y_2\) contradicts (5.18). Furthermore, \(y_2(t)\) cannot become negative in \((r_1, s_1]\), as \(y_2(r_1) = 0, y_2(t) < 0\) and (5.18) would again give \(S^- (y(r_1)) < S^- (y(t)), r < t\). Hence there exists a point \(s_2, s_2 \in (r_1, s_1]\) such that \(y_2(s_2) > 0\), and we obtain
\[
S^+(r_1) - S^+(s_2) \geq 1.
\]
As $r \leq r_1 < s_2 \leq s_1 \leq s$, (5.19), (5.19') and (5.2) imply (5.16). The assumption (5.15) gives the same conclusion. As $t$ increases from $r$ to $s$, the decrease of $S^+(y(t))$ is, under the assumption (5.14) due to the pair $(y_i(t), y_{s}(t))$. Under the assumption (5.15), it is due to the pair $(y_{n+1-i}(t), y_{n}(t))$, and it therefore follows that the simultaneous validity of (5.14) and (5.15) implies (5.17).

(ii) This part now follows from part (i) by the previously used transformation (formulas (5.7) to (5.13)). Together with the system (1.1) also the system (5.12) is TP. (5.14') becomes $u_i(-s) = 0$, $u_i(-r) \neq 0$ and part (i) gives $S^+(u(-s)) - S^+(u(-r)) \geq 1$. This and

$$S^+(u(-t)) = S^+(y^*(t)) = n - 1 - S^-(y(t))$$

gives (5.16') and we have thus completed the proof of the lemma.

In Theorem 5 we obtained results on the behavior of solutions $y(t)$ of a STP system (1.1). If the system (1.1) is TP, but not STP, then none of the assertions of Theorem 5 remains valid. To show this, let $A(t) = (a_{i,j}(t))_n$ be a Jacobi matrix with nonnegative off-diagonal elements in $(a, b)$ and assume that for a given index $q$, $1 \leq q \leq n - 1$, and a given interval $(\alpha, \beta)$, $\alpha \leq \alpha < \beta \leq b$, the element $a_{q+1,q}(t)$ vanishes identically in $(\alpha, \beta)$. We now consider (1.1) only in this subinterval $(\alpha, \beta)$. Here (1.1) may be satisfied by solution vectors $y(t)$ for which $y_{q+1}(t) = \cdots = y_n(t) = 0$. If we consider only such solutions $y(t)$, then the vector consisting of their first $q$ components $\tilde{y}(t) = (y_1(t), \cdots, y_q(t))$ satisfies an equation of the form

$$\tilde{y}'(t) = \tilde{A}(t)\tilde{y}(t), \quad \alpha < t < \beta,$$

where

$$\tilde{A}(t) = (a_{i,j}(t))_q, \quad \alpha < t < \beta.$$  

This $q$th order system (5.21) is again TP (possibly even STP) in $(\alpha, \beta)$, and we obtain a $q$-dimensional subspace of the solutions of (1.1) by adding the $n - q$ zero components $y_{q+1}(t) = \cdots = y_n(t) = 0$ to an arbitrary solution of (5.20). These solutions of (1.1) do not satisfy the assertions of Theorem 5. Indeed, let $r \in (\alpha, \beta)$ and choose $y_i(r) = \cdots = y_q(r) = 1$. Then $S^-(y(r)) = 0$, but the $n - q$ last components of $y(t)$ vanish identically in $(r, \beta)$. If we choose $y_i(r) = (-1)^i$, $i = 1, \cdots, q$, then $S^+(y(r)) = n - 1$, but the last components vanish identically $(\alpha, r)$. This shows that part (i) of Theorem 5 is not valid for the present system. Parts (ii) and (iii) are not valid as $y_n(t) = 0$ in $(\alpha, \beta)$. If we assume that an element of the first superdiagonal $a_{q+1,q+1}(t)$ vanishes identically in $(\alpha, \beta)$, then we have to consider solutions of (1.1) for which $y_1(t) = y_2(t) = \cdots = y_q(t) = 0$ in $(\alpha, \beta)$ and the remaining components satisfy a system of order $n - q$. Theorem 5
does therefore not hold for TP systems; the following weakened
version is however valid for such systems.

**Theorem 7.** Let the differential system

\[ y'(t) = A(t)y(t) \]

be TP in \((a, b), -\infty \leq a < b \leq \infty,\) and let \(y(t) = (y_1(t), \ldots, y_n(t))\) be a
nontrivial solution.

(i) If \(S^+(y(r)) = 0, r \in (a, b),\) then no component of \(y(t)\) vanishes in \([r, b)\). If \(S^-(y(s)) = n - 1, s \in (a, b),\) then no component of \(y(t)\) vanishes in \((a, s)\).

(ii) Let

\[(a <) \gamma_0 < \alpha_1 < \gamma_1 < \alpha_2 < \cdots < \gamma_{k-1} < \alpha_k < \gamma_k (< b)\]

be \(2k + 1\) points, such that for each \(i, i = 1, \ldots, k,\) at least one of the following two conditions holds.

\[(5.22) \quad y_i(\gamma_{i-1}) \neq 0, y_i(\alpha_i) = 0, y_i(\gamma_i) \neq 0,\]

or

\[(5.23) \quad y_n(\gamma_{i-1}) \neq 0, y_n(\alpha_i) = 0, y_n(\gamma_i) \neq 0.\]

Set \(m_i = 1\) if only one of these two conditions holds for the index \(i,\)
and \(m_i = 2\) if both conditions hold, \(i = 1, \ldots, k,\) and let \(\tilde{k} = \sum_{i=1}^k m_i.\)
Then \(\tilde{k} \leq n - 1.\) Moreover, if \(\tilde{k} = n - 1,\) then no component of \(y(t)\) vanishes in \((a, \gamma_k] \cup [\gamma_k, b).\)

(iii) Let all the assumptions of (ii) hold and, in addition, assume that \(m\) components of \(y(r), r \in (a, b)\) vanish and that either \(r \leq \gamma_0\) or \(\gamma_k \leq r.\) Then \(\tilde{k} \leq n - m - 1.\)

**Proof.** (i) \((5.1), (5.2)\) and \((4.6)\) yield these two assertions.

(ii) We have

\[(5.24) \quad \tilde{k} \leq \sum_{i=1}^k [S^+(y(\alpha_i)) - S^+(y(\gamma_i))] = \sum_{i=2}^k [S^+(y(\alpha_i)) - S^+(y(\gamma_{i-1}))]
+ S^+(y(\alpha_1)) - S^+(y(\gamma_k)) \leq S^+(y(\alpha_i)) - S^+(y(\gamma_k)) \leq n - 1.\]

The first inequality sign follows from \((5.22)\) and \((5.23)\) by Lemma 5.
The second inequality sign follows by \((5.2)\). This proves \(\tilde{k} \leq n - 1.\)
If \(\tilde{k} = n - 1,\) then \((5.24)\) implies \(S^+(y(\gamma_k)) = 0,\) hence part (i) implies
that no component of \(y(t)\) vanishes in \([\gamma_k, b).\) To show that, if \(\tilde{k} = n - 1,\) no component vanishes in \((a, \gamma_0]\) either, we use

\[(5.25) \quad \tilde{k} \leq \sum_{i=1}^k [S^-(y(\gamma_{i-1})) - S^-(y(\alpha_i))] = \sum_{i=2}^k [S^-(y(\gamma_{i-1})) - S^-(y(\alpha_{i-1}))]
+ S^-(y(\gamma_k)) - S^-(y(\alpha_k)) \leq S^-(y(\gamma_0)) - S^-(y(\alpha_k)) \leq n - 1.\]
(5.25) and $\tilde{k} = n - 1$ imply $S^{-}(y(\gamma_{0})) = n - 1$, which gives the desired nonvanishing in $(a, \gamma_{e})$.

(iii) If $r \leq \gamma_{e}$, then (5.25), (5.1) and (4.6) imply

$$\tilde{k} \leq S^{-}(y(\gamma_{0})) - S^{-}(y(\alpha_{k})) \leq S^{-}(y(r)) - S^{-}(y(\alpha_{k})) \leq n - m - 1.$$ 

If $\gamma_{k} \leq r$, then (5.24), (5.2) and (4.6) give

$$\tilde{k} \leq S^{+}(y(\alpha_{i})) - S^{+}(y(\gamma_{k})) \leq S^{+}(y(\alpha_{i})) - S^{+}(y(r)) \leq n - m - 1.$$ 

This completes the proof of Theorem 7.

6. Examples. We conclude this paper with a few examples. All our examples are STP systems (1.1) and for each example we consider only one particular vector solution $y(t)$. We thus replace (1.1) in each case by a vector equality where the matrix $A(t)$, the particular solution $y(t)$ and its derivative $y'(t)$ are shown explicitly.

As the case $n = 2$ is trivial, we start with an example for $n = 3$.

$$\begin{pmatrix} -\sin t \\ -\cos t \\ -\sin t \end{pmatrix} = \begin{pmatrix} 0 & 1 & 0 \\ \frac{3}{2} - \cos t & 0 & \frac{3}{2} + \cos t \\ 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} 2 + \cos t \\ -\sin t \\ -2 + \cos t \end{pmatrix}. \tag{6.1}$$

This shows that, for $n = 3$, there exists a system (1.1) which is STP in $(-\infty, \infty)$ and for which the interior component $y_{2}(t)$ of a particular solution $y(t)$ vanishes infinitely many times. However, in this example the extreme components $y_{1}(t)$ and $y_{3}(t)$ do not vanish at all.

The next examples show that the assertion of Theorem 5, is, for $n = 3$, essentially all that can be said about the number of zeros of the components of any particular solution $y(t)$ of a STP system. Let $\alpha$ and $\beta$, $\alpha < \beta$, be zeros of the extreme components $y_{1}(t)$ and $y_{3}(t)$. Theorem 5 (ii) implies that these extreme components have no other zeros and that $y_{2}(t)$ does not vanish outside the interval $(\alpha, \beta)$; however, no restrictions on the number of zeros of $y_{2}(t)$ in $(\alpha, \beta)$ are given by Theorem 5. We combine system (6.1) with two other systems to show that we may obtain an (except for its parity) arbitrary number of zeros of $y_{2}(t)$ in the interval bounded by the zeros of the extreme components. The matrix in (6.1) and the vector given there, will be referred to as $A(t)$ and $y(t)$. We now consider the equality

$$\begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} 0 & 1 & 0 \\ \frac{3}{4} (2 - \tau) & 0 & \frac{3}{4} (2 + \tau) \\ 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} 2 + \tau \\ 2 \\ -2 + \tau \end{pmatrix}. \tag{6.2}$$

Note that the corresponding system
(6.2') \quad u'(\tau) = B(\tau)u(\tau),
is STP in \([-2, 2]\). Furthermore we note that if now \(u(\tau)\) denotes
the particular solution shown in (6.2), then, for each integer \(k\), the
equalities

\[
B(0) = A\left(-\frac{\pi}{2} + 2k\pi\right), \quad u(0) = y\left(-\frac{\pi}{2} + 2k\pi\right),
\]

(and hence also \(u'(0) = y'(-\pi/2 + 2k\pi)\) hold. (6.3) allows us to
combine the examples (6.1) and (6.2) at their respective points \(t =
-\pi/2 + 2k\pi\) and \(\tau = 0\).

We also consider the equality

\[
\begin{pmatrix} -1 \\ 0 \\ -1 \end{pmatrix} = \begin{pmatrix} 3/4 (2 + \tau) & 3/4 (2 - \tau) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 2 - \tau \\ -1 \\ -2 - \tau \end{pmatrix}.
\]

The corresponding system

\[
\text{v}'(\tau) = C(\tau)v(\tau)
\]
is again STP in \([-2, 2]\) and, for each integer \(k\),

\[
C(0) = A\left(\frac{\pi}{2} + 2k\pi\right), \quad v(0) = y\left(\frac{\pi}{2} + 2k\pi\right),
\]

and we thus may combine (6.1) and (6.4).

For any nonnegative integer \(k\), we now define the system

\[
y^{(1)}(t) = A^{(1)}(t)y^{(1)}(t),
\]
in \([\alpha, \beta]\), \(\alpha = -2 - \pi/2, \beta = \pi/2 + 2k\pi + 2\), by setting

\[
A^{(1)}(t) = \begin{cases} B\left(t + \frac{\pi}{2}\right), & -2 - \frac{\pi}{2} \leq t \leq -\frac{\pi}{2}, \\
A(t), & -\frac{\pi}{2} \leq t \leq \frac{\pi}{2} + 2k\pi, \\
C\left(t - \frac{\pi}{2} - 2k\pi\right), & \frac{\pi}{2} + 2k\pi \leq t \leq \frac{\pi}{2} + 2k\pi + 2. 
\end{cases}
\]

This systems is STP in \([\alpha, \beta]\) and has the particular solution

\[
y^{(1)}(t) = \begin{cases} u\left(t + \frac{\pi}{2}\right), & -2 - \frac{\pi}{2} \leq t \leq \frac{\pi}{2}, \\
y(t), & -\frac{\pi}{2} \leq t \leq \frac{\pi}{2} + 2k\pi, \\
v\left(t - \frac{\pi}{2} - 2k\pi\right), & \frac{\pi}{2} + 2k\pi \leq t \leq \frac{\pi}{2} + 2k\pi + 2.
\end{cases}
\]
\(y_i^{(1)}(\alpha_i) = y_i^{(1)}(\beta_i) = 0, y_i^{(1)}(t) < 0\) in \([\alpha_i, \beta_i]\), and \(y_i^{(1)}(t)\) vanishes at the 2\(k + 1\) points \(t = \zeta \pi, \zeta = 0, 1, \ldots, 2k\).

If we define the system

\[(6.6)_2 \quad [y^{(2)}(t)]' = A^{(2)}(t)y^{(2)}(t),\]

in \([\alpha_2, \beta_2]\), \(\alpha_2 = -2 + \pi/2, \beta_2 = 3\pi/2 + 2k\pi + 2, (k = 0, 1, \ldots)\), by setting

\[
A^{(2)}(t) = \begin{cases} 
C \left( t - \frac{\pi}{2} \right), & -2 + \frac{\pi}{2} \leq t \leq \frac{\pi}{2}, \\
A(t), & \frac{\pi}{2} \leq t \leq \frac{3\pi}{2} + 2k\pi, \\
B \left( t - \frac{3\pi}{2} - 2k\pi \right), & \frac{3\pi}{2} + 2k\pi \leq t \leq \frac{3\pi}{2} + 2k\pi + 2,
\end{cases}
\]

then this system has a solution \(y^{(2)}(t)\), for which \(y^{(2)}_i(\alpha_2) = y^{(2)}_i(\beta_2) = 0, y^{(2)}_i(t) > 0\) in \([\alpha_2, \beta_2]\), and \(y^{(2)}_i(t)\) has again an odd number of zeros in \([\alpha_2, \beta_2]\).

Defining \(A^{(3)}(t)\) in \([\alpha_3, \beta_3]\), \(\alpha_3 = -2 - \pi/2, \beta_3 = 3\pi/2 + 2k\pi + 2, (k = 0, 1, \ldots)\), by

\[
A^{(3)}(t) = \begin{cases} 
B \left( t + \frac{\pi}{2} \right), & -2 - \frac{\pi}{2} \leq t \leq \frac{\pi}{2}, \\
A(t), & -\frac{\pi}{2} \leq t \leq \frac{3\pi}{2} + 2k\pi, \\
B \left( t - \frac{3\pi}{2} - 2k\pi \right), & \frac{3\pi}{2} + 2k\pi \leq t \leq \frac{3\pi}{2} + 2k\pi + 2,
\end{cases}
\]

we obtain a system which is STP in \([\alpha_3, \beta_3]\) and has a solution \(y^{(3)}(t)\), for which \(y^{(3)}_i(\alpha_3) = y^{(3)}_i(\beta_3) = 0, y^{(3)}_i(t)\) has now an even number of zeros in \([\alpha_3, \beta_3]\). By using first \(C\), then \(A\) and then again \(C\), we obtain similarly a fourth example for which \(y^{(4)}_i(\alpha_4) = y^{(4)}_i(\beta_4) = 0\) and \(y^{(4)}_i(t)\) has again an even number of zeros in \([\alpha_4, \beta_4]\). These four examples establish the italicized statement preceding (6.2); the parity restriction on the number of the zeros of \(y_i(t)\) follows easily by the proof of part (ii) of Theorem 5. We remark that there is no need to consider different systems for all four examples and all nonnegative integers \(k\). All these cases can be illustrated by considering distinct solutions \(y^{(j,k)}(t)\), \(j = 1, \ldots, 4, k = 0, 1, \ldots\), of a single system (1.1) which is STP in \((-\infty, \infty)\). The corresponding matrix \(A(t)\) is given by \(a_{11}(t) = a_{12}(t) = a_{31}(t) = a_{33}(t) = 0\) and \(a_{13}(t) = a_{23}(t) = 1\) for all \(t\), while the elements \(a_{21}(t)\) and \(a_{32}(t)\) are determined in the disjoint intervals \([\alpha_{jk}, \beta_{jk}]\) by the above formulas and are (otherwise arbitrary) continuous nonnegative functions of \(t\), which only vanish at some of the end points \(\alpha_{jk}\) and \(\beta_{jk}\).

For \(n = 4\) our example is
\[
\begin{pmatrix}
\sin t \\
\cos t \\
\cos t \\
\sin t
\end{pmatrix} = \begin{pmatrix}
-1 \\
\frac{1}{3(2 - \cos t)} \\
1 + \cos t \\
0
\end{pmatrix} \begin{pmatrix}
1 \\
0 \\
-\frac{5}{3} + \sin t \\
0
\end{pmatrix} \begin{pmatrix}
0 \\
\frac{4}{3} + \sin t \\
-\frac{5}{3} \\
1
\end{pmatrix} \begin{pmatrix}
0 \\
0 \\
1 \\
-\frac{1}{3(2 + \cos t)}
\end{pmatrix}
\]

(6.7)

\[
\begin{pmatrix}
2 - \cos t \\
\frac{1}{3} + \sin t \\
-\frac{1}{3} + \sin t \\
-2 - \cos t
\end{pmatrix}
\]

\times

\[
\begin{pmatrix}
3 - n \\
\frac{1}{n - 1} \\
\frac{1}{n - 1} \\
\frac{3 - n}{(n - 1)(2 + \cos t)}
\end{pmatrix}
\]

The corresponding system is STP in \((-\infty, \infty)\) and the interior components \(y_2(t)\) and \(y_3(t)\) of the particular solution \(y(t)\) have infinitely many zeros. (6.7) is the special case \(n = 4\) of a general example, valid for any \(n, n \geq 4\). The nonzero elements of the Jacobi matrix \(A(t) = (a_{ij}(t))_n\) are in this general case given by

\[
a_{11} = \frac{3 - n}{(n - 1)(2 - \cos t)}, \quad a_{12} = 1, \quad a_{21} = 1 + \cos t,
\]

\[
a_{22} = 5 - n + \frac{8}{n - 1}, \quad a_{23} = n - 4 + \frac{4}{n - 1} - \sin t,
\]

\[
a_{i+1, i-1} = \frac{n - 1}{2} (1 + \frac{1}{2} \cos t), \quad a_{ii} = 1 - n,
\]

(6.8)

\[
a_{i+1, i} = \frac{n - 1}{2} (1 - \frac{1}{2} \cos t), \quad i = 3, \ldots, n - 2,
\]

\[
a_{n-1, n-2} = n - 4 + \frac{4}{n - 1} + \sin t, \quad a_{n-1, n-1} = 5 - n - \frac{8}{n - 1},
\]

\[
a_{n-1, n} = 1 - \cos t, \quad a_{n, n-1} = 1, \quad a_{nn} = \frac{3 - n}{(n - 1)(2 + \cos t)}.
\]

The particular solution is the vector \(y(t)\), whose components are

\[
y_1(t) = 2 - \cos t,
\]

\[
y_i(t) = \frac{n + 1 - 2i}{n - 1} + \sin t, \quad i = 2, \ldots, n - 1,
\]

\[
y_n(t) = -2 - \cos t,
\]
and all interior components vanish infinitely many times.

I am grateful to Professor Z. Nehari and Dr. M. Lavie for their valuable advice offered during many discussions.
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