
Pacific
Journal of
Mathematics

IN THIS ISSUE—
Johan Aarnes, Edward George Effros and Ole A. Nielsen, Locally compact spaces and two classes of

C∗-algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Allan C. Cochran, R. Keown and C. R. Williams, On a class of topological algebras . . . . . . . . . . . . . . . . . . . . . . . 17
John Dauns, Integral domains that are not embeddable in division rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Robert Jay Daverman, On the number of nonpiercing points in certain crumpled cubes . . . . . . . . . . . . . . . . . . . . . 33
Bryce L. Elkins, Characterization of separable ideals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Zbigniew Fiedorowicz, A comparison of two naturally arising uniformities on a class of pseudo-PM

spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Henry Charles Finlayson, Approximation of Wiener integrals of functionals continuous in the uniform

topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Theodore William Gamelin, Localization of the corona problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Alfred Gray and Paul Stephen Green, Sphere transitive structures and the triality automorphism . . . . . . . . . . . . . 83
Charles Lemuel Hagopian, On generalized forms of aposyndesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
J. Jakubík, On subgroups of a pseudo lattice ordered group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Cornelius W. Onneweer, On uniform convergence for Walsh-Fourier series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
Stanley Joel Osher, On certain Toeplitz operators in two variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Washek (Vaclav) Frantisek Pfeffer and John Benson Wilbur, On the measurability of Perron integrable

functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Frank J. Polansky, On the conformal mapping of variable regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Kouei Sekigawa and Shûkichi Tanno, Sufficient conditions for a Riemannian manifold to be locally

symmetric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
James Wilson Stepp, Locally compact Clifford semigroups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Ernest Lester Stitzinger, Frattini subalgebras of a class of solvable Lie algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
George Szeto, The group character and split group algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
Mark Lawrence Teply, Homological dimension and splitting torsion theories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
David Bertram Wales, Finite linear groups of degree seven. II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Robert Breckenridge Warfield, Jr., An isomorphic refinement theorem for Abelian groups . . . . . . . . . . . . . . . . . . . 237
James Edward West, The ambient homeomorphy of an incomplete subspace of infinite-dimensional Hilbert

spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
Peter Wilker, Adjoint product and hom functors in general topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Daniel Eliot Wulbert, A note on the characterization of conditional expectation operators . . . . . . . . . . . . . . . . . . . 285

Vol. 34, No. 1 May, 1970



PACIFIC JOURNAL OF MATHEMATICS

EDITORS

H. SAMELSON

Stanford University
Stanford, California 94305

RICHARD PIERCE

University of Washington
Seattle, Washington 98105

J. DUGUNDJI
Department of Mathematics
University of Southern California
Los Angeles, California 90007

RICHARD ARENS

University of California
Los Angeles, California 90024

ASSOCIATE EDITORS

E. F. BECKENBACH B. H. NEUMANN F. WOLF

SUPPORTING INSTITUTIONS

K. YOSHIDA

UNIVERSITY OF BRITISH COLUMBIA
CALIFORNIA INSTITUTE OF TECHNOLOGY
UNIVERSITY OF CALIFORNIA
MONTANA STATE UNIVERSITY
UNIVERSITY OF NEVADA
NEW MEXICO STATE UNIVERSITY
OREGON STATE UNIVERSITY
UNIVERSITY OF OREGON
OSAKA UNIVERSITY
UNIVERSITY OF SOUTHERN CALIFORNIA

STANFORD UNIVERSITY
UNIVERSITY OF TOKYO
UNIVERSITY OF UTAH
WASHINGTON STATE UNIVERSITY
UNIVERSITY OF WASHINGTON

* * *
AMERICAN MATHEMATICAL SOCIETY
CHEVRON RESEARCH CORPORATION
TRW SYSTEMS
NAVAL WEAPONS CENTER

Printed in Japan by International Academic Printing Co., Ltd., Tokyo, Japan



PACIFIC JOURNAL OF MATHEMATICS
Vol. 34, No. 1, 1970

LOCALLY COMPACT SPACES AND TWO CLASSES
OF C*-ALGEBRAS

JOHAN F. AARNES, EDWARD G. EFFROS AND OLE A. NIELSEN

Let X be a topologkal space which is second countable,
locally compact, and To. Fell has defined a compact Hausdorff
topology on the collection ^{X) of closed subsets of X. X
may be identified with a subset of ^ ( X ) , and in the first
part of this paper, the original topology on X is related to
that induced from &*(X)Φ The main result is a necessary
and sufficient condition for X to be almost strongly separated.
In the second part, these results are applied to the primitive
ideal space Prim (A) of a separable C*-algebra A, giving in
particular a necessary and sufficient condition for Prim (A)
to be almost separated. Further information concerning ideals
in A which are central as C*-algebras is obtained.

Most of the theorems in the paper were suggested by the results
for simplex spaces recently obtained by Effros [10], Effros and Gleit
[11], Gleit [14], and Taylor [17]. The notion of a simplex space was
introduced by Effros in [9]. If Sϊ is a simplex space, then max SI,
Pi(SI), and EPffi) denote the closed maximal ideals in §t, the bounded
positive linear functionals on SI of norm at most one, and its set of
extreme points, resp., the first set provided with the hull-kernel
topology and the latter two sets with the weak* topology. The
sets max SI and EPffiyiO) are in a natural one-to-one correspondence,
but the topologies do not agree in general. Information about the
simplex space SI can be obtained by comparing these two topologies
(see [11], [141, [17]).

In trying to develop an analogous theory for a C*-algebra Ar

the first problem is to decide on replacements for max SI, Pi(SI), and
JSP^SI). For simplicity, assume that A is separable and has a Tx

structure space. An obvious substitute for max SI is the structure
space of A, Prim (A) (the primitive ideals in A, or in this case the
maximal proper closed two-sided ideals in A, with the hull-kernel
topology). To replace Px(9t) and EPffi) by the corresponding sets of
linear functionals on A does not seem to lead to a fruitful theory.
Instead, P^SI) and EPMH®} are replaced by N(A) and EN(A)-{0},
resp., where N(A) is the compact Hausdorff space of C^semi-norms
on At and EN{A) is the set of "extreme" points of N(A) (see [4;
§ 1. 9. 13], [8], [12]). Then Prim (A) and EN(A)-{Q} are in a natural
one-to-one correspondence which is in general not a homeomorphism.
By identifying these sets, the primitive ideals in A are endowed with
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two topologies. Regarding Prim (A) as a subset of ^(Prim (A)), the
identification of Prim (A) and EN(A)-{0} extends naturally to a homeo-
morphism of ^ (Prim (A)) and N(A). Thus the second topology on
Prim (A) is just its relative topology in ^(Prim (A)). It is therefore
natural to attempt to formulate those theorems about a simplex
space §1 which involve only the two topologies on max 21 in terms of
a locally compact space X and the associated space ^(X).

The paper is organized as follows, §2 contains theorems which
relate the topology of X to that of ^(X). The applications to
C*-algebras are in § 3. Two classes of C*-algebras, called GM- and
GC-algebras, are investigated; they correspond to the GM- and GC-
simplex spaces of [11]. A C*-algebra is a GM-algebra if its structure
space is almost strongly separated, and a GC-algebra if it has a
composition series (Ia) of closed two-sided ideals such that the Ia+JIa

are all central C*-algebras. These algebras were studied by Delaroche
[2], who in particular showed that the GC-algebras are just the GM-
algebras with only modular primitive ideals. A new proof of this
fact (Theorem 3.7) is included. Finally, §4 points out how the GM-
and GC-algebras are related to some of the classes of C*-algebras in
the literature.

2* Locally compact spaces* Throughout this section X is assumed
to be a locally compact topological space satisfying the To separation
axiom. Recall that X is To means that if x, y e X are such that
{x}- = {y}~ (bar indicates closure), then x — y, and that X is locally
compact means that if xeX, then each neighborhood of x contains a
compact neighborhood of x. It is important to remember that although
a closed subset of a compact set must be compact, the converse need
not be true in a non-Hausdorff space. Let X1 denote the closed
points in X, i.e., those x for which {x}~" = {x}. If X = Xly then X
is said to be 2\.

The following construction is due to J. M. G. Fell [13]. Let &(X)
denote the collection of all closed subsets of X. The function λ =
\x: X—>^{X): x~-+{x}~ is one-to-one. If C is a compact subset of
X and if &" is a (possibly empty) finite collection of open subsets
of X, then ^ ( C ; &*) will denote the collection of all those Fe^(X)
such that FnC = 0 and Fΐ\G Φ 0 for each G e ^ Γ The sets
^ ( C ; ^~) form a basis for a compact Hausdorίϊ topology on
<if (X) [13]. It is readily verified that a net (Fa) in i f (X) will
converge to an element F in ^(X) if and only if (1) for each x in
F and neighborhood N of x, eventually Faf] N Φ 0 , and (2) if P is
the complement of a compact set with FaP, then eventually Fa c P.
This topology is metrizable whenever X is second countable [6;
Lemma 2] (see Corollary 2.7 for a partial converse). A simple argu-
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ment will prove

LEMMA 2.1. (1) λ is open onto its image, and (2) X is Hausdorjf
if and only if X: X—>X(X) is a homeomorphism.

The first object is to find sets on which λ restricts to a home-
omorphism. A set ^ a^(X) will be called dilated if xeF for
some Fe^~ implies that X{x)e^~. In particular, if J P 6 ^ ( I ) , the
.set F1 = {Ee<tf(X):E aF} is compact and dilated.

LEMMA 2.2. If J7~ is a compact and dilated subset of
then X~l{^~) is closed.

Proof. Suppose that xQeX and x^X"\^~). Say Fe^~. As
is dilated, xQ&F, and so there is a compact neighborhood C(F)

of x0 which is disjoint from F. The sets %f(C(F); 0), Fe^~, form
an open covering for ^ T hence there are sets Fί9 , Fne ά?~ such
that

Suppose xeC = n t i C ( ^ ) and X(x) ej^7 Then X(x) n C(^) = 0 for
some i, hence α? g C ^ ) , a contradiction. This shows that C is a
neighborhood of x0 which is disjoint from \~x

If T is a subset of X1? then X(T) is dilated; hence

COROLLARY 2.3. If T is a subset of Xx for which X(T) is com-
pact, then X restricts to a homeomorphism of T onto X(T).

The following shows that convergence in X is closely related to
that in <^(X). The trick employed in the proof of (ii) was used by
both Gleit [14] and Taylor [17].

THEOREM 2.4. ( i ) Let (xa) be a net in X such that X(xa) -* F
for some Fe ^(X). Then xa—>x for any xeF.

(ii) Let (xn) be a sequence in Xx such that X(xn) —> F for some
Fe ^(X). Then the limit points of the set {xn: x ^ 1} lie in F.

Proof. ( i ) Say xeF, and let G be an open set containing x.
Then since F Π G Φ 0 , eventually X(xa) f]G Φ 0 , hence xa e G.

(ii) For each m the set {X(xn): n ^ m] U F1 is both closed and
dilated, hence its inverse image Fm = {xn: n ^ m) U F is closed. If x
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is a limit point of {xn: n ^ 1}, it must lie in each of the sets Fm, and
thus is an element of F.

COROLLARY 2.5. Suppose that X is second countable. If
0 G λ(Xi)~, then neither X1 nor X can be compact.

Proof. ^(X) is metrizable, hence there is a sequence (xn) in Xh

with X(xn) —• 0 . It follows from Theorem 2.4 (ii) that no subsequence
of (xn) can converge to a point in X.

COROLLARY 2.6. Suppose that X(X)~ is first countable (this is-
the case if X is second countable), and that T is a compact subset
of X,. If Fe^(X) and Tf]F= 0 , then X(T)~ n F1 = 0 .

Proof. If BeXfTj-dF 1 , there is a sequence (a?w) in T with
) ~~* ^ Since T is compact, the set {xn: n *> 1} has a limit point a?

in T. Then a e-E from Theorem 2.4 (ii), and since EeF1, xeF..
But this is a contradiction.

COROLLARY 2.7. Suppose that X is locally compact and Tt. If
X(X)~ is second countable, then so is X.

Proof. Let ^7, <_̂ >, be a basis of open sets for the topology of
λ(X)~; with no loss in generality, the sets &~% may be assumed to*
be closed under finite unions. Suppose that an x e X and an F e
with x $ F are given. It is sufficient to show that for some n, X~~ι{
contains x in its interior and is disjoint from F. Using the local
compactness of X, choose a compact neighborhood C of x disjoint
from F. Corollary 2.6 and the fact that F1 is closed give

for suitable integers nk. As λ(C)~ is compact and as the ̂ ~n are
closed under finite unions, there is an n for which ^l Π F1 = 0 and
λ(C) c ^ . This completes the proof.

The following will be useful in § 3.

COROLLARY 2.8. Suppose that X is second countable and that
f: ^(X) —»[0, oo) is continuous and monotone in the sense that E,
Fe^(X) and EcF imply f(E)£f(F). Suppose further that
f(X(x)) > 0 for all x in some compact subset T of Xt. Then there
is an a > 0 such that f(\(x)) ^ cc for all xe T.
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Proof. If there is no such a, choose a sequence (xn) in T such
that /(λ(&»)) —* 0. Using first the compactness of ^{X) and then
that of T, it may be assumed that X(xn) —> F for some F e ^(X)
and that xn —>x for some xe T. From Lemma 2.4 (ii), it follows that
x e F. Consequently, 0 < f(X(x)) ^ f(F) and /(F) = 0, a contradiction.

For simplex spaces, the following result is due to P. D. Taylor.

COROLLARY 2.9. Suppose that X is second countable and that f
is a continuous complex-valued function on X(Xι)". For each xeXu

let c(x) denote the set of all those F e λ(JCi)~ which contain x. Then
fo\ is continuous on Xt if and only if f is constant on the sets
c(x), xeXίm

Proof. Notice that X(x) e c(x) for each x e Xιm Suppose that /oλ
is continuous on X19 Say x e Xx and Fe c(x). Then there is a sequence
(xn) in Xx such that X(xn) —• F. From Theorem 2.4 (i), xn —• x, and

f(F) = \imf(\(x%))=f(\(x)).

Conversely, suppose that / is constant on the c(x), x e X19 Let (xn)
be a sequence in Xί converging to an xeX19 To show that

it is sufficient (since /(λ(Xi)) lies in the compact set f(\(XJ~)) to show
that every convergent subsequence of f(X(xn)) converges to f(X(x)).
Passing to a subsequence, suppose that f(X(xn)) —* a for some complex
number a. Using the fact that ^(X) is a compact metric space
and passing to a further subsequence, it may even be assumed that
\(xn)-+F for some FeXiX,)-. Then from Theorem 2.4, (ii), xeF,
i.e., Fec(x), and therefore

f(X(x)) =f(F) = lim/(λ(αθ) = a .

If G is a nonempty open subset of X, then G is locally compact
and To in its relative topology. Let pG be the map F-+Ff)G of
9f(X) onto <if((τ), and let σG be its restriction to XX{G). Then
.σGoXx = XG and σG is a bisection of XX{G) onto XG{G). Using the fact
that G is open in X, it is easily checked that pG is continuous; how-
ever, σG is in general not a homeomorphism.

LEMMA 2.10. Let G be a nonempty open subset of X, and suppose
that λ ( I ) ~ c λ ( I ) U (X - G)1. If ^ is a subset of XX{G) and if

is compact, then so is



6 J. F. AARNES, E. G. EFFROS AND 0. A. NIELSEN

Proof. As ρG is continuous,

pG(jr~) c \pG{jr)Y = \σG{^~)Y = σG{jT) c XG(G) ,

and since 0?λG(G), j ^ ~ ~ n (X - G)1 = 0 . But

^ " - c λ(X)~ c λ(X) U (X - G)1 c λx(G) U (X - G)1 ,

so that ^~~ is contained in XX(G), the domain of σG. Since

and o^ is one-to-one, ^ must be closed in

A point a? in X will be said to be strongly separated in X if
for each y Φ x, there are disjoint neighborhoods of x and 2/ (i.e., x
is closed, and separated in the sense of [3; §1]). A nonempty subset
Y of X will be called strongly separated in X provided each of its
points is strongly separated in X. Finally, X will be called almost
strongly separated if each nonempty closed subset F of X contains
a nonempty relatively open subset G which is strongly separated in
F (equivalently, every open subset U of X distinct from X is properly
contained in an open subset V such that V — U is strongly separated
in X - U).

PROPOSITION 2.11. A nonempty open subset G of X is strongly
separated in X if and only if λ(X)~ c X(Xλ) U (X — G)1.

Proof. Assume first that G is strongly separated in X. Suppose
that there is a net (xa) in X and an F^XiX,) U (X - G)L such that
X(xa) converges to F. Then F must contain two distinct points, at
least one of which is in G, which is impossible by Theorem 2.4 (i).
Conversely, suppose that λ(X)"cλ(X1) U (X— G)L. From this inclu-
sion it is immediate that G c Xt. As pG(X(X)~) is compact and contains

XG(G)~ c pG(x(X)~) c XG(G) U {0} ,

and therefore XG(G) U {0} is compact. For any relatively closed sub-
set ^~ of XG(G)f J?~ U {0} is compact and dilated, hence λj1(^"') is
a closed subset of G in the relative topology (Lemma 2.2). This
shows that λ^ is continuous; since it is always open onto its image,
XG is a homeomorphism and G is Hausdorff. To show that G is
strongly separated, suppose xeG and y&G are given. Let UaG be
a compact neighborhood of x; it will suffice to show that U is closed
in X. As XG(U) is compact and as XG(U) = (τβ(Xz(U))f Xχ(U) is
compact (Lemma 2.10). XX(U) is dilated since UczXlf and so U =
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^x1 (λ>x(U)) is closed, by Lemma 2.2.

A topological space which is a countable union of compact sets
will be called a Kσ.

LEMMA 2.12. If X is second countable and if G is an open
nonempty strongly separated subset of X, then XX{G) is Ka.

Proof. Since G is Hausdorff, λG(G)-cλG(G) U {0} by Proposition
2.11, and XG(G) is locally compact. Now ̂ (G) is second countable,
for as G is second countable, ^(G) is a compact metric space [6;
Lemma 2]. Therefore XG(G) is Kσ. The equality XG(G) = σG(λχ(G)),
Lemma 2.10 and Proposition 2.11 now imply that XX(G) is Kσ.

LEMMA 2.13. Let E be a nonempty closed subset of X. Then
the map θ: EL ->ΐf(£ r) defined by Θ{F) = F for all FeE1 is a
homeomorphism onto, where E1 has the relative topology from

Proof. That ^ is a bisection is clear. Since E1 is compact
Hausdorff, it is enough to show that θ is continuous. But this
follows from the definition of the topologies and the fact that E is
closed.

LEMMA 2.14. // X is almost strongly separated, so is any non-
empty subset of X which is either open or closed.

Proof. See [11; §3].

THEOREM 2.15. Suppose that X is second countable, locally com-
pact, and To. Then X is almost strongly separated if and only if

(1) X is T19

(2) X(X) is Kσ, and
(3) every nonempty closed subset of X is second category in

itself.

Proof. Say that (l)-(3) hold. Let F be a nonempty closed sub-
set of X. Then F is TΊ and second category, and XF(F) is Kσ by
Lemma 2.13. Replacing F by X, it is therefore sufficient to show
that if X satisfies (1) and (2) and is second category, then X contains
a nonempty open strongly separated set. Write λ(X) = U"=i
where each ^l is compact. Since the ^ n are dilated, the \
are closed by Lemma 2.2. X is second category, hence for some n,
X~\j7~τ) contains a nonempty set G which is open in X. As λ-^^Q
is closed in X and is Hausdorff in the relative topology (Corollary
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2.3), G is strongly separated in X.
Conversely, suppose that X is almost strongly separated. By a

transfinite induction (see [11; Proposition 3.1]), there is an ordinal a0

and a family (Ga) of open subsets of X, indexed by those ordinals a
with 0 ^ a <; aoy such that: (i) Go = 0 , Gao = X) (ϋ) if a <̂  a0 is a
limit ordinal, then Ga = \Jβ<aGβ; and (iii) if a < α0, then Gac:Ga+ί

and Gα+1 ~ G α is a nonempty strongly separated subset of X — Ga.
To see that (1) holds, say xeX. Let β be the least ordinal such
that xeGβ. By (ii), β cannot be a limit ordinal; let a + 1 = β.
Then x e Ga+1 — Ga, so that {#} is closed in X — Gay and therefore
in X.

The natural map θa of (X - Ga)
L onto &(X - Ga) is a home-

omorphism, where (X — Ga)
λ has the relative topology from ^(X)

(Lemma 2.13). Since θa carries Xx(Ga+L — Ga) onto λjr_^α((?α+1 — Ga)
and since the latter is Kσ by (iii) and Lemma 2.12, λ x(Gα + 1 — Ga)
must be Kσ. Now

X — \Ja<ao(Ga+ι — Ga)

by the above and α0 is countable (see [16; § 19, II]), so (2) holds.
If JPJ, JP2, are closed and nowhere dense subsets of X, then
Fx Π (?i, F2f]G11 are closed and nowhere dense in the relative
topology of Gx. Being locally compact and Hausdorff, G1 is Baire, so
the Fn Π (?i do not cover Gλ. Thus X is second category. By Lemma
2.14, this is enough to show that (3) holds.

COROLLARY 2.16. If X is second countable and almost strongly
separated, then all nonempty closed and all nonempty open subsets
of X are Baire.

Proof. This follows from Lemma 2.14 and Theorem 2.15.

Suppose that X is second countable. If all nonempty closed
subsets of X are Baire, then λ(X) is Gs [6; Th. 7]; in view of [16;
§ 30, VI], this fact may be useful in deciding whether X satisfies
(2) of Theorem 2.15. As examples in §4 will show, (1) and (2) are
independent of one another even if all nonempty closed subsets of X
are Baire. The set of integers with the Zariski (or cofinite) topology
is second countable, locally compact, Γo, and satisfies conditions (1)
and (2), but not (3), of Theorem 2.15.

3* C*-Algebras* Let A be a C*-algebra. Throughout this
section and the next, an ideal in A will always mean a closed two-
sided ideal. Let Z{A) be the center of A, and let Id (A) [resp.,
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Prim (A), Max (A), and Mod (A)] donote the set of all ideals [primi-
tive ideals, maximal ideals, and modular ideals] in A. For a e A and
Jeld(A), define α(I) as the canonical image of a in Ajl and I 1 as
the set of all those ideals / in A which contain I. Prim (A) with
the hull-kernel topology (sometimes called the structure, or Jacobson,
topology) is the structure space of A. The following facts about the
structure space (see [4]) will be used frequently without explicit
mention: its closed points are the elements of Max (A); it is locally
compact and To; it is second countable whenever A is separable; and
J—»Prim (A) Π IL is a one-to-one correspondence between Id (A) and
the closed subsets of Prim (A). The weakest topology on Id (A)
making each of the maps J—*| |α(I) | | , aeA, continuous will be
called the weak* topology on Id (A). It is not hard to show that
I—> Prim (A) Π I1 is a homeomorphism of Id (A) onto ^ (Prim (A))
which restricts to λ on Prim (A) and carries IL onto (Prim (A) f] I1)1

{where the second 1 is taken in the sense of §2) [12, Th. 2.2]. In
what follows, Id (A) and <§r(Prim(A)) will be identified. Recall that
if A is separable, Id (A) and Prim (A) with the weak* topology may
be identified with the spaces N{A) and EN(A)-{ty of § 1.

In view of the above, the results of §2 may be applied to
C*-algebras. Save for one, these will not be explicitly mentioned.
For any aeA, I—>| |α(I) | | is a function of the type described in
Corollary 2.8. This has the following amusing consequence: If A is
separable and if T is a structurally compact subset of Max (A), then
{J{P:Pe T) is a norm-closed subset of A.

A nonzero ideal I in A will be called an M-ideal in A if
Prim (A) — I1 is a strongly separated subset of the structure space
of A, and A will be called an M-algebra [resp., a GM-algebra] if the
structure space of A is Hausdorff [almost strongly separated]. Clearly
A is an M-algebra if and only if A is an ikf-ideal in itself. Using
[4; §3.2], it is easily verified that A is a GM-algebra if and only if
•every nonzero quotient of A contains a nonzero M-ideal.

PROPOSITION 3.1. The following are equivalent for a nonzero
ideal I in a C*-algebra A:

(1) I is an M-ideal
(2) Prim (A)~ c Max (A) U J 1, where Prim (A)~ is the weak*

closure of Prim (A) in Id (A)
(3) for each a el, P—>||α(P)| | is continuous on Prim (A) in the

structure topology.

Proof. (1) <=> (2): This is Proposition 2.11.
(1), (2)=>(3): Suppose that an α e ί and an « > 0 are given.

The map p —>\\a(P)\\ is lower semi-continuous on Prim (A) with the
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structure topology, so it is enough to show that T= {P e Prim (A):
|| a(P) \\^a} is structurally closed. Now T is a structurally compact
subset of Prim (A) — I 1 , and as I is an M-ideal in A, Prim (A) — I 1

is Hausdorff in the relative structure topology. The map σ which
sends P into P Π / is a homeomorphism of Prim (A) — I1 onto Prim (/)
for the structure topologies, hence the structure space of / is Hausdorff.
From Lemma 2.1, this means that the structure and weak* topologies
coincide on Prim (I). Then σ(T) is a weak* compact subset of Prim (I),
and T is a weak* compact subset of Prim (A) (Lemma 2.10). Since
T is contained in Max (A), it is dilated and therefore structurally
closed by Lemma 2.2.

(3)=>(1): Say P e Prim (A) - I1 and QePrim(A) are distinct.
If Qel\ choose an α e l with | |α(P) | | = 2. Then {i2ePrim(A):
|| a(R) || > 1} and {RePrim (A): ||α(Λ)|| < 1} are disjoint structurally
open sets containing P and Q, resp. Now suppose that Qgl1. For
R G Prim (A) - IL and a e I, R Π Ie Prim (I) and

|| a(R n I) || - max {|| a(R) || , || α(I) ||} = || a(R) || .

This equality together with the homeomorphism a of the previous
paragraph implies that the structure and weak* topologies on Prim (I)
coincide, and therefore that Prim (A) — IL is Hausdorff in the relative
structure topology. As Prim (A) — J 1 is a structurally open subset
of Prim (A), there are disjoint structure neighborhoods of P and Q.

THEOREM 3.2. If A is a separable C*-algebra, then Prim (A) is
a Gδ in the weak* topology, and A is a GM-algebra if and only if

(1) Max (A) = Prim (A), i.e., the structure space of A is Tu and
(2) Prim (A) is Kσ in the weak* topology.

Proof. This is an immediate consequence of Theorem 2.15, [6;
Th. 7], and the fact that all nonempty closed subsets of the structure
space are Baire [4; Corollaire 3.4.13].

Section 4 contains examples which show that neither (1) nor (2)
is a consequence of the other, even for separable C*-algebras. This
completes the analogy between (?M-simplex spaces and Gikf-C*-algebras.
In studying the second class of C*-algebras, the following two lemmas
will be useful.

LEMMA 3.3. For any ideal I in a C*-algebra A, Z(I) = If\Z(A).

Proof. See [1; Lemma 6].

LEMMA 3.4. The following are equivalent for a C*-algebra A:
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( i ) Z{A) ς£ P for each P e Prim (A) and the structure space of
A is Hausdorff, and

(ii) P —> P Γi Z(A) is a one-to-one map from Prim (A) into
Prim (Z(A)).

If these conditions are satisfied, then the map in (ii) is a homeo-
morphism of Prim (A) onto Prim (Z(A)) for the structure topologies.

Proof. For the equivalence of (i) and (ii), see [1; Proposition 3]
or [18; Corollary 3.1.2], The last statement is contained in [15; Th.
9.1].

A C*-algebra satisfying one of the equivalent conditions of the
last lemma is called central; for other equivalent definitions, see [1;
Proposition 3].

Several results from [7; §4] will now be recalled. Consider an
a 6 Z(A) and a primitive ideal P in A. Choose an irreducible repre-
sentation π of A with kernel P. As π(a) is in the center of π(A)f

it must be a multiple a of the identity operator on the space of π.
Then π(a)π(b) = aπ(b), i.e., ab — abeP, for all be A. This last con-
dition determines a uniquely, and shows that it depends only on P
(and not on π). Set fa(P) = a. The function fa is clearly bounded
on Prim (A). It is easy to show that φ(a) — fJJP) for any φ e Θ~1{P),
where θ is the natural mapping of P(A), the pure states on A, onto
Prim (A). Because θ is an open map,

fΓι(U) = {Pe Prim (A): fa(P) e U}

= θ({φeP(A):φ(a)eU})

is structurally open for any open set U of complex numbers. This
shows that fa is structurally continuous. If A is central, then
Pe Prim (A) implies P Π Z(A) e Max (Z(A)) = Prim (Z(A)), and regard-
ing a e Z(A) as a function on Max (Z(A)), fa(P) = a(P n Z(A)). Since
Z(A) ~ C0(Max Z(A)), we may identify the functions fa with C0(Prim (A)).

A C*-algebra A will be said to have local identities if given
PQ e Prim (A), there is an a e A such that a(P) is an identity in A/P
for all P in some structure neighbourhood of Po. A nonzero ideal I
in A will be called a C~ideal in A if I is a central C*-algebra. A
will be called a C-algebra if it is a C-ideal in itself (i.e., is central),
and a GC-algebra if every nonzero quotient of A contains a nonzero
C-ideal.

PROPOSITION 3.5. A nonzero ideal I in A is a C-ideal if and



12 J. F. AARNES, E. G. EFFROS AND 0. A. NIELSEN

only if it is an M-ideal with local identities.

Proof. Suppose that J is a C-ideal. Let P and Q be distinct
primitive ideals in A with Pi I1. If Q$ I1, then since I is central,
P Π Z(I) and Q Π Z(I) are distinct maximal ideals in Z(I) hence
there is an a e Z(I) c Z(A) with fa(P) Φ 0 and fa(Q) = 0. If Q e I1,
let α be any element of Z(I) with α(P) ̂  0. Then fa will provide
disjoint neighborhoods for P and Q, and A is an M-ideal.

Thus it suffices to show that a C*-algebra A is a C-algebra if
and only if it is an M-algebra with local identities. If A is a
C-algebra, Z(A) may be identified with C0(Prim {A)), hence it is trivial
that A has local identities. Conversely, suppose that A is an M-algebra
with local identities. Say PoePrim(A), and choose an α e i such
that a(P) is an identity in A/P for all P in some neighborhood T of
Po. Consider a continuous bounded complex-valued function / on
Prim (A) with f(P0) = 1 and whose support is contained in T. From
the Dauns-Hofmann theorem (see [7; §7]), there is a be A such that
b(P) = f(P)a(P) for all PePrim(A). Then (be - c6)(P) = 0 if ceA
and P 6 Prim (A), so that 6 e ϋΓ(A). Since 6 g Po, A must be a C-algebra.

LEMMA 3.6. For a nonzero C-ideal I in A,
(1) P—HI α(P) || is structurally continuous on Prim (A) — I 1 /or
aeA, and

(2) Prim (A)- c [Max (A) n Mod (A)] U P .

Proof. To prove (1), fix α G i , and suppose PoePrim(A) — IL is
given. It is sufficient to show that P—»||α(P)|| is structurally con-
tinuous on some structure neighborhood of Po. From the structure
homeomorphism of Prim (A) — I1 onto Prim (I) and the fact that I
has local identities, there is a structure neighborhood T of Po con-
tained in Prim (A) — IL and a b e I such that δ(P Π I) is an identity
in I/(Pf) I) for each PeT. As 7 is an M-ideal in A, each P e T is
a structurally closed point in Prim (A), and so is a maximal ideal.
Therefore P + 1 = A and there is a ^isomorphism of A/P onto
1/(1 n P ) which carries c(P) into c(InP), e e l [4; Corollaire 1.8.4].
Hence b(P) is an identity in A/P for each PeT, and since αδ61,
Proposition 3.1 implies that P—• || (ab){P) \\ = | |α(P) | | is structurally
continuous on T. Turning to (2), suppose P e Prim (Ay, Pi I1.
Since I is an M-ideal in A, Proposition 3.1 gives P 6 Max (A). As I
is central, there is an a e Z(I) c Z(A) with α ί P . Since a(P) is a
nonzero central element of A/P, P must be modular.

In the case of simplex spaces, the analogues of (1) and (2) of the
previous lemma are each equivalent to I being a C-ideal. This is not
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the case for C*-algebras. In fact, there is an example of a noncentral
C*-algebra A which satisfies (1) and (2) with / replaced by A, viz,
the algebra of all functions a from {1,2, •••} into the two-by-two
matrices with complex entries such that l inv^ ai3 (n) exists and is
equal to zero unless i = j = 1 (this example was also used by
Delaroche in [2; § 6]).

The following result is due to Delaroche [2, Proposition, 14].

THEOREM 3.7. A separable C*-algebra A is a GC-algebra if and
only if

(1) A is a GM-algebra, and
(2) every primitive ideal in A is modular.

Proof. Suppose that A is a GC-algebra. Then by Proposition 3.5,
A is a Gikf-algebra. If P e Prim (A), then since P is a maximal ideal in
A (Theorem 3.2), A/P must be central. But then AjP is primitive
and has a nontrivial center, implying that P is modular.

Conversely, suppose that (1) and (2) hold, and let IΦ A be an
ideal in A. From Lemma 2.14, A/1 is a GM-algebra. Since any
primitive ideal in A/1 is of the form P/I for some P e Prim (A) Π IL

[4; Proposition 2.11.5 (i)], and since (A/1)/(P/I) ~ A/P for such P,
every primitive ideal in A/I is modular. So to show that A is a
GC-algebra, it is only necessary to show that A possesses a nonzero
C-ideal. Let I be a nonzero ikf-ideal in A. The structure space of
/, being homeomorphic to Prim (A) — I 1 with the relative structure
topology [4; Proposition 3.2.1], is Hausdorίϊ. Since any P e Prim (A) — I 1

is a maximal ideal in A, P + I = A and I/(P n J ) = ( P + I)/P = A/P
[4; Corollaire 1.8.4]. So any primitive ideal in /, being of the form
P Π / f o r some PGPrim (A) - I 1 , must be modular. This and [4;
Proposition 1.8.5] show that it is sufficient to establish the following:
If A is a separable C*-algebra all of whose primitive ideals are
modular and whose structure space is Hausdorff, then A has a non-
zero C-ideal.

For such a C*~algebra A, the structure and weak* topologies
coincide on Prim (A) (Lemma 2.1). Let 1P be the identity in A/P,
Pe Prim (A). Let (un) be an approximate identity in A indexed on
the positive integers, and set

Tn = {Pe Prim (A): || un(P) - 1P || £ 1/2} ,

n = 1, 2, . Since uJP) —> 1P as n —• <*> for each P, Prim (A) ==
U?=i Tn. Let A' be the C*-algebra obtained by adjoining an identity
1 to A. Then Prim (A') s Prim (A) U {A} and AL = {A}. Fix a
P ' e Prim (A') - A1, and set P - P' n A. Then a(P) — a(P'), a e A,
is an isomorphism of A/P onto (A + P')/P'. Choose a b e A such that
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b(P) = lp. Then δ(P') must be an identity in (A + P')/P'. The
latter is an ideal in A!\Pr, and from Lemma 3,3, δ(P') is a central
idempotent in A!\Pf. Since A'/P' is primitive, δ(P') = l(P'). Con-
sequently,

- || (un - b)(P') || - || (un - b)(P) \\

= \\un(P)-lP\\.

Therefore

T% = {P' n A: P'e Prim (A') and || K - 1)(P') || rg 1/2} ,

and JΓΛ is a closed subset of Prim (A). Since the structure space of
A is Baire [4; Corollaire 3.4.13], some Tn contains a nonempty open
set T. Because un^0 and \\un\\^l, Sp ̂ ( P ) c [1/2, 1] for each
Pe T. Choosing a continuous real-valued function / on [0, 1] with
/(0) = 0 and / = 1 on [1/2, 1] and setting a = f(un), a(P) = 1P for
each Pe T [4; Proposition 1.5.3]. Let / be the ideal in A with
Prim (A) - I1 = T. Say P e T. Since Prim (A) is locally compact
and Hausdorff, there is a continuous bounded function g on Prim (A)
such that g(P) = 1 and g vanishes off T. From the Dauns-Hofmann
theorem (see [7; §7]), there is a be A with b(Q) = g(Q)a(Q) for all
Q e Prim (A). Then b(Q) = 0 if la Q e Prim (A) and {be - cb){Q) = 0
if ceA and Q ePrim (A), which imply (by [4; Th. 2.9.7 (ii)] that
beZ(I). Therefore I satisfies condition (i) of Lemma 3.4, and so is
a C-ideal in A. This completes the proof of Theorem 3.7.

It is not known whether the conclusion of Theorem 3.7 is true
for nonseparable C*-algebras.

4* Concluding remarks* Let A be a C*-algebra. Recall that
A is a CCK-algebra ("liminaire") if the image of A by any irreducible
representation is contained in the algebra of compact operators on
the representing Hubert space. A nonzero ideal I in A is a CCR-
ideal in A if it is a CCJS-algebra, and A is a (?CJ?-algebra ("post-
liminaire") if every nonzero quotient of A contains a nonzero CCR-
ideal.

The spectrum of A is the set A of all equivalence classes of
irreducible representations of A provided with the inverse image
topology by the natural map π —* Ker π of A onto the structure space
of A. Dixmier [4; § 4.5] has shown that the closure J(A) of the
finite linear combinations of those aeA+ for which π—»Trπ(α) is
finite and continuous on A is an ideal in A. A nonzero ideal I in A
will be called a CTC-ideal in A if IaJ(A), and A will be called a
CΎC-algebra [resp., GΓC-algebra] if A is a CTC-ideal in itself [every
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nonzero quotient of A contains a nonzero CTC-ideal]. These algebras
have been studied in the literature, where they are sometimes
called "C*-algebre a trace continue" ["C*-algebrea a trace continue
generalisee"]. Recall that a CTC-algebra has Hausdorff structure
space and that a GTC-algebra is CCR ([4; §4]).

A CCR-algebra A with a Hausdorff structure space will be said
to satisfy the Fell condition if the canonical field of C*-algebras
defined by A satisfies the Fell condition of Dixmier [4; § 10.5], This
amounts to saying that given P oePrim (A), there is an α e i such
that a(P) is a one-dimensional projection in A/P for all P in some
structure neighborhood of Po. The following are some of the relations
between the various classes of C*-algebras:

(1) if A is separable, then it is both GM and GCR if and only
if it is GTC ([5; Proposition 4.2]),

(2) if A is separable, then it is both GC and GCR if and only
if it is GTC and all its irreducible representations are finite-dimen-
sional ((1) and Theorem 3.7),

(3) A is GCR and M and satisfies the Fell condition if and only
if it is CTC ([4; Propositions 4.5.3 and 10.5.8]; recall that A is CCR
if it is GCR and M),

(4) A is a central GCiϋ-algebra and satisfies the Fell condition
if and only if it is a CΎC-algebra with local identities ((3) and
Proposition 3.7), and

(5) if A is separable, then it is GM if either it is a CCR-algebra
with compact structure space or its irreducible representations are
all finite-dimensional ([3; §1]).

Let H be a separable infinite-dimensional Hubert space. Let B
denote the C*-algebra obtained by adjoining an identity to CC(H),
the compact operators on H. The structure space of B (see [4;
Exercise 4.7.14 (a)]) fails to be 7\, and therefore is not almost strongly
separated. Yet Prim(J3) is Kσ in the weak* topology.

In [3; §2], Dixmier has constructed a separable CCR-algebra D
whose structure space contains no nonempty strongly separated subset.
In particular, D is not GM. Nevertheless, there is an open subset
of the structure space of D which is homeomorphic to [0, 1], and D
contains an ideal C isomorphic to the C*-algebra of continuous maps
of [0, 1] into CC(H). So C is an ilf-algebra, yet no nonzero ideal in
C is an Jf-ideal in D. Since D is a CCϋί-algebra, Prim (D) is Tx in
the structure topology, so that Prim (D) cannot be Kσ in the weak*
topology (Theorem 3.2). These two examples are the ones promised
after Theorems 2.15 and 3.2.

Finally, one further point of contact between C*-algebras and
simplex spaces will be mentioned. Fell has shown that a C*-algebra
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A can be described (to within isomorphism) as the set of all functions
on Prim (A)" satisfying certain conditions, the value of such a function
at an I e Prim (A)- being an element of A/1 [12]. Moreover, the
Dauns-Hofmann theorem (see [7; §7]) may be deduced from this re-
presentation theorem [Fell, unpublished]. There is an analogous
representation theorem for simplex spaces, due to Effros [10; Corollary
2.5]. The analogue of the Dauns-Hofmann theorem for simplex spaces
can be deduced from this representation theorem (however, this is
not the manner in which it is proven in the literature; cf. [10;
Th. 2.1]).

We are indebted to Alan Gleit for a correction in the proof of
Corollary 2.7. The third-named author worked on this paper during
his visit to the University of Pennsylvania; he would like to thank
Professor R. V. Kadison and the University for their hospitality
during his visit.
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ON A CLASS OF TOPOLOGICAL ALGEBRAS

A. C. COCHRAN, R. KEOWN AND C. R. WILLIAMS

This note introduces a class of topological algebras, called
A-convex, which generalize the notion of locally m-convex
algebras. They include a number of function space algebras
which are not locally m-convex. Certain of these algebras
admit a modified GeΓfand type representation in a space of
vector-valued functions without invoking commutativity re-
quirements. One seemingly obtains a new way of representing
locally m-convex algebras. A-convex algebras are locally m-
convex under the assumption of completeness of certain factor
algebras in a suitable topology.

The definition of an A-convex algebra is given in §2 together
with some basic results. We define a condition, P-complete, such
that every P-complete, A-convex algebra is locally m-convex. A class
of important functions algebras whose seminorms are defined by cert-
ain types of weight functions is defined in § 3, see W. H. Summers [9]
Many of these are not locally m-convex, but are A-convex algebras.
The definition and basic properties of an algebra of vector-valued
functions where the index set is a completely regular Hausdorff space
and the functions take values in (various) Banach algebras are given
in § 4. Finally, the result is obtained in § 5 that each A-convex
algebra is an inverse limit of A-normed (normed linear space with
separately continuous multiplication) algebras. It is also shown that
certain A-convex algebras can be represented as a subalgebra of an
algebra of vector-valued functions. A sufficient condition for the re-
presentation to be valid is that A be barrelled. It is shown by means
of an example that barrelled is not necessary for this representation
to be valid.

Some of our results are analogous to various others given by P.
D. Morris and D. E. Wulbert [7], G. R. Allan [1, 2], and R. M. Brooks
[4, 5].

2* Basic definitions and results on multiplication* This para-
graph is concerned with the introduction of some basic definitions and
results on multiplications in a locally convex topological vector space.
Let A be a locally convex topological vector space over the complex
numbers K with a topology T determined either by a family N of
absolutely convex neighborhoods of the origin or by a family P of

17
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seminorms on the space. Assume that a multiplication is defined for
A with respect to which it is an algebra.

We wish to extend some of the additive concepts of locally con-
vex topological vector spaces in the direction of multiplication.

DEFINITION. 2.1 A subset U of A is said to be left (multipli-
catively) absorbing if all is absorbed by U for every a in A. It is
said to be right (multiplicatively) absorbing if Ua is absorbed by U
for every a in A. It is said to be (multiplicatively) absorbing (m-
absorbing) if it is both left and right absorbing.

Let p and q denote elements of the family P of seminorms of the
algebra A.

DEFINITION 2.2. The seminorm p is said to absorb the seminorm
q if there exists a positive real number M such that q(x) <£ Mp(x) for
every x in A. The seminorms p and q are said to be conjugate if
they are mutually absorbing. Let [p] denote the class of all q which
are conjugate to p.

DEFINITION 2.3. The left-translate ap (right-translate pa) of any
element p of P by the element a of A is the mapping from the algebra
A into the real numbers R defined by ap(x) = p(ax)[pa(x) — p(xa)\ for
x in A.

DEFINITION 2.4. A seminorm p is left absorbing if it absorbs all
of its left translates, right absorbing if it absorbs all of its right
translates, and absorbing if it is both right and left absorbing.

It is clear that the class [p] of p is left-absorbing, right absorbing,
and absorbing if and only if p enjoys these respective properties.

We use the term locally convex algebra A to designate a locally
convex topological vector space A with a multipication such that A
is an abstract algebra over the complex field K.

DEFINITION 2.5. A locally convex algebra A is an A-convex
algebra (absorbing convex algebra) if there exists a family P of ab-
sorbing seminorms defining the topology of A.

Clearly every locally m-convex algebra is an A-convex algebra.
The property of being m-absorbing is preserved with respect to taking
convex hulls, inverse images under a homomorphism and images under
a surjective homomorphism. The proof of the following theorem is
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straight-forward.

THEOREM 2.6. Any subalgebra of an A-convex algebra is A-convex.
The product of A-convex algebras is again A-convex.

Let A be an algebra without identity and let A* be the algebra
obtained from A by adjoining the identity. If p is an absorbing
seminorm on A then the seminorm p* defined by

p*((x, λ)) = p(x) + |λj, x e A, X e K ,

on A* is absorbing. Thus, every A-convex algebra can be topologi-
cally embedded in an A-convex algebra with identity.

LEMMA 2.7. Let p be a seminorm on the A-convex algebra A.
Then there exist positive constants M and N, depending on x, such
that

( i ) p(xy) =

( i i ) p(yx) = px(y) ^ Np(y) ,

for any y in A. The greatest lower bound of the M for which (i)

holds is denoted by P\\x\\ while the greatest lower bound of the N for

which (ii) holds is denoted by \\x\\p.

The lemma follows directly from the definitions and implies that
multiplication is continuous in the right (left) factor for a fixed left
(right) factor.

The kernel R(p) of a seminorm p on the A-convex algebra A is
the set {x e A: p(x) = 0}. It follows immediately from Lemma (2.7)
that R{p) is a closed, two-sided ideal of A. Thus one can define the
factor algebra A\R(p) on which p induces a norm. Let P be a family
of seminorms defining the topology on an A-convex algebra A such
that A\iϋ(p) is complete in the norm induced by p for each peR.
Then A is said to be P-complete.

THEOREM 2.8. Let A be an A-convex algebra which is P-complete
in some family P of absorbing seminorms defining the topology of A.
Then there exists a representation O(p) of A by a Banach algebra B

for each seminorm p of A.

Proof. Denote by R, rather than R(p), the kernel of the semi-
norm p of A. It follows from the definition that the factor algebra
A\R is complete in the norm induced by p. The coset x + R of A\R
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is denoted by xf for simplicity. The seminorm p induces a norm p*
on A\R which is defined for xf in A\R by

p'(x') = i n f {p(y): yex'}.

Since p is subadditive, p\xr) = p(y) for any y e x\ We note that

p'(χ'yf) = p'(

Thus multiplication is continuous in the right factor with respect tα
a fixed left factor in the norm pr. Similarly it is continuous in the
left factor with respect to a fixed right factor. It follows from a
well-known theorem of Gel'fand that there exists a norm | | on A\R
equivalent to p' with respect to which A\R is a Banach algebra. The
natural map O(p) of A into A\R is the required representation.

COROLLARY 2.9. Let A be a P-complete A-convex algebra. Then
A is locally m-convex.

Examples 3* The first example gives a complete A-convex
algebra which is not locally m-convex. Let Cb(R) denote the algebra
of bounded continuous complex-valued functions on the real numbers
R(pointwise operations). Denote the set of strictly positive real-valued
continuous functions on R which vanish at infinity by C0

+(R). The
family of seminorms {pφ: φ e C0

+(R)} determine a locally convex linear
topology β on Cb(R) where

Pφ{f) - sup {\f(x)φ(x) |: x G R}, / G Cb(R) .

The space (C6(R), β) is A-convex since

Pφ(fg) £ M(f) Pφ{g), g e Ch(R) ,

where M(f) is the maximum of |/ | . Completeness follows from Theorem
3.6 of [9]. It is easy to verify that each pφ fails to be submultipli-
cative.

Suppose that (C6(R), β) is locally m-convex and let Q be a set of
submultiplicative seminorms which define β. We may assume that
max {qu , qn)^Q and Xq, e Q whenever qly qneQ and λ ^ 1.
Thus, for φ e C0

+(R), there exists q e Q and ψ e Ct(R) such that

c V(Φ),

where V(f) = {/: p+(f) ^ 1}. Since V(ψ) S W ) , ^ ^ ψ (pointwise).
Let ^ G R with 0 < θ < min (1, M(f)). Then for some a; G R it follows
that ψ(x) = θ ^ φ(x), and θn < φ(x) where n is a positive integer.
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Consider the function / defined by

y-x+1

f(v) =

, x — 1 <̂  y ^ x;

9x<y^x
Ψ(y)

0 , otherwise.
Then / is well-defined since ψ e C0

+(R) and fe Cb(R). But pf(f) = 1
and pΦ{fn) ^ fn(%)Φ(%) = θ~nφ{x) > 1 which contradicts (*) since # is
submultiplicative. Hence (C&(R), /3) is not locally m-convex.

This example is a special case of a weighted space (see W. H.
Summers [9, 10]). By slight modifications of the arguments given
here, other examples can be constructed using algebras of weighted
functions. The representation of the last section is valid for this
example.

A second example is obtained from the algebra C [0,1] of all
continuous complex valued functions on the closed interval [0,1]. A
norm p is defined on this algebra by

P(f) = svφ{\f(x)φ(x)\:xe [0,1]} ,

x 0 ^x S 1\2;
where φ(x) = ,

ψy ] 1 x 1\2 ^ a?
Then (C [0,1], p) is a normed linear space which is ^.-convex but not
locally m-convex. This space is not complete and the topological
completion is not an algebra.

Noncommutative examples may be obtained in the same manner
as the first example where the range of the function space is a non-
commutative space such as all bounded operators on a separable Hubert
space in the operator norm.

We now give a representation of an -A-eonvex algebra in an
algebra of vector-valued functions. The next section is concerned
with the definition and basic properties of such an algebra.

4* Algebras of vector-valued functions* Suppose that T is a
completely regular Hausdorff space such that to each point t of T
there corresponds a complex Banach algebra B(t). Let F denote the
set of all vector-valued functions / from T to \J {B(t): te T) such that
f(t)eB(t) for each teT and such that the function /// defined by
///(*) = ll/(*)ll is continuous on T (||/(ί)|| denoting the norm in B(t)).
We consider any subset H of F which forms an algebra over K with
the usual pointwise definition of sum, product and scalar multiplica-
tion. Consider as a subbasis of neighborhoods of the origin in H the
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sets N(C, 0), where C is a compact subset of T and 0 an open subset
of the real numbers R, defined by

N(C, 0) = {f:fe H, /f/(k) e 0 for all keC} .

This system of neighborhoods determines a topology which by definition
makes addition continuous and continuity of scalar multiplication is
clear. This gives a topology on H such that H is a locally convex
topological algebra. We consider H with this topology in the remain-
ing section.

The following two theorems and their corollaries generalize results
which are well known if T is compact and Hausdorff (and hence the
elements of F are bounded functions). They also extend a result of
Morris and Wulbert [7] given in a similar setting where only com-
mutative algebras are considered.

THEOREM 4.1. Let H be a locally convex algebra as defined above*
Suppose that

( i ) Ht = {f(t):fe H) = B(t) for all t e T, and
(ii) The product hf belongs to the closed ideal generated by f for

every choice of feH and continuous real-valued function h
on T.

Then every closed (right, left, two-sided) ideal of F is given by a set
of the form {feH:f(t)eIt for all teT} where It is a closed (right,
left, two-sided) ideal in B(t) for each teT. Conversely, every collection
{It: te U} (right, left, two-sided) ideals where It is an ideal in B(t)
determines a closed (right, left, two-sided) ideal in H.

The proof is a direct generalization of one given by Naimark [8,
§ 26, Subsection 2] of a similar theorem.

The following are now immediate:

COROLLARY 4.2. Every maximal closed (left, right, two-sided)
ideal in H consists of {feH:f(t)eit} where It is a maximal closed
ideal of B(t).

COROLLARY 4.3. If B(t) is simple for each teT, then every closed
two-sided ideal in H consists of all feH which vanish on some closed
subset of T.

COROLLARY 4.4. If B(t) is simple for each teT then there is a
one-to-one correspondence between the closed subsets of U and closed
ideals of H via G-»IG = {fe H: f(G) = 0}.
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COROLLARY 4.5. If B(t) is simple for each teT there is a one-

to-one correspondence between maximal closed ideals in H and points

of T.

Let R(T) denote the algebra of all bounded real-valued functions
which are continuous on T.

THEOREM 4.6. Let T be a completely regular Hausdorff space
such that

( i ) Ht = B{t) for all t e T;
(ii) For each weB(t), w ewB(t);
(iii) H is closed with respect to multiplication by elements in

R(T).
Then for any g e H and aeR(T), ag is an element of the closed ideal
generated by g.

The proof is omitted.

5* Representations of A-convex algebras* An A-normed algebra
is an A-convex algebra having a single absorbing norm defining the
topology. The following theorem gives a generalization of a theorem
of Michael [Proposition 2.7, 6].

THEOREM 5.1. A locally convex algebra is A-convex if and only
if it is isomorphic to a subalgebra of a product of A-normed algebras.

The proof of this theorem is standard in view of the properties
of A-convex algebras given in § 2. The spaces A\R(p) used in Theorem
(2.8) are used to make up the product space into which A is embedded.
Thus, an A-convex algebra is an inverse limit of A-normed algebras.

This theorem gives an alternate proof of Theorem (2.8). For if
each factor algebra is complete in norm then each factor algebra is
a Banach algebra and hence locally m-convex. Then A is a subalgebra
of a locally m-convex algebra. It follows that A must be locally
m-convex.

The second example of § 3 shows that every A-normed algebra
cannot be completed as an algebra. Note that if each factor algebra
A\R(p) can be completed then A is locally m-convex. This result fol-
lows from Theorem (5.1).

Suppose that A is an A-convex algebra with P a defining collection
of seminorms. Let σp denote the canonical quotient map of A to A\R
(p) (=AP) given in §2. If each Ap has a completion we may
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consider Ap as a subalgebra of its completion. For any finite subset
{xly •••, «„} of A and ε>0 the sets

V9{xί9 •••, xn;e} = {qeP: | | |σ p (^) | | - | |<J?te)| | | < ε, 1 £ i£ n}

give a base for a neighborhood system at p eP. Then P with this
topology, *^~(P), is a completely regular Hausdorff space. In fact,
the sets

W(x19 ---,xn;ε} = {(p,q); \ | | σ^xJW - | | σ^W \ < ε, 1 < i < n]

give a base of a uniformity inducing J7~(P). For each peP we corre-
spond the A-convex algebra Ap and consider an algebra H of vector-
valued functions from P to the Ap as described in § 4. We show that
if A is barrelled then A may be represented as a subalgebra of H.
By proposition 4.3 of [6], a barrelled A-convex algebra is locally in-
convex. However, the space (C6(R), β), which is not barrelled, can be
represented by our procedure. Also, this representation, which replaces
a directed index set with a topological space, is seemingly different
from the usual protective limit type representation for locally m-con-
vex spaces [6].

Consider the Gel' fand map G: A-+H where G(x)(p) = σp(x). It is
easy to verify that \G(x)\ is continuous on P for each x in A. Since
P is Hausdorff, G is one-to-one and it is clearly linear.

THEOREM 5.2. If A is barrelled then G is continuous.

Proof. It suffices to show that G is continuous at 0. A basic
neighborhood of G(0) == 0 is of the form N(C, Sε) where C is compact
in P and S£ = {r: | r \ < ε}. The set, M = f| [p~ι [-e/2, e/2]: p e C] is a
barrel in A [use the compactness of C to see that M is absorbing]
and hence a neighborhood of 0. But G(M) <Ξ JV(C, Sβ) so that G is
continuous.

THEOREM 5.3. The map, G~\ is continuous.

Proof. Let a e i , Cr"1^) = x. Then a basic neighborhood of x is
of the form

V = α? + Π ίPΓ'ίί-e, ε)}: ε > 0, p, e P, 1 g i ^ Λ]. But the set C
= {Pif f Pn} is compact and D — x + N(C, Sε) is a neighborhood of
G(x) such that G^iD) = F. Hence G"1 is continuous.

The last two theorems give the following modified GeΓ fand type
theorem.
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THEOREM 5.4. A barrelled A-convex algebra A can be represented
as a subalgebra of an algebra of vector-valued functions as defined in
§ 4.

For the space (Cδ(R), β), the map G of Theorem (5.2) in contin-
uous. Since each p is actually a norm, each quotient space is (setwise)
Cb(R). In the topology defined on P, if a set M is compact then
there exists Φ e C0

+(R) such that ψ ^ φ for each pψ e M. Then for
V = Pφ-'i-ε, e) it follows that G(V) £ N(M, Sε) and the result follows.
For function spaces of this nature, if each compact set is dominated
by a single seminorm then G is continuous and the representation is
valid for the space.

If an A-convex algebra has an involution, *, one can define the
concept of a subset being ^-absorbing in a similar fashion to our pre-
vious definitions. The adjoint, p*, of a seminorm p, is defined by p*
(x) = p(x*) and an A*-convex algebra can be defined to be an A-con-
vex algebra which is defined by a family of absorbing seminorms,
each of which absorbs its adjoint. Then Theorem (2.8) can be proven
with the representation being in a symmetric algebra. Similarly, the
representation of this section carries over to AΛalgebras with no
difficulty, with the obvious restatements.
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INTEGRAL DOMAINS THAT ARE NOT
EMBEDDABLE IN DIVISION RINGS

JOHN DAUNS

A class of totally ordered rings V is constructed having
the property 1 < ae F=>l/αe F, but such that V cannot be
embedded in any division ring.

1* Inverses in semigroup power series rings* This note has only one
objective—to construct the above class of counterexamples (see [6]).

NOTATION 1.1. Throughout Γ will be a totally ordered cancell-
ative semigroup with identity e; R will denote any totally ordered
division ring. If a: Γ => R is any function, then the support of a
is the set suppα: = {seΓ \a(s) Φ 0}. The set F = V(Γ, R) of all
functions a such that suppα satisfies the a.c.c. (ascending chain
condition) form a totally ordered abelian group. If Γ is cancellative,
then under the usual power series multiplication (see [3]), V is a
totally ordered ring.

1.2. Any 1 < a e V with a(s) = 0 for s > e may be written as
a — a{e)(l — λ), where 1 ^ a{e) and λ = Σ{X(a) a | a < β}. It will be
shown that

(1 _ λ)-i = i + λ + λ * + . . . = i + Σ , Σ ' λ(α(l)λ(α(2)) \(a(n)) ,

where the finite sum Σf is over all integers and over all distinct n-
tuples of Γn satisfying s = α(l)α(2) a(n) with each a(i) < e; the
sum Σ is over all s < e. To prove that I/a e V it suffices to establish
conditions (α) and (b) below.

(a) For each seΓf there are only a finite number of n with
Xn(s) Φ 0;

(b) supp (1 — λ)-1 satisfies the a.c.c.

Assuming (a) and (b), the main theorem follows at once. By
adjoining an identity as in [8; p 158] to the semigroup in [2] a
semigroup that actually satisfies the hypothesis in (ii) below can be
constructed.

MAIN THEOREM 1.3. If Γ is a totally ordered cancellative semi-
group with identity e and R any totally ordered division ring, then
the power series ring V = V(Γ, R) has the following properties:

( i ) 1 < a e V and a(s) = 0 for s > e = > I/a e F.
(ii) If in addition Γ cannot be embedded in a group, then V

27
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cannot be embedded in a division ring.

An already known result ([8; p. 135]) follows immediately from
1.3 (i).

COROLLARY 1.4. If in addition Γ is a group, then V(Γ, R) is a
division ring.

2* Proof of the main theorem* Assume 1.2 (a) or (b) fails.
Then a lengthy but elementary argument shows there exists a doubly
indexed matrix {a(i, j) e suppλ | l ^ i < o o ; l < ^ # < ; n(i)} such that the
products u(i) — a(i, ϊ)a(i, 2) a(i, n(i)) of the rows form an infinite
properly ascending chain. Eventually a contradiction will be derived
from this. Without loss of generality assume Γ ^ e.

DEFINITION 2.1. For any totally ordered semigroup Γ with identity
e and any element a e Γ with a ^ e, define a semigroup by

Γ(a) = {q e Γ | 3 an integer m > 0, qm <̂  α} .

LEMMA 2.2. With Γ as above, for any α(l), , a{m) e Γ with
each a(j) ^ e, set n — α(l)α(2) a(m) and define

a* = min {α(l), , a(m)} .

Then Γ(u) = Γ(a*).

2.3. Consider a fixed subset L£Γ all of whose elements satisfy
L ^ e and where L satisfies the a.c.c, e.g., L = suppλ < e. Consider
an array of elements A = \\a(i, j) \\ with {a(i, j) \ 1 ^ i < oo, 1 <g j <̂
n(i)} S L, where repetitions in the a(i, j) are allowed. Assume all
n(i) ^ 2. Define u(i) = u(i, A) by

u{i) = u(i, A) = a(i, ί)a(i, 2) a(i, n(i)) .

Let 3ίΓ be the set of all such A = \\a{ί, j)\\ for which u(l) < u(2) <
• < u(i) < is strictly ascending at each i. With each member
A = \\a(i, j)\\e 3ίΓ, we next associate three objects

{a(i)* 11 ^ i < oo}, m = m(A), and (? - G(A) .

Define α(ΐ)* = min {α(i, j)\l^j^ n(i)}. Note that u(l) < u(2) < •
implies that Γ(α(l)*) SΓ(α(2)*) S Γ(α(i)*) S . Thus since L satisfies
the a.c.c, there is a unique smallest integer m = m(A) such that the
semigroups G = Γ(α(m)*) = Γ(a(m + 1)*)=••• are all equal. The
following schematic diagram of all these quantities may be helpful.
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Γ(a( 1 )*) - Γ(u( 1)) u(l) = a(l, l ) α ( l , 2 ) . . α( l )* . . α ( l ,
mi

Γ ( α ( 2 ) * ) - Γ ( u ( 2 ) ) u ( 2 ) = α ( 2 , l ) α ( 2 , 2) . . . α ( 2 ) * ••• α ( 2 ,
mi

jΓ(α(m)*) = Γ(u(m)) u(m) — α(m, l)α(m, 2) α(m)* a(m, n{m))
II

<? = Γ(u(m + 1)) .

2.4. Among the elements of ^ let Λ~ c ^ be all those A =
||α(i, i ) | | such that this associated G = G(A) is as big as possible and
call this particular G = M. If J%" Φ 0 , also Λf* Φ 0 . Define a =
max {α(m)* | -4 e ^%/", m = m(A)}. Pick and element B — \\b(i, j)\\e *sfc
Then by our choice of ΛΓ, Γ(ά) = M. Thus Jf = 6?(JB) = Γ(b(ί)*) =
Γ(δ(i, i)) = Γ(%(i)) - Γ(α) for ί ^ m(J5) = m. Finally, with each element
B of ^Y\ we associate an integer r = r(JB). Since α e Γ(u(nή), there is a
unique smallest integer r = r(B) ^ 1 such that ar <Z u(m) < cΓ""1.

2.5. By omitting some of the rows of B and renumbering the
remaining ones, it may be assumed as a consequence of the a.c.c.
without loss of generality that m = 1, and also that 6(1)* ^ 6(2)* ^ - -
is not ascending. Each w(i) is of one of the following three forms:

( 1 ) Φ) - q(i)b(i)* ,

( 2 ) u(i) = δ(ΐ)*w(i) ,

( 3 ) M(i) - q{ϊ)b{iYw{ί) ,

where the g(i), w(ΐ) are certain products of the 6(i, i ) . If there are
an infinite number of %(i) of the forms (1) or (2), then since

+ 1)* > u(i) - q(i)b(i)*, b(i + 1)* ^ δ(i)*

it follows (after omitting some rows and renumbering) that there is
a properly infinite ascending chain:

Case 1. q(ί) < q(2) < •••;

Case 2. w(l) < w(2) < .

If neither Case 1 nor Case 2 applies, then

and b(i + 1)* g b(i)*

implies that one of the inequalities q(i + 1) > q(i) or w{i + 1) >
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must necessarily hold. It is asserted that there is a subsequence
{i(k) I k = 1, 2, •} such that

Case 3. either (a): q(i(l)) < q(i(2)) < •

or (b): w(i(ΐ))< w(i(2))< ••-.

For if not, then the a.e.e. must hold in both the sets {q(i)} and
{w(ί)}. Then by omitting some rows and renumbering the remaining
ones it may be assumed that we have an element B in ^/K with
q(ϊ) >̂ q(2) ̂  and w(l) ^ w{2) ^ - . However, then

q(l)b(l)*w(l) ^ g(2)6(2)*w(2) ^ •

gives a contradiction.

2.6. We may assume q(ϊ) < q(2) < « « or w(ϊ) < w(2) are
properly ascending, depending on which of the Cases 1, 2, 3(a) or 3(b)
is applicable. Set t = r(i?), so that α* ̂  u(m) =

2.7. It is next shown that either q(ϊ) ^ aι~x or w(i) ^ α*"1 holds
for all i. Suppose that the following holds.

Case 1. g(l)δ(l)* < q(2)b{2)* < 5

9 ( 1 ) < ? ( 2 ) < • • • ;
6 ( 1 ) * ^ 6 ( 2 ) * ^ . . .

Then αf ^ 1̂ (1) ^ π(ί) = q{ί)b(ϊ)*, and α ^ δ(ΐ)* implies that

(For if a1-1 > ?(i), then α ^ 6(i)* implies that α* > q(i)b(i)*.) (If t =
1, then α° = β.) Similarly, in Case 2 also α*"1 <£ w(l) ^ w(i)

Only Case 3(b) will be proved, since 3(a) is entirely parallel.

Case 3(b). q(l)b(l)*w(l) < q(2)b(2)*w(2) < •;

w(l) < w(2) < •••;

6 ( 1 ) * ^ 6 ( 2 ) * ^ . . .

Then again ά* ̂  w(l) ^ w(i) = q(ί)b(i)*w(ί) and α ^ δ(i)* ^ ?(i)6(i)*
imply that α4"1 ^ w(l) ^ w(i). (Otherwise, if α ί - 1 > w(i), then α* >

The basic idea motivating the proof is that for Be^K & new
C e ^Ϋ" can be constructed with r(C) ^ r(i?) — 1.
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2.8. Thus either g(l) < g(2) < and all q(i) ^ α*-1; or w(T) <
w(2) < and all w(i) ^ α*"1. Assume the latter. Let

C=

be defined by taking as its i-th row all the b(ί, j) appearing in w(i).
(In view of w(l) < w(2) < , there does not exist an infinite number
of rows of C containing only one element. By omitting a finite number
of rows it may be assumed that all rows of C contain two or more
elements of L.) Define e(i)* = inf {c(i, j) \ j ^ 1}. Since b(i)* ̂  c(i)* ̂  α,
it follows that

M =

Consequently, G(C) = ikί and C e ^ Since w(l) ^ a*-1, r(C) ^ ί - 1.
By repetition of this process, we may reduce the r to one so that
finally ar = α <̂  w(l) < ιι;(2) . Since all c(i, j) e L satisfy c(i, j) ^ e
and since w(ί) is a product of these, it follows that a ^ c(i)* ̂  w(ί).
Thus α = w(l) = w(2) = gives a contradiction. Thus 3tΓ = 0 and
the main theorem has been proved.
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ON THE NUMBER OF NONPIERCING POINTS
IN CERTAIN CRUMPLED CUBES

ROBERT J. DA VERM AN

Let K denote the closure of the interior of a 2-sphere S
topologically embedded in Euclidean 3-space Ez. If K — S is
an open 3-cell, McMillan has proved that K has at most one
nonpiercing point. In this paper we use a more general con-
dition restricting the complications of K — S to describe the
number of nonpiercing points. The condition is this: for some
fixed integer n K — S is the monotone union of cubes with n
holes. Under this hypothesis we find that K has at most n
nonpiercing points (Theorem 5). In addition, the complications
ofK—S are induced just by these nonpiercing points. Gener-
ally, at least two such points are required, for otherwise n = 0
(Theorem 3).

A space K as described above is called a crumpled cube. The
boundary of K, denoted Bd K, is defined by Bd K = S, and the in-
terior of K, denoted Int K, is defined by Int K — K — Bd K. We also
use the symbol Bd in another sense: if M is a manifold with boundary,
then Bd M denotes the boundary of M. This should not produce any
confusion.

Let K be a crumpled cube and p a point in Bd K. Then p is a
piercing point of K if there exists an embedding / of K in the 3-
sphere S3 such that f(BdK) can be pierced with a tame arc at f(p).

Let U be an open subset of S3. The limiting genus of U, denoted
LG(U), is the least nonnegative integer n such that there exists a
sequence Hlf H2, of compact 3-manifolds with boundary satisfying
(1) U = UHi9 (2) H{ c Int Hi+ι, and (3) genus Bd H, = n (i = 1, 2, •).
If no such integer exists, LG(ί7) is said to be infinite. Throughout
this paper the manifolds Hi described above can be obtained with con-
nected boundary, in which case Ht is called a cube with n holes.

Applications of the finite limiting genus condition are investigated
in [6] and [14]. For any crumpled cube K such that LG(IntiΓ) is
finite and Bd K is locally peripherally collared from Int Ky it is shown
that Bd K is locally tame (from Int K) except at a finite set of points.
Under the hypothesis of this paper, Bd K may be wild at every point;
nevertheless, with a collapsing (in the sense of Whitehead [15]) argu-
ment comparable to [13, Th. 1], the problem of counting the nonpierc-
ing points of K is reduced to one in which the results of [6] and [14]
apply.

A subset X of the boundary of a crumpled cube K is said to be
semi-cellular in K if for each open set U containing X there exists
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an open set V such that XczVaU and loops in 7 - 1 are null
homotopic in U — X. In the last section of this paper semi-cellular
sets are discussed in order to characterize those sewings of two
crumpled cubes which yield S3, in case the limiting genus of one of
the crumpled cubes is finite.

A simple closed curve J is essential in an annulus A if J lies
in A and bounds no disk in A.

If X is a set in a topological space, then Cl X denotes the closure
of X.

2* A cellularity criterion*

LEMMA 1. Let H be a sphere with n handles. Then there exists
an integer k(n) such that if JΊ, , Jk{n) are mutually exclusive simple
closed curves in H, no one of which bounds a disk in H, then some
pair {Jr, Js} bounds an annulus in H.

Proof. The number k(n) = 2 is known to work if n = 1. Other-
wise, the proof proceeds by induction, using k{n) = Sn — 2 when-
ever n *t 2.

THEOREM 2. Let C be a crumpled cube such that LG(Int C) —
n < °o. Then there exists a finite set Q of points in Bd C such that
for each open set U z> Bd C, each point of Bd C — Q has a neighbor-
hood V such that any loop in V — Bd C is null-homotopic in U —
BdC.

Proof. Assume n > 0. Using Lemma 1 we associate with a
sphere with n handles an integer k(n). Let k — max {3, k(n)}. Sup-
pose plf p2, , p2k are points in Bd C and U is an open set containing
Bd C. It suffices to show that one of these points has a neighborhood
V such that each loop in V — Bd C is nullhomotopic in U — Bd C.

Step 1. Preliminary constructions. There exists a collection of
mutually exclusive disks Dly •••, D2k on BdC with p^elntA (i — 1>
• • ,2&). Furthermore, BdC contains another collection of mutually
exclusive disks E19 , Ek such that for i = 1, , k

Aί-i U D2i c Int Ei .

We consider C to be embedded in Sz so that the closure of Ss — C
is a 3-cell [8, 10]. We select a point b of IntC and construct arcs
Blf , B2k such that (1) distinct arcs Bt and Bό intersect only at the
point b, (2) the endpoints of B{ are b and pi9 and (3) Bt is locally
tame mod pt (i = 1, , 2k).
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By Theorem 1 of [3] there exist pairwise disjoint annuli

A*, A*, , A*., Ef, E*, ., Eϊ

in Sz such that
(4) B d A ^ B d A and BdEfz)BdE3,
(5) A*Γ)BdCcA,
(5') Ef Π Bd C c Ed - ( A M U DU),

(6) (U(BdA* -BdA))U(U(Bdj&; - B d ^ ) ) c I n t C ,
(7) A*(^*) is locally polyhedral modBd A (Bd£y, and
(8) ((uAίt)u(uί?;))n(uA) = 0.
If a surface approximating Bd C is to intersect the D*'s and Ef's

properly, we must force it to lie very close to Bd C. To do this,
first we thicken certain subsets of Bd C, thereby obtaining mutually
exclusive open sets W09 Wu , WBk such that

FIGURE 1
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(9) W.nCdU- (({jBdDf)U(ΌBάEf)),

(10) W0^BdC - ( ( U A ) U ( U ^ )),
(11) TΓiDlntA (i = 1, -- ,2k),

(12) Wafc+i 3 Int Et - (A*-i U A*) (i = 1> , ft),
(13) (U TF, ) n JB* = F i Π B< (i = 1, , 2k).

In addition, we require that Bd Dζ Π Cl Ws Φ 0 only if s = 2& + i
or s = i and Bd E5 n Cl TF8 Φ 0 only if s = 0 or s = 2k + j. Then
we construct a neighborhood Y of Bd C — U TF* such that Y Γ) C c U
and any arc in Int C f) (YI) (I) W$) from a point of TF* to a point of
PΓy intersects all the annuli in between. For example, if A is an
arc from Wo to W19 then A intersects both Ef and Df.

By hypothesis Int C contains a cube with n holes ikί such that
C - ( 7 U ( U "FT,-)) c Int M. Without loss of generality, we assume that
Bd M is polyhedral and in general position with respect to

(UlntJS?;)U (Ulnt Df) .

Step 2. A special disk in Bd M. Let G denote the collection of
those components of Bd M f] (U Ef) U (U Df)) which are essential simple
closed curves in any annulus Ef or Df. Each annulus Ef(Df) contains
a curve in the collection G, because Bd M separates the components
of Bd^KBdA*).

In the next paragraphs we show that at least one of the curves,
in G bounds a disk in Bd M. Suppose the contrary. From Lemma 1
we find that Bd ikf contains an annulus A such that Bd A = Jr U J8>
where Jr and Js are essential curves on Ef and Ef, respectively, and
r Φ s. This reduces to the case in which each component of
Int A Π (UEf) bounds a disk in UEf. Assume r Φ 1 Φ s.

Case A. No component of A Π (U Ef) separates the components
of Bd A. Let L be a simple closed curve in S3 — (Ef (J Ef) such that
L π C = B2 U B2r. It follows from the constructions of Step 1 that
each point of L f] A is separated (in A) from Js by a component of
Int A n (Ef U Ef); thus, by trading certain disks in Int A for disks
in Ef U Efy we see that Jr and Js are homotopic in S3 — L. But
this is impossible, since Jr links L and Js does not.

Case B. Some component of A Π (U £?*) separates the components
of Bd A. By considering all components of i n ((UEf) U (UDf)), we
find that A contains an annulus A! such that no curve in

IntA'Π((UEf)U(Df))

is essential in A' and J r c B d A \ Let J ' denote the other component
of BdA', and without loss of generality assume that J"ΠA* — 0 -
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Let U be a simple closed curve in S3 - ((\jEf) U (UA )) such that
U Π C — B2 U B2r. Each point of U Π A' is separated in A' from either
Jr or J ' by IτAA'((\jEf) U (Uΰ*))> and each curve of this intersection
bounds disks in both A' and (UEf) U(UA ) Hence, by the usual
disk trading, we see that Jr is homotopic to /' in S3 — U. Again
this leads to a contradiction, for Jr links I/; on the other hand, J'
either is contained in A*-i or is an inessential curve in some Ef, which
implies that J' does not link U.

Neither of the two cases can occur. Consequently, some simple
closed curve J in the collection G bounds a disk in Bd M.

Step 3. A neighborhood V of one of the points pit Correspond-
ing to one of the points, say piy there exists a disk D c Bd M such
that BdD is an essential curve in Z)*, but each component of Int
D n (UA*) bounds a disk in UA Repeating this process, it follows
that for one of the p/s, say pι again, and for each open set Uf con-
taining Bd C, there exists a polyhedral disk E in U' Π Int C such that
BdE is an essential simple closed curve on Df but each component
of (Int Ef) (UA )) bounds a disk in UA*

To find the desired open set in C, let V be a spherical neighbor-
hood of p, such that F ' n C c W19 and define V = F ' ί lC. For any
loop L in F — Bd C, another linking argument shows that L is separated
from Bd C (in F) by some disk E c U as described above. Since L
is contractible in V, it follows from [5, Lemma 1] that L is con-
tractible in U — Bd C This completes the proof.

THEOREM 3. Suppose C is a crumpled cube such that LG(Int C) <
oo and C contains at most one nonpiercing point. Then Int C is an
open 3-cell.

Proof. Assume C is embedded in S3 so that the closure of S3 — C
is a 3-cell K [8, 10]. Equivalently, we show that K is a cellular
subset of S\

Let Q denote the finite set of points of Bd C given by Theorem
2, p the nonpiercing point of C (the argument when C has no non-
piercing point is essentially the same), and U an open set containing
K. There exists an open set V containing K such that loops in
V — K are null-homotopic in U — (Int K U p). Let / be a map of a
disk Δ into U - (Int K U p) such that /(Bd J) c F - K. It follows
from [12, Th. 2] and techniques of [2, Th. 4.2] that / can be adjusted
slightly at points of Int A so that f(A) Π Bd C is O-dimensional and
f(Δ) Π Q = 0 . Finally, there exists a finite number of mutually ex-
clusive simple closed curves Sly •••£?* in Δ whose union separates
Bd J from f~ι(f(Δ)) n BdC) and such that / | ^ is null homotopic in
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U — K (i = 1, , k). This implies that f\BdΔ extends to a map
of Δ into U — K. According to McMillan's Cellularity Criterion [11,
Th. Γ], K is a cellular subset of S\

3* Topological collapsing* The following result generalizes
Theorem 1 of [13]. The argument below necessarily differs from
McMillan's, since we have no mapping criterion to determine the finite
limiting genus condition.

THEOREM 4. Suppose K is a finite connected simplίcial complex,.
L a subcomplex of K such that K collapses to L, and h a homeomor-
phism of K into S3 such that LG(S3 — h{K)) — n. Then

LG(S3 - h{L)) ̂  n .

Proof. It is sufficient to show that the result holds if L is
obtained from K by a single elementary collapse. Suppose that σ is
a principal simplex of K, τ is a proper face of σ such that τ is a
proper face of no other simplex in K, and

L = K - Int σ - Int τ .

We consider the case when σ is a 3-simplex, because the applications
of Theorem 4 in this paper can be viewed as involving collapses of
this type only; for the remaining cases a similar argument applies.

Let U be an open subset of SB containing h(L). There exists a
neighborhood Z7* of h(L) in U such that some component Z of h(σ) — Ϊ7*
contains h(σ) — U. Using [4, Th. 4] we find a tame disk D in
Ϊ7* — h(L) such that Bd D Π h{K) = 0 and exactly one of the com-
ponents of D Π h(σ) separates Z from h(L Π σ) in h{σ).

There exists a neighborhood W of h{K) such that W Π Bd D = 0
and W can be deformed to h{K) in S3-Bd D by a homotopy keeping
h(K) pointwise fixed. For each point a? in U Π /̂ (iΓ) define an open
set Nx as

jV. - {y e S 3 ! ^ , ») < p(x, Bd ?7 U Bd W)}

and for each point x in Λ(σ) — U define ^ as

ΛΓ. = {V e SΊ<Φ, y) < <Φ, D U Bd TF)} .

Then let V=\J.*kiκ)Nβ.

Claim. D Π V separates Z from h(L) in F, and i7 contains the
component Y of V — D that contains

Suppose there exists an arc a in V — D from a point of Z to a
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point of h(L). Then a is homotopic in S3 — BάD (with endpoints
fixed) to a path a! in h(K), and a! is homotopic in h(K) (with end-
points fixed) to a path α* such that a* π £> consists of a finite set
of points at which α* pierces D. But then the number of such points
must be even, contradicting the separation properties of D in h(K).

To establish the other part of the claim, suppose there exists a
point y in Y — U. Then y eNx for some x in h(σ) — U. Let A be
the straight line segment from y to x in Nx, and let 5 denote an arc
from y to h(L) in F. Since A U B does not intersect D, deforming
A U J5 to a path in &(if) leads to a contradiction as before. This
completes the proof of the claim.

By hypothesis S3 — h(K) contains a polyhedral cube with w holes
H such that Int £Γ=> S3 - F. We adjust H slightly so that Bd Hf]D
consists of a finite number of simple closed curves. Note that D U
(Bdiϊn U) separates h(L) from h(σ) — U (inS3). Thus, the unicoher-
ence of S3 — D implies that some component F of Bd H — D, where
Fez U, separates h(L) from h(σ) - U in S3 - D.

We observe that Cl F is a disk with k (k ^ n) handles and (possi-
bly) some holes. By attaching disks to BdF near D, we see that F
is contained in a sphere with k handles Sk in C1(S3 — h(L)) and that
Sλ bounds a cube with fc holes M satisfying

S 3 - ί / c J I ί c S 3 -h(L) .

This implies that LG(S8 - h(L)) ^ w.

4* The number of nonpiercing points •

THEOREM 5. If C is a crumpled cube such that LG(Int C) — n
(1 ^ n < oo), ί^e^ C fcαs αί mosέ ^ nonpiercing points.

Proof. Suppose to the contrary that C contains at least n + 1
nonpiercing points plf , pn+ί. As before we assume C is embedded
in S3 so that the closure of S3 of S3 - C is a 3-cell i ί [8, 10]. Let
h denote a homeomorphism of a 3-simplex A3 onto £Γ.

Some triangulation K of J3 collapses to a subcomplex L such
that h(L) is a 3-cell locally tame except at pl9 , pk+1; thus, each
point j)4 is a nonpiercing point of C1(S3 — λ(L)). Theorem 4 gives
that LG(S3 — h{L)) ^ n. This leads to a contradiction, however, for
either [6, Th. 2] or [14, Th. 1] implies that C1(S3 - h(L)) has at most
n nonpiercing points.

COROLLARY. If C is a crumpled cube such that LG(Int C) ^ 1,
then Int C is an open 3-cell.
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The techniques used to prove Theorem 5 can be reapplied to obtain
the following result.

THEOREM 6, If H is a cube with k handles in S3 and

LG(S 3 - H) = n ( l ^ n < oo) ,

then Bd H is pierced by a tame arc at all but (at most) n — k of its
points.

To describe the number of nonpiercing points precisely requires
some additional definitions. Let A be an arc in Sz locally tame modulo
an endpoint p. The local enveloping genus of A at p, denoted LEG
(A, p), is the smallest nonnegative integer r (if there is no such in-
teger r, LEG(A, p) — oo) such that there exist arbitrarily small neigh-
borhoods of p, each of which is bounded by a surface of genus r (a
sphere with r handles) that intersects A at exactly one point. Chapter
4 of [14] gives illustrations of arcs An, each locally tame mod an
endpoint pnf such that LΈG(An, pn) — n (n — 1, 2, , oo).

Let B = {(x, y, z) eEz\x* + y2 + z2 ^ 1}. Let / be a homeomor-
phism of B onto a 3-cell C in S3, and p a point of Bd C. The local
enveloping genus of C at p, denoted LEG(C, p), is defined by

LEG(C, p) - LEG(/(α), p) ,

where a is the line segment in B from the origin to f~\p).

THEOREM 7. If C is a 3-cell in S3 such that LG(S3 — C) = n
(2 S n < oo) and pL, , pk are the nonpiercing points of Sz — Int C,
then

n = Σ LEG(C, p^ .
t = l

Proof. As in the proof of Theorem 5, let h be a homeomorphism
of a 3-simplex Δz onto C. Some triangulation of Δ% collapses to a
subcomplex L such that h(L) is a 3-cell locally tame modulo U p*. It
follows from the definition of local enveloping genus that the subcom-
plex L can be chosen to satisfy

LEG(C, ft) - LEG(h(L), ft) (i = 1, •••, Λ) .

Since LG(S3 - fe(L)) ^ w, Theorem 6 of [14] implies

n^ΣLEG(h(L), ft) - J£LEG(C, ft) .

Let U be an open set containing C. To establish the inequality
in the other direction, we shall find pairwise disjoint disks with handles
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G19 , Gk in U — UPi subject to the following conditions: the number
of handles on G* is bounded by LEG(C, p^, Bd G{ bounds an annulus
A* in Gi such that G = Cl (G{ - A{) is contained in U - C, Int A* Π Bd C
is contained both in a null sequence of pairwise disjoint disks in
Bd C — UPi and in a null sequence of such disks in Int Au and UBd G{

bounds a disk with (k — 1) holes in BdC— Ujp*. Furthermore, G{

can be obtained arbitrarily close to pζ. Thus, in the next two par-
agraphs we describe how to find one such surface Gx near plm

In Bd C there exists a Sierpinski curve X locally tame mod p1 and
containing pι in its inaccessible part. By removing a null sequence
of nice 3-cells from C we obtain a 3-cell C* such that C* n Bd C = X
and C* is locally tame mod pλ. It follows from the definition of local
enveloping genus that arbitrarily close to pί is a surface H such that
H n C* is a disk D, with D n Bd C* = Bd J9, and px lies interior to
the small disk on Bd C* bounded by Bd D. Adjust H near Bd C* so
that Bd D lies in the inaccessible part of X. Without moving any point
of D adjust H further so that the nondegenerate components of
(H — D) Π Bd C comprise a null sequence of simple closed curves
and that (H - D) n C* = 0 [4, Th. 4J. Hence,

(IT - 2?) Π X - 0 .

Now consider the component K of H — C whose closure contains
Bd D. Associate with each simple closed curve S3- of (Bd K — Bd D)
a disk Fj in C — C* such that

(1) Fjf)BdC = BdFj = Sj,
(2) ^ 0 ^ = 0 if SjΠSk = 0 ,
(3) lim^oo diam Fs = 0.

Define GL = (Ui^ ) UCliΓ. Then Gx is a disk with handles, and the
number of handles is bounded by LEG(C, pλ). Note that Bd Gt = Bd D.
Since components of (Gt — Bd Gx) U C are either arcs or points, we can
readily obtain an annulus A1 in Gλ such that Bd Ax contains Bd Gλ and
Int Aλ contains (Gx — Bd Gt) Π C, and now the remaining requirements
on Gx must be satisfied.

Applying Theorem 2 and techniques from the proof of Theorem
3, we find a map / of a disk with (k — 1) holes E into U — C such
that

f(E) n Gί = f(BάE) Π G[ = BdGl (i = 1, . . , fc)

and / has no singularities near Bd E. According to [9, Lemma 1]
there exists a homeomorphism / ' of E into U — C such that

f(E) n G< = /'(Bd#) Π Gί = BdG^ (i = 1, •••, k) .

Thus, if S denotes f'(E) U (UG ), S is a sphere with handles, and
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the number of handles is bounded by ΣLΈG(C, }><). Moreover, S can
be obtained so as to separate S3 — U from C. Finally, since U is an
arbitrary open set, we have that

n ^ Σ LEG(C, p4) .

5* Semi-cellular subsets*

THEOREM 8. Suppose C is a crumpled cube such that

2 ^ L G ( I n t C)< oo ,

and X is a nonseparating subcontinuum of Bd C containing only
piercing points of C. Then X is semi-cellular in C.

Proof. Let p19 , pk denote the nonpiercing points of C, and D
a disk in Bd C — U ft whose interior contains X. If C is embedded
in S3 so that C1(S3 - C) is a 3-cell K, then K collapses to a 3-cell K!
which is locally tame mod (D U ft), with p1 a nonpiercing point of
S3 - Int IT = C. According to Theorem 4, LG(Int C") < oo. Since
each point of D is a piercing point of C", it follows from Theorem 3
that I n t C is an open 3-cell. Then X is semi-cellular in C [7, Lemma
2.7]; clearly X must also be semi-cellular in C.

Theorem 8 can be applied to characterize those sewings of two
crumpled cubes which yield S3, when one of the crumpled cubes has
finite limiting genus. With minor changes, such as in the references
to the number of nonpiercing points, we can use the proof of [7, Th.
5.7] to prove Theorem 9.

THEOREM 9. Suppose Ct and C2 are crumpled cubes, h is a
homeomorphism of Bd Ct to Bd C2, and LG(Int C2) < oo. Then Ct [Jh C2 =
S3 if and only if each nonpiercing point of d is identified by h
with a piercing point of C2.
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CHARACTERIZATION OF SEPARABLE IDEALS

B. L. ELKINS

A ά-algebra A is called separable if the exact sequence
of left Ae = A® ̂ -modules: 0 -̂> J~> A* —+ A ~+ 0 splits, where
φ(a<S)b°) = a-b; a two-sided ideal Sί of A is separable in case
the Λ -algebra A/St is separable.

In this note, we present two characterizations of separable
ideals. In particular, one finds that a monic polynomial
fe k[x] generates a separable ideal if, and only if, / = g1 gs,
where the gι are monic polynomials which generate pairwise
comaximal indecomposable ideals in k[x], and f(a) is a unit
in k[a] = k[x]lf-k[x] (a - x + f-k[x\).

Throughout this paper, we assume that all rings have units and
all ring morphisms preserve units, further, all modules will be assumed
unitary. We will denote the center of the ring A by Z(A). Each
fc-algebra A induces an exact sequence of left Ae = A 0 * A°-modules:

(1) 0 >J >Ae-^>A >0

where φ{a(&b°) — α δ.

DEFINITION 2 [1]. A will be called a separable ^-algebra if the
sequence (1) splits. More generally, a two-sided ideal §ί in the
fc-algebra A will be called a separable ideal if the quotient algebra
Aj% (k—*A-+ A/SC) is separable. Denote by Sepk (A) the set of all
such ideals in A; of particular interest is the subset Sep* (A) of all
separable ideals SI for which A/31 is a protective ^-module.

PROPOSITION 3 [6]. Let A be a k-algebra.
(a) St e Sepfc (A) Λ 21 ^ SI' => Si' e Sep, (A) (SI' is any two-sided

ideal of A).
(b) // (§!<)?=! c Sepfc (A) is a family of pairwise comaximal

ideals, then Π?=i ̂  e Sep* (A).

The following result found in [1] provides a criterion for answer-
ing the question, is Sep* (A) = 0 or Sepfc (A) Φ 0 .

PROPOSITION 4. Let A be a k-algebra, and let K be a commutative
k-algebra. If φ(§: J) ®fc K generates Z(A) (g)fc K as an ideal, then
A§§kK is a separable K-algebra.

COROLLARY 5. (a) If a < k is an ideal such that
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then a A e Sep& (A).
(b) If Z(A) = k, and either φ(0: J) is not nil or ψ(0: J) S R^d (k),

then Sepfc (A) Φ 0 , where Rad (k) is the Jacobson radical of k.

1* Representation of separable ideals*

THEOREM 1.1. Let A be a k-algebra and 21 e Sepfc (A). If the
k-module A/2ί i/ o/ ./miίe type, then for each maximal ideals m < k,
there is a family (Mi)ί=i c: Sepfc (A) o/ maximal two-sided ideals such
that

(1.2) 21 + (m A) = Afi Π Π ΛΓ. .

Proof. For each maximal ideal m<k, the ά/m-algebra &/w® A/21
is separable and of finite type as a Λ/m-module, it follows from [2]
Proposition 3.2 that fc/m ® A/St ~ (A/St)/m(A/8t) = A/(m-A + 2t) ~
•Bi θ θ -B i where each JB̂  is a simple &/m-algebra with Z{B^
being a separable field extension of k/m; in particular, each Bt is a
separable ά-algebra. Denoting by M{ the kernel of the mapping
A —»4/(mi + 2t) —> 5ί, we find that the family (ikQLi has the desired
properties.

REMARK 1.3. If, in (1,1), we assume 2ίeSepί(A), it follows
from (1.1) of [9], that we can drop the assumption that A/2ί is a
A -module of finite type.

We obtain immediately from the local criteria for separability
([2], p. 100) the following theorem.

THEOREM 1.4. Let A be a k-algebra with two-sided ideal 2ί such
that the k-module A/21 is of finite type. Suppose either that k is
Noetherian or that A/21 is a protective k-module.

If, for each maximal ideal m < k, 2t -f m-A has a representa-
tion (1.2) with separable maximal ideals, then 2ί e Sep*. (A).

COROLLARY 1.5. Let k be a field.
(a) 2ί is a separable maximal ideal of A if, and only if, A/2ί

is a simple k-algebra whose center is a separable field extension of k.
(b) 21 e Sepfc (A) if, and only if, 21 is the intersection of a finite

family of separable maximal ideals of A.

REMARKS 1.6. (1.5) generalizes a result of [6] where a different
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definition of % e Sepfc (A) is given. (1.5) also leads to the following
fact. For a field k, fek[x] generates a separable ideal if, and only
if, f(a) is a unit in k[a] = k[x]/f k[x], a = x + /&[#], and / is the
product of distinct polynomials of k[x].

DEFINITION 1.7. [5]. A monic polynomial fek[x] is separable if
the ideal fk[x] is separable.

PROPOSITION 1.8. If fek[x] is separable, then f'(a) is a unit
in k[a]: = k[x]ff k[x].

Proof. Assume, first, that k is local with maximal ideal m
Denote by / the reduction of / modulo m, then

k[x]l(m, f) ^ k/m ®fc k[a] ̂  k/m[x]/fk/m[x] = k/m[a]

is a separable &/m~algebra, hence / i s a separable polynomial. Whence,
by (1.6), / = gx gs in k/m[x]f where each g{ is irreducible and /'(a)
is a unit in k/m[a].

Now suppose f'(a) is a nonunit in k[a]; by [7], p. 29, Lemma 4,
each maximal ideal of k[a] has the form (^(α), m), where ^ e k[x]
has reduction ^ modulo m. Thus, /'(α) 6 (#;(α), m) for some i e [1, sj,
and this implies f'(x) e ( ί̂(x), m). But then

f{x) e ker (k[x] — fc[αj]//fc[α?] — Λ[a?l/(m, /fc[a>]) — A:[α;]/(ĝ [a;], m)) ,

so that /'(α) could not be a unit in fe/m[α]. This contradiction
establishes our claim that f'(a) is a unit when k is local.

In general, observe that f{a) is a unit in fc[α] if, and only if
fU^m) is a unit in &m[αm] •= km (&h k[a] for each maximal ideal m < kf

and then apply the foregoing result.

PROPOSITION 1.9. Let fek[x] be a monic polynomial satisfying
the conditions.

(i) f(a) is a unit in k[a] = k[x]/fk[x];
(ii) f(oή=fι'"f8 in k[x], where the monic polynomials fs

generate indecomposable ideals which are pair wise comaximal.
Then f is separable.

Proof. Let m < k be a maximal ideal of k, and denote by / the
reduction of / modulo m, then f'(a) is a unit in k/m[a] = k/m ®fc k[a\.
Since / = /!*•*/• i n k/m[x]9 we see that fl — 0 in k/m[x] entails
f'^ fiQ + fid'sfikfm[x]. But this implies /'(α) in a nonunit in
&/m[α]: = Λ/m[̂ ]//&/m[a;], since fik/m[x] < &/m[ίc]. Thus, each of the
/e separable polynomials in k/m[x] which generate pairwise comaximal
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by (ii). An application of [5] (2.3) shows that / is a separable
polynomial in k[x].

COROLLARY 1.10. Suppose k has no proper idempotents and
fek[x] is monic. A necessary and sufficient condition that f be
separable is that conditions (i) and (ii) of (1.9) holds.

Proof. We need only verify that when / is separable, f — f fs

where each of the ideals fk[x] is indecomposable and they are pair wise
comaximal. But k[x]/f-k[x] has only a finite number of idempotents,
since it is a free fc-module of rank equal deg(/); hence k[x]/f k[x] =
Bji πBs, where each Bt is connected and separable as well as
protective as a jfc-module. Then, by [5] (2.9), Bi = k[x]/fik[x] and we
see that f — f /, as usual.

2* Another representation of separable ideals*

DEFINITION 2.1. Let A be a fc-algebra. The two-sided ideal
21 < A will be called decomposable if 31 = 2ίx π 2I2> where 2IL and 2l2

are proper two-sided comaximal ideals of A] otherwise 2Ϊ will be
called indecomposable. A will be called decomposable or indecomposable
according to whether or not 0 is.

THEOREM 2.2. Let k be a commutative ring without proper
idempotents. Assume 21 e Sep* (A). Then there is a unique family
(Mi)i=1 of pairwise comaximal indecomposable separable ideals of A
such that

(2.3) §i - MX n n MS .

Proof. Since the protective fc-module A/31 has finite rank, we
can write A/21 ~ Bjc πBs, where the Bi are indecomposable separable
fc-algebras. Putting Λf< = ker [A —* A/31 -+ B{] we obtain the desired
family.

If 21 = Nλ n Π Nt, where the N, are as the Mi9 then Aβί =
πA/Ms = A/iŜ TΓ πA/Nt implies that

1 = e, + + es = f + + ft, eiy f5

being orthogonal central idempotents. Since all the factors are in-
decomposable, for each i there is a unique j such that fi = fe^
hence ί <Ξ 5, and by symmetry, s ^ ί, so s = ί. The indecomposability
also implies (after reordering) that e* = /4, so that

Mi = ker [A ~> (A/2t)eJ - ker [A -^ (A/2t)/J = i\Γ, ,
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completing the proof.

REMARK 2.4. (2.2) generalizes a result obtained in [5], see p. 471,
(2.10).
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A COMPARISON OF TWO NATURALLY ARISING
UNIFORMITIES ON A CLASS OF

PSEUDO-PM SPACES

Z. FlEDOROWICZ

In this paper, we shall consider an important class of
probabilistic pseudometric spaces, the so-called pseudometrically
generated spaces, i.e., spaces with a collection of pseudometrics
on which a probability measure has been defined. Specifically,
we shall examine the relationship between the uniformity
introduced on the space probabilistically by means of the so-
called ε, λ uniform neighborhoods and the uniformity obtained
by considering all the uniform neighborhoods generated by
each of the pseudometrics as a subbase.

A probabilistic metric (PM) space is a pair (S, &~) where S is a
set, &~ is a mapping from S x S into Δ, the set of all one-dimensional
left continuous distribution functions, whose value ^(p, q) at any
(p> q) e S x S is usually denoted by Fpqy satisfying

(I) Fpp - H
(II) Fpq = H implies p = q
(III) 2^,(0) = 0
(IV) Fpq = Fqp

(V) Fpq(x) = Fqr(y) = 1 implies Fpr(x + y) - 1,
where H is the distribution function defined by

m = I0'" ~ °
(1, x > 0 .

A Menger space is a triple (S, &~, T) where (S, ^~) is a PM
space, T is a mapping (called a ί-norm) from the unit square [0, 1] x
[0, 1] into [0, 1] which is nondecreasing in each place, symmetric, as-
sociative, satisfies boundary condition

Γ(α, 1) = α ,

and with the additional property

(Ym)Fpr(x + V)^ T(Fpq(x), Fqr{y)) .

A probabilistic pseudometric (pseudo-PM) space is a pair (S, ^~)
satisfying (I), (III), (IV), and (V). Similarly, a pseudo-Menger space
is a triple (S, J^ T) satisfying (I), (III), (IV), and (Vm).

For further information on the basic properties of PM spaces,
the reader is referred to Schweizer and Sklar [3].
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DEFINITION 1. A metrically generated (MG) space is a PM space
(S, J?~) together with a probability space ( ^ , ^ , μ) such that £& is
a set of metrics on S and such that for any (p, q) e S x S and any
x > 0

( 1 ) { d e ^ : d(p, tf) < x} e ^ .

and

( 2 ) FPff(aj) - μ{d e ^ r : d(p, 9 ) < x} .

A pseudometrίcally generated (pseudo-MG) space is a pseudo-PM space
(S, &~) together with a probability space ( ^ , ^ , μ) of pseudometrics
on S such that conditions (1) and (2) hold.

In the sequel, we will use the notation (S, ^\ 3f, &, μ) to denote
MG and pseudo-MG spaces.

In his paper [5], R. Stevens showed that any MG space is a
Menger space under the £-norm Tm where

Tm(a, b) = max {a + b - 1, 0} .

His proof may be easily generalized to show that any pseudo-M? space
is a pseudo-Menger space under Tm.

DEFINITION 2. Let S be a set and let ^ be a collection of
pseudometrics on S. Then the gage uniformity of 3f on S (denoted
by ^/^) is the uniformity generated by the following subbase

[{(p, q)eS x S: d(p, q) < x}]de^tX>0 .

It is shown in Kelley [1] that any uniformity on a set may be
regarded as the gage uniformity of some collection of pseudometrics
on that set.

THEOREM 1. Let (S, J^~, T) be a pseudo-Menger space with the
property that sup x < 1 T(x, x) = 1. Then the sets

U(ε, λ) = {(p, q) eS x S : Fpq(e) > 1 - λ}

form a base for a pseudometrizable uniformity on S.

The above theorem was proven by Schweizer, Sklar, and Thorp
[4]. Since pseudo-MG spaces are pseudo-Menger spaces under Tm, a
continuous ί-norm, it follows that the sets
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U(ε, λ) - {(p, q)eSxS: Fpq(e) > 1 - λ}

- {(p, q) : μ{d e 2f\ d(p, q)< ε} > 1 - λ}

form a base for a uniformity on the pseudo-MG space (S,
This uniformity will be referred to as the ̂  uniformity and will be
denoted by ̂ > .

Given a pseudo-MG space (S, _^; ̂ , . ^ , μ), it follows from the
above that we can put two uniformities on S, namely the gage uni-
formity <ZSS and the ^ uniformity ^ r . A natural question that
arises is whether there is any relationship between the two uniformities.
We shall first examine this question for pseudo-MG spaces generated
by a countable family of pseudometries.

THEOREM 2. If (S, J^Ί &, &, μ) is a pseudo-MG space and &
is countable, then ^ > £Ξ ^S&.

Proof. We shall first show that & = 2*.

First of all, since for any (p, q) e S x S and any ε > 0

{d e 3ί\ d(p, q) < ε} e <5$ ,

it follows that its complement {d: d(p, q) ̂  ε} is also ^-measurable.
Similarly

{d: d(p, q) ̂  ε} = f| \d: d{p, q) < ε + —} e & .

Hence, we have for any (p, q) e S x S and any ε > 0

{d: d(p, q) = ε} = {d: d(p, q) ̂  ε} Π {d: d(p, q) ̂  ε} e &? .

Now pick any d0 e 2H and well order &ί — {d0} as

{d[,dί, . . . } .

Now since d0Φ d'k, there is a pair (pk, qk) eS x S for which

do(Pk, Qk) Φ dr

k{pk, qk) .

Hence it follows that

oo

{̂ o} = Π {d: d(pk, qk) = do(pk, qk)} e & .

Since any subset of 3f is a countable union of unit sets {d}, it follows
that & = 2s.
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To show that ^ V £ ^W> it suffices to show that any base element
Z7(ε, λ) of ^V, contains a base element

V = Π {(P, 9): d(j>, ί) < ed} ,

of ^ ^ , where A is a finite subset of 2f and each εd > 0. Well order
3f as

{(Zi, C?2, } .

Clearly

Pick w large enough so that

Let V be defined by

V = ή {(P. ί ) : d*(i>, ? ) < ε} .
Λ = l

Clearly, if (p0, g0) e F, then

and

1 - λ < μ(v {dkή ^ ^{d: d(pOf ffo) < ε} = FPoqo(ε) ,

so that (p0, q0) e Z7(ε, λ). In other words,

FSί7(β, λ),

which is what we wished to prove.

THEOREM 3. Let (S, ^~; 3f, &, μ) be a pseudo-MG space with
the property that Si is countable, and μ is nonzero on all nonempty
measurable subsets of &. Then *&& = ^V.

Proof. In view of the preceding theorem, it is sufficient to show
^ S % " . In the proof of the preceding theorem we have already
shown that all subsets of 3f are /^-measurable. It follows that

> 0 f° r a n y doe &- Now, for any s > 0,

μ{d: d(p, q) < ε} > 1 — μ{d0} implies do(p, q) < ε .
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It follows that

U(6, μ{d0}) £ { ( p , q) : do(p, q)< s} .

Taking finite intersections, we have that any base element of *%ss

contains a base element of ^ > and the desired result is an immediate
consequence of this.

THEOREM 4. Let (S, ̂ ~; £&, &, μ) be a pseudo-MG space suck
that £& is countable. Let £&'£& be defined by

3? = {de 3f\ μ{d) > 0} .

Then ^jr = ^ , .

Proof. Let {2f\ &\ μf) be the probability space naturally induced
by ( ^ , &, μ). By the previous theorem, the ̂ 9 uniformity of (S,
&~'\ 3f\ &', μ'), ^V/, is equivalent to "U^,. Since ^ - &' is a
countable union of sets of ^-measure 0,

F'vq(x) - μ'{d e 3f'\ d(p, q)<x} = μ{d e &\ d(p, q)< x} = Fpq(x) ,

SO that ^fjr = ^jr, = %ί&,.

Thus, we have essentially solved our problem for spaces generated
by a countable family of pseudometrics. It is reasonable to ask whe-
ther any of these results can be extended to arbitrary pseudo-ikTG
spaces. The following example shows that this is not the case.

EXAMPLE 1. Let S be the set of all real-valued measurable func-
tions on the unit interval [0, 1]. For any t e [0, 1] define a pseudome-
tric dt on S by

*(/ι/*) = !/(<)-/*(«) I

for any /, /* in S. Let 2f = {dt: t e [0, 1]}, and let μ be the pro-
bability measure on £& induced by the Lebesgue measure on [0, 1].
Let &~\ S x S -> Δ be defined by

J H / , /*)(») = μ{dt: dt(f, /*) < x) .

Hence (S, ̂ \ 3f, &, μ) is a pseudo-M? space. (The pseudometrics
dt may be interpreted as giving the distance between two particles
at time t)

It is easy to show that ^ > and ̂ ^ are not even comparable.
For two particles may be close to one another at any finite number
of instants but still be far away from each other the rest of the time.
Conversely, given our finite number of instants we can find two
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particles which are far apart at these instants but arbitrarily close
to each other at all other times.

However, the question still remains, whether any of our results
on countably generated pseudo-M? spaces can be generalized to the un-
countable case when sufficiently strong restrictions are placed upon the
generating family of pseudometries. A natural restriction that comes
to mind is the requirement that all the pseudometrics be comparable.

DEFINITION 3. Two pseudometrics dx and d2 on a set S are said
to be comparable if one of the following relations holds

( i ) d,{p, q) ^ d2(p, q) for all (p, q)eS x S; or

( i i ) d2(p, q) ^ dγ{p, q) for all p, q e S x S.

DEFINITION 4. A linearly ordered set (S, ^) is said to be countably
bounded if there exists a countable subset A g S such that for every
element seS, there exists an element aeA such that s <£ a.

The real numbers with the usual ordering are countably bounded
where as the collection of ordinals less than the first uncountable is
not countably bounded.

THEOREM 5. Let (S, &~\ £&> &, μ) be a pseudo-MG space, such
that any two pseudometrίcs of & are comparable. If £z? is countably
bounded under the induced linear ordering, then ^ V C *&&•

Proof. If £& has an upper bound, this result may be proven
very easily. If 3? does not have an upper bound, then neither does
A, the countable bounding set, and we can construct from A a strictly
increasing sequence {dk}ΐ=1 such that for every d e 2$, there exists a
k such that d < dk.

Let (pk, qk) be a point of S x S such that dk(pk, qk) < dk+1(pk, qh).
Let Ak be defined by

Ak = {de 3f\ d(pk, qk) < dk+1(pk, qk)} .

It is obvious that {Ak}^t forms an increasing sequence of ^-measurable
sets. It is also obvious that lim^oo Ak = &, whence lim^c* μ(Ak) =
μ(&) — 1. Thus for any λ > 0 there exists a N such that μ(AN) >
1 — λ. Hence for any d e AN

dN+1(p, q) < ε implies d(p, q) < e

and

μ{d: d(p, q) < ε} ^ μ{AN) > 1 — λ ,

so that

{(p,qy.dN+ι(p,q)<ε}^U(s, λ)
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which proves that % . £ % .

Theorem 5 might seem to indicate that perhaps ^ V £ ^ holds
for all pseudo-MG spaces with comparable pseudometrics. But even
this is false as the following example shows.

EXAMPLE 2. Let Ω denote the set of all ordinal numbers less
than the first ordinal having the power of the continuum. Let φ
denote a one-to-one correspondence from the closed unit interval / =
[0,1] onto Ω. Now define a function / „ : ! — • / for every yel as
follows:

1, if φ(x) ^ φ{y)

a/4, if 9?(a?)

Also define for every y el a function dy: I x I—+R by

(0, if ^ = £2

Define a measure μ on the Boolean tf-algebra & of 2^ (where
& — {dy: 7/ e /}) consisting of all subsets of £& which have a cardinal
numbers less than that of the continuum and of the complements of
these sets by

0, if card (A) < <£

1, if card (& ~ A) < ® .

One may easily verify that μ satisfies all the conditions for a pro-
bability measure.

It may also be easily verified that dy is a metric on I for every
y e l and t h a t <p(yx) < φ(y2) implies t h a t dyι(x19 x2) ^ dV2(xly x2) for every

(x19 x2)el x / .

To show /, ^ , and μ determine an MG-space, it suffices to show
that for (x0, zo)el x I and any ε0 > 0, the set

{dy e 3f\ dy(x0, z0) < ε0}

is ^-measurable. If x0 — z0 or ε0 > 2, this is obviously true. If ε0 <̂

2, let xf = ^"^max {<p(x0), <p(̂ o)}} Then

A = {dy e Sf\ dy(x0, z0) < ε0 ^ 2} S {dy e &: φ{y) < <p{x')} = B ,

since if φ(xf) ^ φ(y) held, then φ(x0) g φ(y) and φ(zQ) ^ φ(y) and

ώ,(̂ o, ô) = Λ W + Λ(«o) = 1 + 1 = 2 .
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We have card (23) < (£ and so card (A) < (£. Hence A is //-measurable
and μ(A) = 0.

We shall now show that the proper inclusion ^ v g ^ v holds>
(instead of % - g ^ ) . We have

Z7(l, i) = {x19 x2) e I x I : μ{dy: dy(x19 x2) < 1} > i} = Z),

where Dz is the diagonal set on I x I, since, as shown in the preced-
ing paragraph, xt Φ x2 implies

μ{dy: dy(xlf x2) < 1} = 0 .

To show that proper inclusion holds, assume the contrary. Then,
we would have to have

n

for some {cZ ĵLi and {εjf=1, e4 > 0. Let

ε0 = min {εx, ε2, , ε%} and (ZVo = max {dVι9 , ώ̂ }̂ .

Then

Since card {#: 9)(a;) ^ φ(y0)} < ^> there exist two points x0 Φ z0 in t h e

open interval (0, ε0) such t h a t <p(x0) > <p(y0) and <p(z0) > <p(yQ). Thua

dyo(xQ, Zo) = fy(xQ) + fy(zQ) = (xo/A) + fe/4) ^ (εo/4) + (εo/4) < ε0 ,

so that (xQ, zQ) e B, but (x09 z0) $ DIy which contradicts our assumption.

Hence Theorem 5 cannot be extended to arbitrary pseudo-ilfG
spaces with comparable pseudometrics. However, Theorem 5 does
admit generalization in another direction. For it may be easily seen
that a pseudo-M? space (S, &~\ 3f, &, μ) with comparable pseudome-
trics such that 3f is countably bounded, also has the property that
the gage uniformity of <2ί is also generated by some countable sub-
family J ^ S ^ , for instance the countable bounding set; i.e., <%s& =
^ ^ . We shall now show that in any pseudo-MG space with this
property, ^ > £ fs& holds. We shall derive this result by first prov-
ing an even more general result.

THEOREM 6. Let (S, &~\ 3r, έ%, μ) be a pseudo-MG space. Let
& be an arbitrary countable collection of pseudometrics upon S with
the property that ^ S ^ W Then ^ g % .

Proof. Consider the countable collection of uniform neighborhoods
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, ff): d(p, q) < — } : d e &, n = 1, 2, .

Well-order ^ as

We shall now show that for every uniform neighborhood U(ε, λ) e
there exists an M such that

For, consider the sets AmQ& defined as follows

Am = jd e ^ : Π V* S {(p, β): d(p, ff) <

Obviously {Am}̂ =1 is an increasing sequence of sets. It is also very
easy to show that lim^oo Am = &f. Now extend μ to an outer measure
μΐ on 3f by defining

μf(A) = inf {/i(J5): A S ΰ a n d ΰ G ^ } .

It may be shown (see, for instance, Munroe [2], p. 99) that μf is a
regular outer measure on £gr. We then have

\imμ*{Am) = μ*(li

Therefore, there exists an M such that

μf(Ax) > 1 - λ .

Now if (p0, g0) e Π £ i Vi9

AMS{de 3f\ d(p0, q0) < e} .

Hence

μ{d e 3t\ d(p0, q0) < ε} ^ μί(Aκ) > 1 - λ ,

so that (p0, qQ) e U(e, λ) and f|£=i ^ S £f(e, λ). This completes the proof
that ^ ^ - S ^ ; ^ .

COROLLARY, Lei (S, &~\ 3f, 3$, μ) be a pseudo-MG space. If
there exists a countable collection & of pseudometrics on S such that
• ^ = ^W, then ΉfsrSΉfs:
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prepare this paper.
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APPROXIMATION OF WIENER INTEGRALS OF
FUNCTIONALS CONTINUOUS IN THE

UNIFORM TOPOLOGY

H. C. FlNLAYSON

The result obtained in this paper is a technique for the
approximation and estimation of error of Wiener integrals of
suitable functionals continuous in the uniform topology. For
a certain class of functionals called third degree polynomials
exact results occur at the first as well as each subsequent
stage of approximation.

Similar results for functionals continuous in the Hubert topology
are given in [1], [4], [5], [6] and [7]. In each of these papers the
functions x(s) of Wiener space are approximated by linear combinations
of the first n indefinite integrals {&(£)} of a certain complete set of
orthonormal functions {#<(*)}. The approximation for x(t) turns out
to be Σί=ιci(χ)βi(t) where the <?<(#)'s are Stieltjes integrals of x(s)
with respect to the α's. When x(t) is replaced by this approximation
in F[x(')] a standard Wiener integration formula can be applied. If
F is required to be continuous in the Hubert topology, [4] and [5]
show there is (as might be expected) considerable choice in the C.O.N.
set. However the uniform topology seems more natural to use in
Wiener space and when continuity in this topology is required it may
be there is not so large a choice. The Haar functions seem a reasonable
choice to try and it is these the author has used.

Let C be the space of real functions continuous on [0, 1] and
which vanish at zero. Let {hn(s)} be the Haar functions normalized
to be right continuous and to vanish at s = 1. The approximation
of this paper applies to F[x] if

F[x0 + x]=^ F[x0]

+ Σ \(i)\ Φi) ' xisJdwKiiXolSv , Si) + Q[xQ, x]
* = 1 JO JO

where, with \\x\\ - maxf \x{t)\, \Q[x0, x]\ ^ A||a?||DexpB(||a?0||
2 + IN!2)

with B < 1/12 and D > 0.

Notation. Let {hn(s)} be the Haar functions on [0, 1] normalized
to be right continuous and so hn(l) = 0.

Let, for n = 1, 2, 3, ,

cn(x) = - 1 x(s)dhn(s) ,
Jo
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*"(ί) = Σ
•=i

«(£, *) = Σ

en(ξ) =

(This is the kernel commonly used now whereas that used in [1], [4]
and [5] was 7Γ~w/2exp (-f2. - . . . - ξl) )

Finally let

||g|| = sup \x(t)\
ίe[0, i]

for xeC and let

p(s, t) = (23'2/π)Σ sin (k - i)πthk(s)/(2k - 1)

(that this last series converges for (s, t) e [0, 1] x [0, 1] and is, for
fixed s, continuous in t will be seen in Theorem 1. Also p(s, 0) = 0
and so, for fixed s, p(s, t) is in C and pn(s, t) can be computed).

In connection with Radon integrals the symbol \ will be used
Jo

rather than 1 (w)l and d subscripted with n subscripted s's will be re-
Jo Jo

placed by d{n). Another abbreviation is given by the following equation:

G(f(ξ), n)dμm - Γ ( Λ ) Γ en(ζ)G(f(ξ),
o J—oo J—oo

If F[x] is defined on C we define In(F) and /.(JF') by the follow-
ing equations provided the right hand sides have meaning.

ζ, )]dμn ,

= if" [{F[f„(£, •) + ^(s, •) - p"(s,

ξ, •) - |0(β, •) + p*(8, )]}dsdμn .

2. The principal theorem* The following theorem and corollary
are the main results of the paper.

THEOREM 6. Let F[x] be integrable on C and such that Jn(F):
n — 1, 2, 3, exists as a finite quantity. For each xoeC let:

Kifaolsu •••> s»)» i = It 2, 3, be right continuous and of bounded
variation in any j(j <̂  i) of the variables for the other i — j variables
fixed. For each pair [xQ, x]eC x C
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3 ri

let P[xQ, x] = F[x0] + Σ Φ i ) x(8i)d{i)K(x0\s19 , s<) .
i = l JO

F[x0 + x] = P[#o, #] + Q[#o> #] define Q[x0, x]. Then if \Q[x0, x] | ^
A\\x\\DexvB[\\x0\\2 + pll 8], where B < 1/12, and D > 0 αwd i/ αe(0,
1/2) ίfcere follows

Jn(F) - [ F[x]dx = o(^-αI)) α β ί i - o o .

Furthermore, if Q = 0 ίfee^

dα; /or eαc/z, w .= 1

COROLLARY. Under the conditions of the above theorem a specific
estimate of error is given by

JJF) - \ F[x]dx
Jc

^ A{M2l3[2a+1/na]D[2/Vl - 12B]1I&

+ [2/i/l - 4B][31/τ/5ί]1>exp [ZVB/n]

where M is the constant given in Lemma 2 with P replaced by 3D/2.

The following theorems (except Theorem 2) and two lemmas are
the main results used in the proof of Theorem 6. These theorems
are analogous to correspondingly numbered theorems in [4]. In fact
Theorems 3 and 5 are identical to those of [4] and so proofs for them
will not be given.

THEOREM 1. (i) The p(s, t) series converges, the convergence being
uniform in (s, t) e [0, 1] x [0, 1].

(ii) p(s, t) is continuous in t for each fixed s.
(iii) \\p(s, •) — pn(s, ) | | is measurable in s.
(iv) \\p(8, )-^(s, .)ll^31/n^.

(v) //, for xeC,F[x]=K0 + Σ [φi) xis^d^K^ , s,) in
i=i Jo

which the K{'s are right continuous and of bounded variation in any
j(j ^ i) of the variables for the other i — j variables fixed then

(2.1)

(The reason V2 does not appear under the p's as in Theorem 1

of [4] is the change in kernel which results in I x(s)x{t)dx being
Jc

i min (s, ί) rather than min (s, t).)
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LEMMA 1. (Ciesielski [2]). For each xeC, the graph of xn(t) is
an inscribed polygon of the graph of x(t). The graph of xn+1(t) has
at least the same vertices as that of xn(t) and {xn(t)} converges uni-
formly to x(t).

Some notation, now to be given, is used in Lemma 2 below. For
fixed xeC and ae(0, £) let φa[x] be the infimum of h > 0 such that
\x(f) - x{t")\ ^h\f - t"\a for t' and t " in [0, 1]. (that such h exists
for almost all xeC has been shown by N. Wiener [10]).

LEMMA 2. (Yeh [8]). For every a e (0, 1/2) and P > 0, the func-

tional {φa[x]}p is Wiener integrable i.e., I {φα[#]}pώ; < ©o.

In fact for any N> i max {(1 + 2a)/(ί - 2a), P},

( {φa[x]}Pdx ^ M
Jc

where

M = (2N)Ne~N{l - 21'£+β-*<1-2α)}-1Σ (m + 1)7(2ΛΓ + 1 ) < oo .

THEOREM 2. 7/ i*7^] is continuous in the uniform topology on
C and if either

( i ) F[x] is bounded
or

(ii) there exist nondecreasing G^u) and G2(u) defined on [0, oo)
such that (^[maXίeco,!]^)] and G2[m&xte{0Λ]{ — x(t)}] are Wiener integrable
and such that

K*)] + G2[max {-&
ίe[o,ι] ίe[0,i]

then

(2.2) MmJn(F) = ( F[x]dx .

Particular suitable choices for Gt and G2 are

(2.3) GL(u) = G2(^) = ikΓexp {hup} for p e [0, 2) cmd arbitrary real

M and h.

(2.4) Gx{u) — G2(u) = M exp {/m2} /or fc < \ and arbitrary real M.

THEOREM 3. If F[x] e L^C) then

\ F[x]dx - \~ \ F[x( ) - a? ( ) + φn(ξ, )]dxdμn .
JC J—ooJc
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THEOREM 4. For a e (0, 1/2) and P ^ 0,

\x - x%\\pdx ^ ikf[2α+1/^α]p

where M is as in Lemma 2.

THEOREM 5. For fixed i e {1, 2, 3}, let H(tίy , U) be right con-
tinuous and of bounded variation in any j(j <^ i) of its variables for
the other i — j variables fixed. Then there exists Nis^ , s{) of
bounded variation and right continuous such that for all xeC,

is of the form

S i

αfo) x(8i)dwN(8ιt , Si) .
0

The proof of Theorem 6 and its corollary follows. Let

e. = ί F[x]dx - Jn(F)

= ί F[x]dx

- Γ i\l{F[ir.(ξ, •) + P(S, •) - ^(β, •)]
J-oo JO

+ F[ψn(ξ, •) - p(s, •) + p*(8, -)]}dsdμn .

If now F is replaced by P + Q the integrals can be combined and,
because of Theorems 1, 3 and 5, the part involving P disappears.
(The detailed argument is exactly the same as that in [4, pp. 64-65]
where all symbols and theorems used there are to be replaced by the
corresponding ones of this paper. See also the note after (2.1))»
What is left is

\~{\ξ> •), *(•) - x*(-)]dx

£, •), Pis, •) - ρn(s, •)]

If

then
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+ [\\p(s, •) - p*(8, )\\Dex
Jo

+ \\P(S, )-pn(s, )\\2]ds}dμn.

N o w s teps a lmost identical to those of [4, p p . 66-67] w i t h \\x\

replacing [[x(s)]2ds and a2 + b2 = [(a + b)2 + (a - b)2]/2 replaced by
Jo

(2.5)

and

π
\\x\\> +

I 11 Ju — JL

VII

\ \ y \ \ 2 ^

,|rexp.

\x - xn\\

ll» + y\\2 + P

B[ | | f . ( f , OII2-f

-12/3Γ p
3 D / 2dxJ Π exp

- 2 / I I 2

• I I * -

65||a?|

yield

*nii2]ίί*W

| 2 ^ ] 1 / 3

Γ
J-o

(2.6) exp^H^s, .) - p*(s, )\\2ds ^ ί

\)\P(8, •) - Pn{s, O i r e x p ^ H ^ , •) ~ p*(8, )\\2]ds .
Jo

Finally one notes that

11 $| | = max {max x(t), max [ — x(t)]}
ίe[θ,ij ίe[0,i]

so that for Ke(0, 1)

exp (K\\x\\2) ^ exp (if {max x(t)}2) + exp (j£{max [-x(t)]}2)

and

( exp (K\\x\\2)dx ^ 2[ exp (K{maxx(t)}2)dx
(2.7) i c ] G _

- 4 exp [-(1 - 2iΓ)π2/2]^/v/(2τr) = 2/i/l - 2K.
Jo

(for the distribution of maxx(t) see [3]).

The estimate (2.7) used first with Theorem 4 and then with
Theorem 1 (iv) provides the estimates of the right sides of (2.5) and
(2.6). The estimate given in the corollary follows at once as does
also the order estimate of the theorem.

3* Proof of Theorems 1, 2 and 4* As noted in §2 after the
statement of Theorem 6, only Theorems 1, 2, and 4 remain to be
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proved. Yeh's lemma [8] and Ciesielski's lemma [2] provide a proof
for Theorem 4. The lemma due to Ciesielski will be used in the
proofs of Theorems 1 and 2. An outline of the proof of this lemma
will follow. First there will be noted that there is a natural double
indexing of the Haar functions:

a{oo)(s) ,

a{

n

k)(8): n = 0, 1, 2, ., k - 1, 2, . . . , 2n .

A corresponding double indexing applies to the β's. It will be con-
venient to speak of "the nth cycle of a's (β'&): n *> 0" by which will
be meant {a{

n

k): k = 1, 2, , 2n} (or similar for /3's). Note that a{

Q

0) is
not in a cycle. Now it is fairly easy to prove by induction than any
partial sum of the cβ-series to at least the end of the (N — l ) t h cycle
gives the value of x(t) for all t of the form l/2N: I — 1, 2, , 2N and
that the graph of this partial sum is polygonal with vertices precisely
those points where the graph of the partial sum agrees with the graph
of x{t). The conclusions of the lemma are thus obtained.

The proof of Theorem 2 follows:

First there is noted that a functional continuous in the uniform
topology is Wiener measurable. Lemma 1 together with Lebesgue's
bounded or dominated convergence theorem completes the proof of (i)
or (ii) respectively. That (2.3) or (2.4) provide suitable choices for
the G's follows from the formula for the integral of a functional of

(£) which yields

t GJmax x(t)]dx — \ Gx[max — {x(t)}]dx
Jc Jc

and the last integral clearly converges for the conditions given on p
and h in (2.3) and (2.4).

Next is given the proof of Theorem 1.

( i ) For any fixed s there is a most one hk(s) in "the nth cycle
of Haar Functions" (for this notion c.f. beginning of outline of proof
of the lemma) which is not zero and | hk(s) | <; τ/2\ But the k for
that hk(s) satisfies & ^ l + l + 2 + 4 + ••• + 2*-1 = 2\ A comparison
of the series, after terms of value zero have been deleted, of

Σ | s i n ( f c - i)πthk(8)/(2k - 1)|
k l
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with the series

which converges, yields the conclusion of (i).
(ii) That ρ(s, t) is continuous in t for each fixed s follows at

once from uniform convergence of a series of continuous functions.
(iii) To show that \\ρ(s9 •) - p*(s, )ll is measurable in s, ρn(s, ί)

will first be calculated.

P*(s, ί) = - Σ

(the Stieltjes integrals exist since p(s, u) is continuous in v)

; sin(Λ - i)πuhk(s)/(2k -
i

)Σ Σ Γsin(fc -
i=l fc=i Jo

(because of uniform convergence of a series of continuous functions).
Thus pn(sy t) is measurable in s for each fixed t and so of course is
p(s, t). Since pn(s, t) — ρ(s, t) is continuous in ί, |i^%(s, •) — /o(s, )ll
is determined by a countable number of t values and so is measurable
in s.

(iv) That

\\p(s, )-p«(s, Oll^βl/n1"

uniformly in s is seen as follows. Let k be such that

1 + 1 + 2 + 4 . . . + 2*-1( = 2w) ^ k

^ 1 + 1 + 2 + 4 + . . . + 2n( = 2n+1) .

Note that n <* log2 Λ ^ ^ + 1.
Now

8, ί) - pk(8, ί)| - (2^/) Σ [
*=i L

Iπ) Σ [sin (i - |)τrί
*=i L

+ Σ Γsin (i - i)πudhJ(u)βJ(t)\ht(8)/(2i - 1)
3=1 JO J

Since sin (i — i)πt e C, there follows from Lemma 1 that

(3.1) Σ Γsin (i - ί)7r%^.(w)/5,(.)|| ^ 11 sin (i - i)π || = 1
i=ijo II

for all i. Now let the series (in i) for p(s, t) — pk(s, t) be split into
two parts, viz. a finite sum from i = 1 to i = fc and the remainder
of the series from i = k + 1 onward. The second of these two parts*
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is estimated as follows:

69

(23 / 2/ττ)
i=k+l

(because of (3.1), the comparison series mentioned in the proof of
Theorem l(i), and the relation between k and n)

= 2δl2(ljV2)n/[π(l - l/τ/2)] ^ 32/(πk112) .

To estimate the first part it will be noted that, for any i, the maximum
difference between the graph of sin (i — i)πt and the kth polygonal
approximation, viz. (sin (i — i)πt)k, is no greater than the maximum
slope of this sine curve multiplied by 1/2*. Thus

sin (i -

and therefore

i=i Jo

k

Σ

^ (i - i)π/2n ^ iπ/2n

(2sl2/π)\π/2n

L

{because, for given s, the one function in the j t h cycle of Haar func-
tions which is not zero has index no greater than 2j+1: the π/2n before
the summation is due to a{

0

0) which is not in a cycle)

^ 20/k112 ,
j=0

and addition of the estimates completes the proof.
To prove (v) there is noted that the Fubini theorem for mixed

•Stieltjes and Wiener integrals will yield the required result if (2.1)
can be shown to hold for F[x] any one of the forms iΓ0, xfa), xisjxis^
and xis^xis^xfa). But (2.1) clearly does hold for KQ (yielding Ko) and
for x(st) and x(sL)x(s2)x(sB) (yielding 0). That (2.1) holds for ίφO^fe)
is seen from the computation

\ p(u, sjpiu, s2)du
Jo

= (27π2)Σ sin (A; - i)πsλ sin (k - i)πs2/(2k - I)2 = min (slt s2)

<by Mercer's theorem for the integral equation

Φn(s) = λn\ min (s, t)φn(t)dt .
Jo

f9, p. 136] or [7, p. 464]) and the proof is complete.

Finally there follows the proof of Theorem 4. Let k be such that
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1 + 1 + 2 + 4 + . . . + 2n-\ = 2n) ^ k

^ 1 + 1 + 2 + 4 + . . . + 2n( = 2n+1)

and let t e [0, 1] be such that

r/2n ^ t ^ ( r + 1)2": 0 g r ^ 2n - 1 .

N o w ( s e e n o t a t i o n i n Y e h ' s l e m m a ) f o r a l m o s t a l l xeC

( 3 . 2 ) \x(t) - x(r/2n)\ ^ φa[x]/2an. Also

(3.3) \xk(r/2n) - xk(t)\ ^ \xk(r/2n) - xk([r

(because the graph of xk is a chord of the graph of x on [r/2n, (r +
according to the Ciesielski lemma).

= \x(r/2*) -x([r + 1J/2 ) |

(since, from the Ciesielski lemma, x and xk agree at r/2n and [r + 1J/271}

for almost all x.
Thus

= \x(t) - x(r/2n) + x(r/2n) - xk{t)\

= |a?(t) - a;(r/2*) + ^(r/2 % ) - xk{t)\

^ 2φΆ\x\\2an

(because of the Schwarz inequality and inequalities (3.2) and (3.3)).
From the fact that n ^ log2 k — 1 there then follows for almost all x

and an application of Yeh's lemma completes the proof.
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LOCALIZATION OF THE CORONA PROBLEM

T. W. GAMELIN

The corona problem for planar open sets D and the fibers
of the maximal ideal space of H°°(D) are discussed and shown
to depend only on the local behavior of D.

Let D be an open subset of the Riemann sphere C*, and let H^iD)
be the uniform algebra of bounded analytic functions on D. We will
assume always that H^iD) contains a nonconstant function, that is,
that C*\D has positive analytic capacity. Our object is to study the
maximal ideal space ΛT(D) of H°°(D), and the "fibers" ^&(D) of
^£{Ώ) over points XedD. The basis for our investigation is the
observation that the fiber ^tχ(D) depends only on the behavior of D
near λ. This localization principle is used to obtain information re-
lated to the corona problem.

The corona of D is the part of ^£φ) which does not lie in the
closure of D. Our main positive results are that D has no corona
under either of the following assumptions:

(1) that the diameters of the components of C*\D (in the spherical
metric, if D is unbounded) be bounded away from zero; or

(2) that for some fixed m ^ 0, the complement of each com-
ponent of D has ίgm components.

The proofs rest on the localization principle, and on Carleson's
solution of the corona problem for the open unit disc [2]. Each of
the above conditions includes the extension of Carleson's theorem to
finitely connected planar domains due to Stout [9].

In the negative direction, we present an example, due to E. Bishop,
of a connected one-dimensional analytic variety W which is not dense
in the maximal space of H°°(W). The construction is similar to that
of Rosay [8].

1* Two basic lemmas. The localization process depends on the
following two lemmas.

LEMMA 1.1. Let XedD, and let U be an open neighborhood of
X. If feH°°(DΓ\ U), there is FeH°°(D) such that F -f extends to
be analytic at X, and (F — /)(λ) — 0. Moreover, F can be chosen so
that \\F\\D ^ 33H/IU*.

Indication of proof. Suppose U = A(X; S) is the disc of radius
δ, centered at λ. Let g be a smooth function supported on U, such
that g = 1 on z/(λ; δ/2), and \dg/dz\ ^ 4/δ. Define /=0of fJ9, and set

73
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7Γ J J ζ — Z dz

For a description of the properties of Tgf9 see II.1 or VIII.10 of [3].
The desired function is obtained by adjusting Tgf by a constant:

ΓΓT ψ f
9 π J J λ — z dz

LEMMA 1.2. Let XedD, and let feH°°(D). Then there is a
bounded sequence fneH°°(D) such that fn extends to be analytic at
λ, and fn{z) -+f(z) uniformly on any subset of D at a positive distance
from X. Moreover, if f extends continuously to Du{λ}, then the fn

converge uniformly to f on D.

Proof. This is VIΠ.10.8 of [3]. The proof is the same as that
of 1.1, except that one uses a sequence of gn whose supports shrink
to {λ}.

2* The fibers* In order to define the fibers, we prove the fol-
lowing lemma.

LEMMA 2.1. If φe^(D), then there is a unique point XeD
such that φ{f) = /(λ) for all functions feHoa(D) which are analytic
at λ.

Proof. If D is bounded, then the coordinate function z belongs
to H^iD), and the point λ = φ(z) is easily seen to have the desired
properties. Since D may be unbounded, we must be more circumspect.

For convenience, we rotate the sphere so that oo e D, and so that
φ is not "evaluation at oo". Choose heH°°(D) such that /&(<*>) = 0
while φ(h) = 1. Then zheH°°(D). We will show that λ = <p(zh) has
the desired properties. Note that φ((z — X)h) = 0.

Suppose fe £Γ°°(Z)) extends to be analytic in a neighborhood of λ
Then (/ - f(\))/(z - λ) 6 H"(D), so that φ(f - /(λ)) - φ(h(f - /(λ))) =
φ((z - \)h)φ((f - f(\))/(z - λ)) - 0, and φ(f) = /(λ).

For the uniqueness, suppose that λ' Φ λ belongs to D. We must
find FeH^iD) which is analytic at λ and at λ', and which satisfies
F(X) Φ F(\'). Using 1.2, we see that there is feH°°(D) such that /
is analytic at λ and at λ',/(oo) = 0, and / is not identically zero on
D. If zoeD is such that f(z0) Φ 0, then one of the three functions
A s/ι (/ - /<A»/O - So) e H°°(D) will separate λ and λ\ That does it.

The fiber ^C(JD) of ^(Ό) over λ e D consists of all φ e
such that φ(f) =/(λ) for all feH°°(D) which extend to be analytic
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in a neighborhood of λ From the definition of ^fλ(D)f and 2.1, we
conclude that the ^€χ{D) form a partition of ^(Ό) into disjoint
closed subsets. If λ e D> then ^€λ{D) consists of the single homomor-
phism "evaluation at λ." If ψa is a net in ^(Ό) converging to
φe^tχ{D), and if φa lies in the fiber over λα, then the Xa converge
to λ.

By 1.2, the functions in H°°(D) which extend analytically across
XedD are dense in the functions in H°°(D) which extend continuously
to λ. We conclude the following.

LEMMA 2.2. If feH~{D) extends continuously to DU{λ}, then
φ{f) = /(λ) for all φ e

The next theorem shows that the fibers and fiber algebras depend
only on the behavior of D near λ.

THEOREM 2.3. Let λ e 3D, and let U be an open neighborhood of
λ. The fibers ^C(D) and ^£χ{D Γi U) are homeomorphic. The re-
striction of H°°(D) to ^tλ(D) coincides (modulo this identification)
with the restriction of H°°(DΓ\ U) to ^ ( ΰ n U).

Proof. Since Hoo(D)c:Hoo(DΓ\U), every homomorphism in
U) determines a homomorphism in ^(Ό) by restricting it to

H°°(D). The restrictions of the homomorphisms in ^x(Df\ U) belong
to the fiber ^€χ(D). This determines a continuous map of ^ ( f l ί l U)
into ^fχ(D), which we must show is one-to-one and onto.

For this, let <pe^%(D), and feH°°(Dn U). Choose F as in 1.1,
and define φ(f) = φ(F). By the definition of the fiber, φ(f) is inde-
pendent of the function F, subject to the conditions of 1.1. Using
2.2 one sees that φ is multiplicative on H^iDoU). Moreover, if φ
is already the restriction of some ψ e ̂ £λ(Ό Π U) to H°°(D), then the
definition of φ shows that φ coincides with ψ. It follows that the
correspondence φ <-+ φ is a homeomorphism, as was required. On ac-
count of 1.1, again, the fiber algebras are isomorphic.

COROLLARY 2.4. With the above identification of ^£λ{Ώ) and
U), the adherence of D in ^C(D) coincides with the adherence

of Df]U i

Proof. A net in DΓ\ U will converge to φe^tλ(D) in ^£(Ώ) if
and only if it converges to φ e ^ ( J 5 n U) in . / ( f l ί l U).

As another consequence of 2.3, we have the following extension
of a result in [10].
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THEOREM 2.5. The cluster set of feH°°(D) at XedD coincides
with the range (of the Gelfand transform) of f on

Proof. Every point in the cluster set of / at λ is assumed by /
on ^X(Ώ). On the other hand, suppose that w does not belong to
the cluster set of / at λ. Then there is an open neighborhood U of
λ such that | / — w | ^ ε > 0 o n j D n ί 7 . Consequently / — w is inverti-
ble in H°°(D Π U), and / cannot assume the value w on ^€ι(Ώ Π U) =

COROLLARY 2.6. If XedD and feH°°(D), then

S U P M / ) | - lim sup|/(z)| .

THEOREM 2.7. The restriction Aλ of H°°(D) to ^/£χ(Ώ) is a closed
subalgebra of C(^//χ(Ό)) whose maximal ideal space is

Proof. This follows readily from the following assertion: If
heAλ, then there is FeH°°(D) such that F = h on ^ , and | | JP | | ^
66||fe||. In order to establish this assertion, choose feH°°(D) such
that / — h on ^fλ. By 2.6, there is an open neighborhood U of λ
such that I/I ^ 2\\h\\ on Df] U. The desired function F is now the
extension of f\Dnu given by 1.1.

3* The corona problem* The open set D is dense in
if and only if whenever f, •• , fne H~(D) satisfy \f\ + . . . + \fn\ ^
δ > 0 on D, then there exist glf , gn e H°°(D) such that fgx + . . . +
fngn = l . We wish to consider open sets D with the following property,
which is (at least formally) stronger than the assertion that D be
dense in

Property (*). For each integer n ^ 1 and each δ > 0, there are
constants C(n, δ) such that whenever f19 , fn e H°°(D) satisfy |/y | <;
1,1^3 £n, and Σ IΛI ^ * on D, then there exist glf , ^ e H~(D)
such that Σ / i ^ = 1 and | ^ | ^ C(n, δ), 1 £ j ^ n.

LEMMA 3.1. An open set D has the property (*) if and only if
wherever E is a union of disjoint open sets, each one of which is
conformally equivalent to D, then E is dense in

Proof. Suppose D has property (*), and suppose that flf ,
fn 6 H°°(E) satisfy Σ IΛI ^ 8 > ° We can assume that \fό | ^ 1, 1 ^
j ^ n. Using property (*), we can solve the relation Σ / ^ = 1 on
each subset of E conformally equivalent to D. The uniform estimate
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on the g/& guarantees that the resulting solutions belong to HCO(E).
So E is dense in ^£(Έ). On the other hand, if D does not have
property (*), one easily constructs /„ , fn e H°°(E) such that Σ \fs |2>
δ > 0, while Σ/i0i — 1 has no analytic solutions j7lf •••,#„ which are
bounded on all of E.

Now Carleson [2] has shown that the open unit disc has the
property (*). From this, and localization, we can use a simple topol-
ogical argument, as in [5], to deduce the following.

THEOREM 3.2. If the diameters (in the spherical metric) of the
components of the complement of D are bounded away from zero,
then D is dense in

Proof. By rotating the sphere, we can assume that °o e D. Sup-
pose the diameters of the components dD are bounded below by ε > 0.
If λ e 3D, then D Π Δ(X\ ε/2) is simply connected, that is, each component
of Dn^(λ;ε/2) is conformally equivalent to a disc. By 3.1 and
Carleson's theorem, D Π 4(λ; ε/2) is dense in ̂ f (D Π J(λ; ε/2)). By 2.4,
^x(D) belongs to the closure of D in ̂ £(D). Since this is true for
all XedD, D is dense in

The work of Behrens [1] shows that, under the hypotheses of
3.2, each fiber algebra Aλ is a logmodular algebra (on its Shilov
boundary). In particular, the Gleason parts of Aλ are one point parts
and analytic discs. Using a Melnikov criterion (cf. [4]), it can be
seen that each ^tx is a peak set of H°°(D), so that ^ ^ contains every
part which it meets. Hence the Gleason parts of H°°{D), under the
assumptions of 3.2, are the distinct components of D, together with
one-point parts and analytic discs.

Concerning the existence of the constants C(ny δ) for multiply
connected domains, one can say the following.

THEOREM 3.3. For each choice of integers m, n ^ 1, and each
δ > 0, there exist constants Cm(n, δ) such that property (*) is valid,
with the constants Cm(n, δ), for all domains D which have r^m
boundary components.

Proof. Proceeding by induction, we can assume that the theorem
is true, with m replaced by m — 1, so that the required constants
Cw_i(w, δ) exist. We also assume that for some n and <5, the constant
Cm(n, δ) fails to exist. From this we will obtain a contradiction.

By hypothesis, there are domains Dk, 1 ̂  k < <χ>, which have m
boundary components, such that property (*) fails for Dk, with con-
stant C(n, δ) — k. We can assume that Dk is a circle domain, obtained
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from the open unit disc A by excising m — 1 disjoint closed subdiscs,
one of which is centered at 0. Let rk be the smallest number such
that the annulus {rk < \z\ < 1} is contained in Dk. There will be two
cases to consider: lim sup rk < 1 and lim sup rk = 1.

First, suppose that lim sup rk = 1. By passing to a subsequence,
we can assume that rk converges to 1 sufficiently rapidly, so that Dk

is conformally equivalent to a domain Ek obtained from the rectangle
|2-&-i < I m φ < 2-\ _ i < Re (z) < 1} by excising m - 1 holes, so that
at least one of the excised holes meets {Re (z) < —1/2}, and at least
one meets {Re (z) > 1/2}. If E = ΌEk, then the proof of 3.1 shows
that E cannot be dense in ^€(E). Now the open sets E+ = {z e E:
Re (z) > —1/2} and E_ = {z e E: Re (z) < 1/2} are unions of domains,
each of which has a complement with rgm — 1 components. In view
of the induction assumption, E+ and E_ are dense in ^£(E^) and
respectively. If XeE satisfies Re (λ) > -1/2, then ^£λ(E) =
while if XeE satisfies Re (λ) < 1/2, then ^tλ{E) = ^ ( £ L ) . In any
event, every Λ?λ{E) is adherent to E, so that E is dense in ^£(E).
This contradiction allows us to reject the case lim sup rk = 1.

Hence we can assume that there is an r < 1 such that each D&
contains the annulus {r < |λ | < 1}. Let D be the disjoint union of
the sets Dk, and let H°°(D) be the algebra of bounded functions on
D which are analytic on each Dk. Again the proof of 3.1 shows that
D cannot be dense in the maximal ideal space ^(Ώ) of H°°{D).

Let N be the set of positive integers, and let Δ be the open unit
disc. It will be convenient to regard I? as a subset of Δ x N, so that
H°°(Δ x N) becomes a subalgebra of H°°(i)). Our argument at this point
is motivated by Behrens' discussion of ^/έ{Δ x N) in [1]. As Behrens
notes, Carleson's theorem shows that Δ x N is dense in ^ί(Δ x N).

Let φe^iD), and let Z be the function in H~{D) defined by
Z(X, n) = λ. We will find a net in D converging to φ, and for this
we consider two cases.

First, suppose that \φ(Z\ > r. The restriction φ of φ to H°°(Δ x N)
belongs to ^£{Δ x N), so there is a net (λβ, ka) in Δ x N such that
(λα, ka)-+φ in ^^(z/ x N). In other words, /(λα, ka)—>φ(f) for all
feH°°(D) which extend to be analytic on each slice Δ x {k}, k^l.
In particular, Xa = Z(λα, fcΛ) —> ^(^), so that r < |λα | < 1 and (λα, ka) e D
eventually. If F e H°°{D) is arbitrary, we expand F in a Laurent
series, writing F = Fo + F19 where F0(X, k) is analytic on Δx {k}, F^X, k)
is analytic on En = DnU{\X\ ^ 1}, and 2^(00, k) = 0. Note that Fo

and jP\ belong to H°°(D), because the annuli we are splitting across
have the same widths. In fact, FQ e H°°(Δ x N). Now l^(λ, k) =
F^φiZ), k) + (λ - <p(Z))ίί(λ, Jfc), where H{ ,k) is analytic on £7^ Since
the distance from the boundaries of the Ek to 9>(J£) always exceeds
\φ(Z)\ - r, we find that HeH°°(D). Hence
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F = G + (Z - φ{Z))H ,

where GeH°°(J x N), and HeH°°(D). Now JF(λβ> ka) = G(λβ, ka) +
<λα - φ(Z))H(\a, ka) converges to φ(G) = ?>(F). So (λα, fcα) —> φ in
^/ί(D), and 9 is in the closure of D in ^#(D).

Next, suppose that [9>(2Γ)| ^ r. The Ek defined above are circle
domains with ^m — 1 holes. The induction assumption shows that
if E is the disjoint union of the Ekf then E is dense in Λ?{E). Hence
there is a net (λβ, ka) e Eka x {ka} such that /(λβ, ka) —* <p(/) for all
feH°°(D) which extend to be analytic on i?. The Laurent series
argument again shows that eventually (λα, ka) eD, and (λα, fcα) —» 95 in
v^(D). Again 9 lies in the closure of Zλ

It follows that D is dense in ^(D), contradicting our previous
assertion. That completes the proof of the theorem.

Now for m, n ^ 1 and δ > 0, let Cm(n, δ) denote the best possible
constant for which property (*) is valid for domains whose complements
have ^ m components. The Cm(n, δ) increase with m. If supm Cm(n, δ) =
C(n, δ) is finite for all n >̂ 1 and δ > 0, then every open subset D of
the complex plane has property (*), with constants C(n, δ). This can
be seen by approximating each component of D by finitely connected
domains, and using a normal families argument. If this is the case,
then D is dense in ^€(J)) for every planar open set D. On the other
hand, we have the following.

THEOREM 3.4. If there exist n > 1 and δ > 0 such that
8VLpmCm(n, δ) = oo, then there is a domain ( = connected open set) D
such that D is not dense in

Proof. Suppose that for some integer n ^ 1 and some δ > 0,
there is a finitely connected domain Dk such that property (*) fails,
with constant C(n, δ) — k. We can assume that Dk is contained in
the rectangle {-1 < Re (z) < 1, 2~k~ι < Im (z) < 2~k}, and that dDk

meets both vertical sides of the rectangle. As in 3.1, \jDk is not
dense in ^f(\jDk). Hence there is a point λe9(11-0*) such that
^^(UJ5fe) is not contained in the closure of l)Dk. We can assume
that Re (λ) ^ 0. Let E be the union of U Dk and the rectangle
{-1< Re (z)< -1/2, 0 < Im (z) < 1}. Then E is connected, and ^ME) =

Dk). By 2.4, E is not dense in ^{E). That proves the theorem.

4* An example of Bishop* Here we present an example of a
one-dimensional analytic variety W which is not dense in ^jt(W).
The example has been in circulation for some time, being originally
discovered by E. Bishop some years ago, but the example has never
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appeared in print.
To construct the example, let S be the shell {(#, w): 1/2 < max (\z\,

|w|) < 1} in C2. For each integer n, let Vn be the set of (z, w) eS
such that either 2nz or 2nw is a Gaussian integer. The Vn form an
increasing sequence of connected one-dimensional analytic subvarieties
of S9 whose union is dense in S.

Suppose / is a bounded function on U Vn which is analytic on
each Vn. From Schwarz's lemma it is easy to see that / is uniform-
ly continuous, so that / extends to be continuous and analytic on S.
By Hartogs' theorem, / extends to be analytic on the unit polydisc
in C\

LEMMA 4.1. There fails to exist a constant C > 0 with the fol-
lowing property: For each n, there are fn, gneHco(Vn) satisfying'
zfn + wgn = 1 and | /J ^ C, \gn\ ̂  C.

Proof. Suppose there is such a constant. A normal families argu-
ment produces bounded functions / and g on U Vn such that zf +
wg = 1, and / and g are analytic on each Vn. By the remarks preced-
ing the lemma, / and g extend analytically to the unit polydisc, and the
extensions satisfy zf + wg = 1. Substituting z = w = 0, we obtain a.
contradiction, thereby establishing the lemma.

THEOREM 4.2. There is a connected one-dimensional analytic
variety W such that H°°(W) separates the points of W, while W is-
not dense in the maximal ideal space of H°°{W).

Proof. Let W be the variety obtained from the disjoint (!) union
of the Vn, n ^ 2, by identifying some prescribed point pn of Vn to
the point of Vn+1 with the same z and w coordinates, so that distinct
identified pairs have distinct coordinates. Then W is a connected
variety, the coordinate functions z and w remain defined on W, and
they satisfy \z\ + \w\ > 1/2 on W. By 4.1, there fail to exist func-
tions /, g eH°°(W) satisfying zf+ wg — 1, so that W is not dense in

5. Extension to Riemann surfaces* It is easy to extend Lemmas
1.1 and 1.2, which allow one to localize the fibers and fiber algebras,,
to domains on a finite bordered Riemann surface. More specifically,
we can easily handle the following situation.

Let D be an open set on a Riemann surface S, let λ e 3D, and
let U be an open coordinate disc centered at λ. Suppose there is a
function h meromorphic on ΰ U ί 7 such that h(X) — 0, k~ι{h(U)) = U,
and H is a one-to-one covering of U over h{U). If feH°°(DΓ\ ί7)»
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then /o h-1 e H^QiiD) Π h(U)). By 1.1, there is a function G e H°°(h(D))
such that G — foh-1 is analytic at 0 and vanishes there. Then Goh =
FeH°°(D), and JP7 — / is analytic at λ and vanishes there. So Lemma
1.1 is valid. Also, Lemma 1.2 is valid. If the fiber ^χ{Jΰ) is defined
as in §2, then 2.2 and the localization Theorem 2.3 are true.

Now suppose D is a domain on a finite bordered Riemann surface.
It is easy to see, using meromorphic functions, that 2.1 is valid, that
is, that ^//{Ώ) can be partitioned into disjoint closed "fibers" ^£χ(D)
over points λ e D. In this case, the required function h always exists,
for any point λ e 3D, so that the fibers are local. In particular, if D
is a finite bordered Riemann surface, then D is dense in ^£{D), and
the fibers and fiber algebras associated with points of dD are identical
to those associated with the disc algebra H°°(Δ). This latter theorem
has been proved in a variety of ways in the literature. For one of
the simplest proofs, see [7].

If D is an open set lying on a compact Riemann surface, such
that H°°(D) contains a nonconstant analytic function, and if the fibers
^C(D) are defined as in §2, then again the ^fλ{D),XeD, form a
partition of ^€{D) into disjoint closed subsets, and the localization
Theorem 2.3 is valid. The details of the proofs are left.
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SPHERE TRANSITIVE STRUCTURES AND
THE TRIALITY AUTOMORPHISM

ALFRED GRAY AND PAUL GREEN

Let G be a compact connected Lie group which acts
transitively and effectively on a sphere S71'1. A manifold M
is said to have a sphere transitive structure if the structure
group of the tangent bundle of M can be reduced from O(n)
to G. The study of the existence of such structures is a
generalization of the well-known problem of the existence of
almost complex structures. We completely solve the question
of existence of sphere transitive structures on spheres.

For our study of sphere transitive structures we need to
know some facts about the triality automorphism λ of Spin (8).
We completely determine the cohomology homomorphism in-
duced by λ on the cohomology of the classifying space of
Spin (8).

Berger [1] has classified the holonomy groups of manifolds having
an affine connection with zero torsion. Either from this classification
or directly from Simons [11], it follows that the holonomy group of
an irreducible Riemannian manifold which is not a symmetric space
acts transitively on a sphere.

On the other hand we have the following elementary fact: if the
holonomy group of a Riemannian manifold M is G, then the structure
group of the tangent bundle of M can be reduced to G. Therefore
a more fundamental question than whether or not a Riemannian
manifold M has a given Lie group G as its holonomy group is the
question of the reduction of the structure group of the tangent
bundle of M to G. In this paper we consider the latter question and
give some necessary conditions and some sufficient conditions in terms
of characteristic classes. From the remarks above it suffices to con-
sider the case when G is a connected Lie group which acts transi-
tively and effectively on a sphere.

We introduce the following notions.

DEFINITIONS. Let ξ = (E, M, p, F) be a vector bundle where M
is a CPF-complex and dim F — n. Then a sphere transitive reduc-
tion is a reduction of the structure group O(n) of ξ to a connected
Lie subgroup G of O(n) which acts transitively and effectively on
the sphere Sn~\ In the special case when ξ is the tangent bundle
of M we call the reduction a sphere transitive structure on M.

According to [10] the connected Lie groups G which act effec-
tively and transitively on spheres are the following: SO(ri), U{n),

83
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SU(n), Sp(w), Sp(n) S0(2), Sp(n) Sp(l), G2, Spin (7), and Spin (9).
We have

SO(n)/SO(n - 1) = S-1, U(n)/U(n - 1) = SU(n)/SU(n - 1) = S 2 - 1 ,

Sp (w)/Sp (w - 1) = Sp (n).S0(2)/Sp fa - 1) SO(2)

- Sp fa) Sp (1)/Sp fa - l) Sp (1) - S 4 - 1 ,

G2/SU(Z) = S 6 , Spin (7)/(?2 = S 7 , Spin (9)/Spin (7) - Slδ .

In § 2 we discuss the triality automorphism λ of Spin (8) and
the cohomology of the self homeomorphism of the classifying space
induced by λ. The results of § 2 are then used in § 3 to determine
the cohomology of the classifying space B Spin fa) fa = 7, 8, 9) and
a good deal of the cohomology of BG2. Then we determine some
necessary conditions for sphere transitive reductions for the cases
G — G2, Spin (7), Spin (9). In § 4 we discuss the existence of sphere
transitive structures on certain homogeneous spaces. In particular
we completely solve the problem of the existence of sphere transitive
structures on spheres.

2* The cohomology of the triality automorphism* Spin (8).
is the simply connected compact Lie group whose Lie algebra is of
type D4. Now D4 is the unique simple Lie algebra with an outer
automorphism of order 3. In fact, if Aut (D4) (resp. Inn (D4)) denotes
the group of all (resp. inner) automorphisms of D4, then the factor
group Aut (jD4)/Inn (D4) is isomorphic to the symmetric group on &
letters. Let /c,λe Aut(D4) be such that their images in Aut(Z)4)/Inn(D4)
generate this group and satisfy the relations λ3 = 1, κ2 = 1, /cXtc = λ2*

According to [7] it is possible to choose K and λ so that the
'principle of triality holds. This means the following. Let V be the
8-dimensional algebra of Cayley numbers and denote the product of
x, y 6 V by xy. Then for A e D4, x, y e V we have

(Ax)y + x(X(A)y) = ((\κ)(A))(xy) .

The Dynkin diagram of D4 is

where {7i, 72, 73, 74} is a simple system of roots of D4. Since K and λ
are outer, they give rise to symmetries of the Dynkin diagram of
D4. It may be checked that {yv 72, 73, 74} may be chosen so that
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1 = 7 3 , λ(7 2 )=7 2 , λ(78) =
74, λ(74) = 7i Henceforth we assume that the principal of triality
holds and that the above choice of simple roots has been made.

Since Spin (8) is simply connected, λ and K induce outer auto-
morphisms of Spin (8); these in turn induce homeomorphisms of
B Spin (8), which we continue to denote by λ and /c. In order to
determine the cohomology of λ and fc, it will be convenient to
use some cohomology classes introduced by Thomas [12]. Let
p: B Spin (n) —> BSO(n) be the map defined by the covering homo-
morphism of Spin (n) over SO(n). Denote by w{ the universal Stiefel-
Whitney classes, by P, the universal Pontryagin classes, and by X
the Euler class of BSO(8). Then H*(BS0(8), Z) = Z[Plf P2, P3, X] +
2-torsion and H*(BS0(8), Z2) — Z2[w2, •••, w8]. According to Thomas
[12] there exist cohomology classes Q{ eiϊ*(J5Spin, Z) (i = 1, 2, 3, 4)
and wf e i ϊ*( i? Spin, Z2) (i = 4, 6, 7, 8) (where Spin denotes the stable
Spin group) such that

p*(Px) = 2QX p*(Wi) = wf (i = 4, 6, 7, 8)

p*(P2) = 2Q2 + Qt p*(Wi) - 0 (i = 2, 3, 5)

= Qs piiQd = wt, pziQz) = w?
- 2Q4 + Q\ p2(QB) = wt2, Pt(Q4) = w*Q .

The cohomology classes Q19 Q2, Q3, wf, wt, wf, wt give rise to the
cohomology classes in if %B Spin (8), Z) and JH

r*(SSpin(8), Z2) which
we denote by the same letters.

THEOREM 2.1. ( i ) There exist

Y e H8(B Spin (8), Z) and ω e H\B Spin (8), Z2)

such that

£P(J5Spin(8), Z) = Z[QU Q2y Q8, Y] + 2-torsion

£Γ*(J5Spin (8), Z2) - Z2\w*, wt, wf, wt, ω] .

Furthermore Y and ω can be chosen so that p*(X) = 2Y — Q2 and

PAY) - ω.
(ii) The cohomology homomorphisms λ* and K* are given as

follows:

Qx , χ*(w*) = w * (i = 4, 6, 7) ,

λ*(Q2) = 3 Γ - 2Q2 , \*(wf) = ω ,

\*(Y) = Y-Q2, χ*(ω) = wϊ + ώ,

λ*(Q3) = Q3 + 2Q,F - 2QLQ2 , ιc*(wf) - wf (i - 4, 6, 7, 8) ,

<c*(Qi) = G* (ΐ = 1, 2, 3) , /c*(α>) - wΐ + ω ,

= ~Y+Q2.
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Before proving this theorem we state without proof a lemma
which we shall need.

LEMMA 2.2. Let s:K—+L be a pn-fold covering of a compact
connected Lie group where p is a prime, and denote by

s*: H*(BL, Z) > H*(BK, Z)

the corresponding cohomology homomorphism of classifying spaces.
Let S be a subset of H*(BK, Z) such that S generates s*(£Γ*(£L, Z))
as a group (ring) and pp(S) generates pp(H*(BK), Z) £ H*(BK, Zp)
as a group (ring). (pp denotes reduction mod p.) Then S generates
H*(BK, Z) as a group (ring).

Proof of Theorem 2.1. Using a result of Borel [2] it is not
hard to see that wt, w*9 w?f and w* are generators of

i ϊ*(5Spin(8), Z2) .

Furthermore if po:Z—>Ro denotes the inclusion, where Ro is the
rationale, then it is obvious that

ff*(J?Spin(8), RQ) = Λote>(Qi), A>(Q2), A>(Q8), ft(P*(^))]

We first establish part of (ii). The automorphism tc of Spin (8)
gives rise to an outer automorphism £ of SO(8); this is the ordinary
orientation reversing automorphism of SO(8). The induced homo-
morphism £* is the identity on H*(BS0(8), Z2) and satisfies £*(Pi) =
Pi (i = 1, 2, 3), κ*(X) = -X. Hence κ*(wf) = wf (i = 4, 6, 7, 8), and
κ*(Q.) = Q. (ί = l, 2, 3). It is also easy to see that λ*(Qx) = Q, and
χ*(w?) = wf for i = 4, 6, 7.

We may write

- apo(X) + bpo(Q2) + cpo(Ql) ,

- dpo(X) + epo(Q2) + fpo(Ql) ,

where α, 6, c, d, β, / are rational numbers. Using the facts that
λ*(Q?) = Ql, λ3 = 1, /ΓλΛ: = λ2, and the knowledge of /c*, we calculate
that c = / = 0, α = e = -1/2, and δd = -3/4.

To compute δ, d, and λ*((o0(Q3)) we must resort to some calcula-
tions with roots. Let Q19 Q2y Q3, and X denote the real cohomology
classes corresponding to Q19 Q2, Q3, and p*(X). Then we may regard
Qi, Q2ι Q3 and X as polynominals on the Lie algebra of a maximal
torus of Spin (8), i.e., polynomials in the roots of Spin (8). A calcula-
tion shows in fact that (if we write τ0 = — Ti — 2τ2 - τ3 - %),
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Q, = -2ε(7o + Ύl + 7 | + ΎΪ) ,

Q2 = ε2(-7l7l - 1Ί\Ί\ + Ί\Ί\ + Ί\Ί\

X = £2(-Ύl7l - ΎlΎl + Jill + 7Ϊ7Ϊ) ,

Q3 = -2ε3(τt>1 + 7W + 7ί7̂  + Ί\Ί\

Thus we obtain

( * )

Define Y = -X*(p*(X)) and ω - p^Y)- Then λ*(^8*) = α>. From
this, equations (*), and the fact that iJ*(i?Spin (8), Z) has only
2-torsion, we obtain the rest of (ii).

From (ii) and Borel [2] we see that ω may be taken to be the
remaining generator of ϋ*(i?Spin (8), Z2). This fact together with
(ii) and Lemma 2.2 imply (i).

3* The cohomology of B Spin (7), B Spin (9), and BG2. We
first compute the cohomology of B Spin (7) and its inclusion in BSO(S).
Actually there are two natural 8-dimensional representations of Spin (7)
according to [8]. These are equivalent in 0(8) but not in £0(8). Denote
these representations by j+ and j _ . In the terminology of [8] j+
and j _ give rise to the two distinct 3-fold vector cross products on
E\ Let i: Spin (7) —* Spin (8) be the natural inclusion. The following
lemma [8], [13] will be necessary.

LEMMA 3.1. We have the following commutative diagrams

Spin (8) —

<ϊ
Spin (7) —

3

ί-> Spin (8)

- * SO (8)
+

Spin (8) •

Ί
Spin (7) •

λ2

i

)

3-

> Spin (8)

I '
> SO(8).

Where it is convenient we write j ± to mean either j+ or j _ .
Let i*: H*(B Spin (8)) — H*(B Spin (7)) and

jl: H*(BS0 (8)) -»H*(B Spin (7))

be the induced cohomology homomorphisms of i and j ± on classifying
spaces.
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THEOREM 3.2. Identify i*(wf) with wf (i — 4, 6, 7), i*(ω) with
ω, i*(Qi) with Q< (i = 1, 3) and i*(Y) with Y. Then we have

( i ) H*(B Spin (7), Z) = Z[QU Q,, Y] + 2-torsion,
H*(BSpin (7), Z2) = Z2[w*, w*, w*, α>];

(ii) i*(wi) = 0 and i*(Q2) = 2Y;
(iii) j*(Pd = 2Qιt ji(wt) = wf (i = 4, 6, 7)

i*(P2) = - 2 Γ + QJ, iϊ(wf) = α>;
iϊ(P.) = Q, - 2Q.Γ,

(iv) The kernel of j± on integral cohomology is the ideal
generated by 4P2 — PI + 8X.

Proof. Since i: Spin (7) —> Spin (8) covers the ordinary inclusion
of SO(Ί) in SO(8), we have (i*oP*)(X) = 0. Thus i*(Q2) - 2F. From
this fact, Theorem 2.1 and Lemma 2.2 we obtain (i) and (ii). Further-
more (iii) follows from (i), (ii), and Lemma 3.1; finally (iv) is an easy
calculation from (iii).

Let M be a CTΓ-complex and let ξ be an oriented vector bundle
over M with fiber dimension 8. Denote by /: Λf —>BSO(8) the classify-
ing map determined by ξ. We shall say that ξ admits a nontransi-
tive Spin (7) reduction if / — poiog for some g: M —»J5Spin (7):

B Spin (7) -^B Spin (8)

4 \p

M —> BSO (8) .

(Here i and p denote the maps induced by the maps Spin (7) -* Spin (8)
and Spin (8) —> £0(8) which we also designate by i and p.) On the
other hand by Lemma 3.1, M admits a sphere transitive Spin (7)
reduction in the sense of this paper if and only if for some
g:M—• 2? Spin (7) we have / = p°\oiog or / = poχ2oiog. Therefore
we have the following lemma.

LEMMA 3.3. Assume w2(ξ) = 0. Then ξ has a transitive Spin (7)
reduction (that is a reduction of SO(8) to j ± (Spin (7))) if and only
if ^ ( f ) has a nontransitive Spin (7) reduction.

Next we determine the primary and secondary obstructions to the
existence of sphere transitive Spin (7) structures.

THEOREM 3.4. Let M be a CW-complex and let ξ be an oriented
vector bundle over ξ with fiber dimension 8. Denote by c2(ξ) and
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cs(ξ) the primary and secondary obstructions to the existence of a transi-
tive j± (Spin (7)) structure. Then c\ξ) e H\M, Z2), c%ξ) e H8(M, Z),
and we have

= w2(ξ) ,

= 4P2(f) - Pl(ξ) ± 8X(ί) .

Proof. We first note that SO(8)/Spin (7) is diffeomorphie to real
protective space P7. Hence c\ξ) e H2(M, πx(P7)) - H*(M, Z2) and
c\ξ) e H\M, π7(P7)) = H\M, Z). A transgression argument given in
[8] shows that w2(ξ) = e2(f).

Assume that wa(ξ) = 0. By Lemma 3.3, ξ has a sphere transitive
i ± (Spin (7)) structure if and only if λ^f) has a nontransitive Spin (7)
structure. The first obstruction to the latter is Xfa*1^)), as is
well-known. On the other hand by Theorem 2.1 and 3.2 we have

Pϊ(ξ) + X(ξ) .

Hence the theorem follows.

COROLLARY 3.5. Let ξ be an oriented vector bundle with fiber
dimension 8 over a CW-complex M. Assume that dim M 5^8 and
that He(M, Z) has no 2-torsion. Then ξ has a sphere transitive
j ± (Spin (7)) structure if and only if wz(ξ) — 0 and

4P2(ί) ~ Pί(ξ) ± X(ξ) - 0 .

Theorems 2.1 and 3.4 and Corollary 3.5 correct an error in [8].
We now turn to Spin (9). First we need a lemma.

LEMMA 3.6. We have the following commutative diagram:

Spin (8) x Spin (8) — Spin (16)

Spin (8) — > Spin (9) > SO(16)
fc i

where A is the standard map of Spin (8) x Spin (8) into Spin (16), p
is the covering projection, k is the standard inclusion of Spin (8) in
Spin (9), and I is the sphere transitive 16-dimensional representation
of Spin (9).

Proof. Let Fέ denote the automorphism group of the exceptional
Jordan algebra of 3 x 3 Hermitian matrices of Cay ley numbers. Let
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The subgroup Hi of F± which leaves E{ fixed is isomorphic to Spin (9)
(see [7]). On the other hand Spin (8) is isomorphic to HX{\H2{\ Hd.
Let

/°
Vx — matrices of the form I z

\w 0 0,

(0 2 0

£ 0 w\

0 w 0

(0 0 z

0 0 w \

z w 0,
Then Vi is an irreducible representation space for Hi9 Since there
is only one irreducible 16-dimensional representation of Spin (9), each
representation of Hi on V\ is just I. Now the representation of
Spin (8) on Vι is λ x 1, on V2 is λ x λ2, and on V3 is 1 x λ2. Hence
we get the commutative diagram

Spin (8) x Spin (8) > Spin (16)

/ \P

Spin (8) > Spin (9) > SO(16) .

We claim that k2 is the standard inclusion of Spin (8) in Spin (9)
while kt and fc3 are not. This may be proved by showing that
&?(#*(£ Spin (9), Λo)) is Λ0[P l f P2, P., X2] S i ϊ*(5Spin (8), Ro) for i -
2, but not for i = 1 or 3. (See the proof of the next theorem.)
This completes the proof of the lemma.

THEOREM 3.7. ( i ) There exist cohomology classes

^eiϊ 1 6(5Spin(9), Z)

and φ e Hld(B Spin (9), Z2) such that

i f*(£Spin (9), Z) = Z[QH ζ)2, Q8, Z] + 2-torsion

in (9), Z2) = Z2[w4, wβ, w7, w8, φ] .
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Here k*(Qi) = Qι (ί = 1, 2, 3), kf(4Z) = p*(X2 - P|), k*(wf) = wf (i =
4, 6, 7, 8), and kf(φ) = ω2 + ωw8*.

(ii) TFe /tαt e (modulo elements of order 2)

0 - 4Q,

Z*(P2) - - 2

Z - 2Q2Qz + 2Q\Q3 + 1OQΛJ - 2Q[Q

^ - 2Q\Z + Qί

- 10Q&Z + Q

.) = 0 for ί = 1, 2, 3, 4, 5, 6, 7, 9, 10, 11, 13

Proof. Let f be an 8-dimensional vector bundle with w2{ξ) = 0
and set v = λ(ί) φ λ 2 ( ί ) . Then the Pontryagin, Euler, and Stiefel-
classes of v may be computed by means of the Whitney sum formula
together with Theorem 2.1. On the other hand any maximal torus
(maximal 2-subgroup) of Spin (8) is also a maximal torus (maximal
2-subgroup) of Spin (9). Therefore the formulas for above mentioned
characteristic classes are the most general possible.

Set Z = l*(X) and ψ = l*(w16). Then we obtain (ii). Finally (i)
follows from (ii) and Lemma 2.2.

Theoretically the kernel of ϊ* can be determined from Theorem
3.7 (ii). This yields some necessary conditions that a 16-dimensional
vector bundle have a transitive Spin (9) reduction. However, we omit
the details. In the only example we consider in § 4, namely the
Cayley plane, it is simpler to use Theorem 3.7 itself.

We conclude this section by noting a few facts about the coho-
mology of BG2 and its inclusion in B Spin (7).

LEMMA 3.8. Let g be the standard inclusion of G2 in SO(7),
and denote by h the lifting of g into Spin (7):
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Spin (7) — U Spin (8)

G2 > SO(Ί) .

9

If ί denotes the standard inclusion of Spin (7) in Spin (8), then we
have

Proof. This follows from the fact that G2 is the fixed point set
of λ.

THEOREM 3.9. (i) We have

H*(BG2, Bo) = R0[g*(Pd, g*(P*)]
= R0[h*(QJ, h*(Q3)] ,

where g* and h* are induced by g and h defined in the previous
lemma and Ro denotes the rationals.

(ii) In integral cohomology, the kernel of g* is the ideal generated
by 4P2 — PI and the kernel of h* is the ideal generated by Y.

Proof. The proof of (i) and the fact that g*(4P2 - PI) = 0 con-
sists of identifying the Pontryagin classes with polynomials in the
roots of SO(7), computing the images of these polynomials under #*,
and using the fact that there are two generators of M*(BG2, Λo), one
4-dimensional, and the other 12-dimensional. We omit the details.
From Lemma 3.8, Theorem 2.1 and Theorem 3.2, we have h*(Y) = 0
and h*(ω) = 0. An easy calculation shows that g*(4P2 — PI) = 0.
That Y and 4P2 — PI generate the kernels of /*,* and g* follows
from (i).

4* Sphere transitive structures on spheres and other homo-
geneous spaces* The study of the existence of almost complex
structures on spheres is a well-known problem in algebraic topology;
it was solved by Borel and Serre [4]. Thus the results of this
section can be viewed as a generalization of this problem. Many of
the results we present are not new. However, we give them in
order that we may write down in an organized fashion the complete
solution to the problem of the existence of sphere-transitive structures
on spheres.

We shall need two preliminary results.

LEMMA 4.1. Let G act transitively and linearly on S2n~l with
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isotropy subgroup H. Then if the tangent bundle of S2n can be
reduced to G, the subgroup of elements of π2n__2{H) which are in-
essential in G has order at most 2.

Proof. Consider the following commutative diagram:

H JU G - ί U S0(2n) -2-> S0(2n + 1)

A A V
Here the p{ are evaluation maps, j and k denote the inclusion of the
respective isotropy subgroups, and h denotes the representation of G
arising from the action on S2n~\ Let d1 be the boundary operator

in the homotopy sequence of the fibration H • G > S211"1 a n d
d2 the boundary operator in the homotopy sequence of fibration
S0(2n) -> S0(2n + 1) — S2n. Let ck e πk(Sk) denote the homotopy class
of the identity map of Sk. A reduction of the structure group of the
tangent bundle of S2n to G is equivalent to the existence of an element
oc e π2n_λ{G) such t h a t h+(a) = d2(c2n). Then p1Λ<x)=zP2*K(a)=pi*di(Czn) =

2c2n_, and so dtfc^) = ί ^ α ) - 0. Hence S ^ ^ ί S 1 - 1 ) S 7Γ2.-2(H>
has order at most 2. By the exactness of the homotopy sequence
this subgroup is equal to ker (k: π2n_2(H) —•ττ2n_2(G)).

LEMMA 4.2. We have τι4n_2 (Sp (n)) = 0 and (2n — 1)! divides the
order of π4n_2 (Sp (n - 1)) for n^>2.

Proof. 7c4n_2(Sv (n)) is in the stable range and is 0 by Bott
periodicity. To prove the other assertion we consider the homo-
morphism of homotopy sequences of fibrations induced by the com-
mutative diagram

\e identity

U(2n - 1) > U(2n) -—> S4*~ι

where the horizontal lines are fibrations. Let dt and d2 be the boundary
maps of the homotopy sequences of the upper and lower lines,
respectively. Then c*odt = 32; hence the order of I m ^ ) is a multiple
of the order of Im(32). But Z{2n^n = πin_2(U(2n - I ) ) c l m 3 2 see [5]..
Hence (2n — 1)! divides the order of π4n_2(S#(n — 1)).

THEOREM 4.3. Let τ(Sn) denote the tangent bundle of Sn. The
following is a complete list of sphere transitive structures on



94 ALFRED GRAY AND PAUL GREEN

spheres:

( i ) SO(n) on τ(S"),
(i i) £7(3) on τ(S6),
(iii) SU(S) on τ(S6),
(iv) G2 on τ(S7).

Proof. We have (i) because Sn is orientable and (iv) because S7

is parallelizable. (ii) is a consequence of the fact that S6 has an
almost complex structure. Actually, however, it turns out that
structure group of the tangent bundle τ(S6) can be reduced to SU(3)
(see [8]) so that (iii) holds.

Next we show that there are no other sphere transitive struc-
tures. We do this case by case.

U(n): Borel and Serre proved that for n Φ 1, 3 τ(S2n) cannot
have a U(n) structure.

SU(n): Since τ(S2n) (n ^ 1, 3) cannot have a U(n) structure, it
cannot have an SU(n) structure because SU(n) £ U(n).

Sp(w): Since τ(S*n) (n Φ 1) cannot have a U(2n) structure and
Sp (n) g U(2ri), τ(Sin) cannot have a Sp (n) structure.

Sp(w) SO(2): We have Sp (n)-S0(2) S J7(2w). Thus the argu-
ment for Sp (w) applies in this case also.

Sp(w) Sp(l): For n ^ 1, Sp(w) Sp(l) is covered by

Sp (n) x Sp (1) = Sp (n) x S3 .

We have τrΛ(Sp (n) Sp (1)) = ^ Sp (w) φ 7r,(S3) for A; > 1. By the second
part of Lemma 4.2, it follows that for n Ξ> 2, π4%_2 (Sp (^) Sp (1)) =
^4%-2(S3) and τr4%_2(Sp(π — l) Sp(l)) is the direct sum of π4n_2(S*) with
a group of order at least (2n — 1)!. Since 7Γ4w_2(S

3) is finite, it follows
that the necessary condition for a Sp (n) Sp (l)-structure on S4n given
by Lemma 4.1 fails, for n > 1.

Spin (7): According to Theorem 3.2 (iv) a necessary condition
that an 8-dimensional vector bundle ζ have a transitive Spin (7)
reduction is that 4P2(f) - Pί(f) + SX(ζ) = 0. The tangent bundle of
S8 (or its negative) does not satisfy this condition.

Spin (9): Suppose the tangent bundle r = τ(S16) had a transitive
Spin (9) structure. We have P^τ) = 0 (i = 1, , 7), X(τ) = 2. Hence
by Theorem 3.7 (ii), Q^τ) = 0 (i = 1, •••, 7) and Z(τ) = 0 (at least
with rational coefficients). This contradicts the fact that we must
have X(τ) = Z(z). The same argument shows that — r cannot have
a transitive Spin (9) reduction.

We conclude with some brief remarks about the existence of
sphere transitive structures on various simply connected compact
homogeneous spaces other than spheres. Denote by Pn(C) and Pn(Q)



SPHERE TRANSITIVE STRUCTURES AND THE TRIALITY AUTOMORPHISM 95

complex and quaternionic projective spaces of real dimension 2n and
An, respectively. Also let Qn denote the space of all nonoriented
2-planes in Rn+\

THEOREM 4.4. The homogeneous spaces S6xS2, S4xS\ S4xS2xS2,
(S2)4, P\C), P\C) x S2, P\C) x P2(C), P\C)_x S\ P\C)x S2 x S2,
P'iQ) x P2(C), P\Q) x S\ P\Q) x S2 x S\ Q2 x Pι(Q), Q2 x P2(C),
Q2 x S4, Q2x S2 x S2 do not possess sphere transitive Spin (7) structures.

Proof. For each case one computes (see [3]) the Pontryagin and
Euler classes and verifies that they do not satisfy P2 — 4P* ± 8X — 0.

In contrast to Theorem 4.4 we have the following result.

THEOREM 4.5. Either orientation of the spaces P2(Q), Q4, and
G2/SO(4) possesses a sphere transitive Spin (7) structure.

Proof. According to [3] each of these spaces has integral
cohomology Z[u]/(u4) where u is a 4-dimensional generator. Further-
more Px = 2u, P2 = 7u2, and X = ±Zu2 for each of these spaces (with
the proper choice of u). Theorem (4.5) now follows from Theorem
3.4.

It would be interesting to construct explicitly a sphere transitive
Spin (7) structure (i.e., a 3-fold vector cross product) on P\Q).

Finally we have the following theorem.

THEOREM 4.6. Let C = F4/Spin (9) denote the Cayley plane with
the canonical orientation. Then C does not possess a sphere transi-
tive Spin (9) structure, but — C does.

Proof. We have iP(C, Z) - Z[u]/(u4) where u is an 8-dimen-
sional generator. With the proper choice of u we have by [3] that
for the Cayley plane, P2 = 6u, P4 - 39u2, Pλ = P3 = 0, and X = ±Zu\
It is well known that at least one orientation of C possesses a sphere
transitive Spin (9) structure. It is not hard to verify that — C
satisfies the conclusions of Theorem 3.7 while C does not. Hence
we get Theorem 4.6.
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ON GENERALIZED FORMS OF APOSYNDESIS

CHARLES L. HAGOPIAN

If a point set is both connected and closed it is called a
continuum. The structure of a nonlocally connected continuum
can be described in terms of its aposyndetic properties. In
this paper various forms of continuum aposyndesis, that is,
aposyndesis with respect to subcontinua, are considered. It is
shown that the presence of any of these forms of aposyndesis
in a compact metric continuum which is totally nonconnected
im kleinen (not connected im kleinen at any point) insures
nonsemi-local-connectedness on a dense open subset of the con-
tinuum and the set of weak cut points in each open subset of
the continuum has cardinality at least c.1 A weak cut point
theorem for compact plane continua is established. An example
is given which indicates that this result does not hold in
Euclidean 3-space. Near aposyndesis, a generalization of
aposyndesis, is introduced. It is shown that the presence of
this property in a totally nonaposyndetic, separable, metric
continuum implies the existence of uncountably many weak cut
points.

DEFINITION. Let x, y> and z be distinct points of a continuum
M. If every subcontinuum of M which contains x and y also contains
z, then z is said to cut M weakly between x and y. A point z of
M is said to be a weak cut point of M if there exist two points x
and y in M such that z cuts M weakly between x and y.

DEFINITION. Let S be a subset of a continum M and let x be
a point of M — S. If M contains a continuum H and an open set U
such that xeU c H c M — S, then M is said to be aposyndetic at
x with respect to S. Note that if M is a regular Hausdorff continuum,
M being aposyndetic at a point p with respect to every closed set in
M — {p} is equivalent to M being connected im kleinen at p. Let x
be a point of a continuum M; if for each point y of M — {x}, M is
aposyndetic at x with respect to y, then M is said to be aposyndetic
at x.

Let S is a subset of a continuum M. If $ is a point of M — S
and M is not aposyndetic at x with respect to S, then M is said to
be nonaposyndetic at x with respect to S.

2. Continuum aposyndesis* In the introduction it is pointed
1 For a related result see [5, Th. 15]. For definitions of unfamiliar terms and

phrases see [7] and [9].
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out that connectedness im kleinen at a point of a regular Hausdorff
continuum can be thought of in terms of aposyndesis at that point
with respect to closed sets which do not contain the point. This
concept can be generalized by considering aposyndesis at a point with
respect to closed connected sets (i.e., continua) which do not contain
the point.

DEFINITION. Let M be a continuum and p and q be two distinct
points in M. If, for each continuum K in M — {p} which contains q,
M is aposyndetic at p with respect to K, then M is said to have
property A at p with respect to q. If, for every point x in M — {p},
M has property A at p with respect to x, then M is said to have
property A at p.

Obviously, if a regular Hausdorff continuum M is connected im
kleinen at a point p in M, then M has property A at p. An example
due to F. B. Jones indicates that the converse of this statement is
false [6, Example 3]. The compact plane continuum described by
Jones has property A at a point y and is not connected im kleinen
at y. The point y in this continuum is a weak cut point. The fol-
lowing theorem indicates that a compact plane continuum has these
properties (property A and nonconnectedness im kleinen) at a point
only if the point is a weak cut point of the continuum.

LEMMA. // a compact plane continuum M is not connected im
kleinen at a point x, then for each open set U in the plane which
contains x, there exists a pair of points {y, z] in U Π M such that
M is nonaposyndetic at x which respect to {y, z}.2

Proof. Assume that there is an open set U containing x such
that M is aposyndetic at x with respect to every pair of points in
U Π M. Since M is not connected im kleinen at x, there exists a
circular region G such that C1G (the closure of (?) is contained in U
and a sequence K19 K2, Kz, of distinct components of M ΓΊ CIG such
that (1) for each positive integer i, Kι contains the point y{ of a
sequence ylf y2, yz, of points of J (the boundary of G) converging
to the point y and (2) x is in the limit inferior of Klf K2, K3,

Since M is aposyndetic at x with respect to any pair of points of
U Π My M is aposyndetic at x with respect to y. Therefore, there
exists a continuum H in M — {y} such that x is contained in Int H
(the interior of H). Each component of H Π G has a limit point in
J. Hence there exists a subsequence K[, K2, K^ of Ku K2, K3,

2 This lemma is stated in [6]. The proof does not appear in the literature.
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such that for each i, K\ contains the point z{ of a sequence z19 z2, zz,
of points of / converging to the point z of J — {y}.

By assumption M is aposyndetic at x with respect to {yf z). Hence
there is a continuum L such that x e Int L a L c M — {y, z}. Let A
and B denote disjoint subarcs of J containing y and z respectively {as
nonendpoints) such that (A U B) Π L — 0 . Since every component of
L Π G has a limit point in J, there exist three positive integers, i, i,
and &, such that each of JBΓ{, Kj, and JSΓί intersects each of A, B, and
J — (A U -B). Since J — (A [J B) has exactly two components, some
two of these three continua must intersect the same component of
J — (A U B). This leads to a contradiction of Theorem 28 of [7> p.
156].

THEOREM 1. If a compact plane continuum M has property A
at a point x and is not connected im kleinen at x, then x is a weak
cut point of M.

Proof. By the preceding lemma, there exists a pair of points
{y, z] in M — {x} such that M is nonaposyndetic at x with respect to
{y> z}. M must be aposyndetic at x with respect to each continuum in
M — {x} since M has property A at x. Therefore no subcontinuum of
M in M — {x} contains both y and z.

EXAMPLE 1. A compact continuum M in Euclidean 3-space which
has property A at a point py and is not connected im kleinen at p,
may fail to be cut weakly by p. To see this define A* = {(0, 0, 1/n) \
n = i, i + 1, i + 2, •}. Let d be the join of Cl At with the point
(1, 0, 0). For i = 2, 3, , define C< to be the join of Cl A, with the
point (1, 1/i, 0). Let M = (JΓ=i C<. See Figure 1. Let p be the point
(0, 0, 0). Any subcontinuum in the complement of p intersect only
finitely many of the C/s. It follows that M has property A at p.
Clearly M is not connected im kleinen at p and p does not cut M
weakly between any two points in M — {p}. Note that M is not semi-
locally-connected at p.

THEOREM 2. If a regular Hausdorff continuum M is semi-locally-
connected at a point p and has property A at p, then M is connected
im kleinen at p.s

Proof. Assume that M is not connected im kleinen at p. First
it will be shown that under this assumption p must be a weak cut

This has been previously observed for compact Hausdorff continua [1, Th. 4].
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(0, 0, 1)

(0, 0, ±)

(0,0, i )
o

(0, 0, 0) (1, 0, 0)

FIGURE 1.

point of M.
Since M is not connected im kleinen at p and is semi-locally-

connected at p, there exists an open set U in M containing p such
that M is- nonaposyndetic at p with respect to M — Z7, and M — U
has only a finite number of components. If p is not a weak cut point
then the components of M — U can be joined together by a finite
number of continua in M — {p}. Let L be the union of these continua.
Every continuum containing p in its interior must meet the continuum
(M — U) U L. But this contradicts the fact that M has property A
at p. Therefore p must be a weak cut point.

Since M is semi-locally-connected at p and p is a weak cut point,
p must separate M [8, Th. 6.2]. Suppose that for each component C
of M — {p} which meets M — U, the set C U M is a connected sub-
space of M which is aposyndetic at p with respect to (C U {p}) — U.
Then in each of these subspaces there is a continuum which contains
p in its interior, relative to the subspace, which does not meet M — U.
The sum of these continua and the components of M — {p} which do
not meet M — U form a continuum in M which contains p in its in-
terior and misses M — U. This contradicts the choice of U. Therefore
there is a component C in M — {p} such that the subspace C U {p} is
nonaposyndetic at p with respect to (C U {p}) — U. It follows that
the subspace C U {p} is not connected im kleinen at p. Let H be the
subspace C U b } . Note that H is semi-locally-connected at p, since
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M is semi-locally-connected at p.
The subspace H has property A at p. To see this let Q denote

a subcontinuum of H — {p}. Because M has property A at p, and Q
is a subcontinuum of ikf, there exists a subcontinuum iΓ of M — Q
which contains p in its interior. Since p is a separating point, the
set H Π K is a subcontinuum of J5Γ and # is in the interior of H Π K
relative to H. Therefore H has property A at p.

By applying to the subspace H the argument presented in the
second paragraph of this proof, one can conclude that p must cut H
weakly and therefore separate H. But this is impossible since H
consists of the point p and a component of M — {p}. Hence M is
connected im kleinen at p.

In bicompact 2\ continua, property A and local connectedness are
equivalent as global properties, since if a bicompact 2\ continuum has
property A everywhere, then it is aposyndetic at each of its points
and therefore semi-locally-connected [5, Th. 0], and from Theorem 2
it follows that the continuum is everywhere connected im kleinen and
therefore locally connected.

It is clear that a ΓL continuum M has property A at a point p
with respect to a point q if and only if for each open set G in M —•
{q} which contains p, M is aposyndetic at p with respect to the q-
component of M — G. From this point of view one can generalize
this property as follows.

DEFINITION. Let p and q be distinct points of a continuum M. If
for each open set G in M — {q} which contains p, there exists a point
r in G such that M is aposyndetic at r with respect to the g-com-
ponent of M — G, then M is said to have property B at p with respect
to q. If for each point x in M — {p}, M has property I? at p with
respect to x, then ikf is said to have property B at p. If ilί has
property B at each point of M, then M is said to have property B.

Obviously, if a continuum M contains a dense subset D such that
M has property A at each point of D, then M has property J5. The
following example indicates that property B is considerably weaker than
property A.

EXAMPLE 2. There exists a compact plane continuum M which
has property B and is totally nonaposyndetic (not aposyndetic at any
of its points) hence does not have property A at any point.

Let Mlf Mif be a sequence of closed plane point sets defined
by induction as follows. Let S be the unit disk and let Mt be the
closure of the union of the (topological) disk sequence Dlf D2,



102 CHARLES L. HAGOPIAN

FIGURE 2.

indicated in Figure 2. The boundary of S is the limiting set of Du

D2, . The diameter of each of D19 D2, is greater than 3/4. Let
p and q be the two separating points in Mx. Note that M1 is non-
aposyndetic at each point of the boundary of S with respect to one
of p and q.

Assume Mn to be defined and let D[, D21 be a counting of the
disks in Mn. Let ft be a homeomorphism of S onto Ώ\ such that the
distance from f^p) to /<(#) is greater than (1/4) + (1/n + 3). Let
Mu+ι = Cl [UΓ=i/ίW)] The homeomorphisms of S onto the disks of
Mn are chosen in such a way that the disks in Mn+ί will be of
diameter greater than (1/2) + (1/n + 3) and the set of separating points
in Mn+ί is 1/n + 1 dense in Mn. Define M = Π?=i -M»

ikΓ has property B. To see this let x and 2/ be two points in M
and let G be an open set in M — {y} containing x. Let C be the y-
component of M — G. Since the point set consisting of homeomorphic
images of {p, q) is dense in M, there is a point s in M f] G which is
a separating point in Mn (for some n). There exists a disk D in j|fn

such that y is not in D and s separates D — {s} from Mn — D in Mn.
It follows that M Π J5 is a continuum in ikf — C which has an interior
point in G.

It is clear that M is nonaposyndetic at each point which is on the
boundary of some defining continuum Mn in S. Let x be a point of
itf which is in the interior of Mn for every positive integer n. There
exist a nest of disks d19 d2, and two sequences of points, s19 s29
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and tu t2J , such that (1) for each positive integer n, the point x
is contained in dn (2) dn is a maximal disk in Mn (3) the point sn

separates dn+1 — {sn} from (dn — dn+ι) n Mn+ί in Mn+ί and (4) tn is the
other point which separates dn Π Mn+1. Note that for each n, M is
nonaposyndetic at sn with respect to tn. If a; is a limit point of slf

β2, , then there exists a point t in M, distinct from x, which is a
limit point of the sequence t19 t2, , such that M is nonaposyndetic
at x with respect to t [5, Th. 1]. If ίc is not a limit point of sL, s2, ,
then there exists a point s in M, distinct from x, which is a limit
point of this sequence. It follows that M is nonaposyndetic at x with
respect to s. Therefore M is totally nonaposyndetic.

DEFINITION. Let p be a point of a continuum M. If there exists
a point q in M — {p} such that M has property 5 at p with respect
to #, then M is said to have property C at p.

Obviously, if a continuum has property B at a point p, then it
has property C at p. One can see that property C is weaker than
property B by considering the Cantor Cone. This continuum has pro-
perty C at each point which is in the interior of an arc, but it has
property B only at the vertex.

THEOREM 3. If a compact metric continuum M has property C
at each point of a dense Gδ subset of M and is totally nonconnected
im kleinen on a dense G5 subset of ikf, then M is totally nonsemi-
locally-connected on a dense open subset of M.

Proof Let U be an open set in M. If one can show that there
exists an open subset G of U such that M is not semi-locally-connected
at any point of G, then the existence of the dense open subset of M
with the desired condition with follow immediately.

The open set U contains an open set F, no component of which
contains an open set [3, Th. 2] It follows that for each point x in
V, M is nonaposyndetic at x with respect to M — V. Define A =
{x e VI for some y in M - S(x, 1/i) (S(x, 1/i) is the circular open set
in M with the point x as center and with radius 1/i), M has property
B at x with respect to y). Since [JT=i A is a second category subset
of V, for some positive integer n, the set C\Dn contains an open set
in V. It follows that there exists an open set W in V such that W
contains a dense subset D with the condition that for each point x in
D, there exists a point y in M — W such that M has property B at
x with respect to y.

If M is totally nonsemi-locally-connected on W, then W has the
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required conditions. Assume that this is not the case. That is, there
exists a point p in W such that M is semi-locally-connected at p.
There exists an open set Q containing p in W such that M — Q has
only a finite number of components. Suppose that p is not a weak
cut point. Join together the components of M — Q with a finite
number of continua in M — {p}. Let L be the union of these continua
and let K be the continuum (M — Q) U L. The set M — K is open
and contained in Q. Since D is dense in W and M — W is contained
in K there exist a point x in D f) (M — K) and a point y in K such
that if has property B at x with respect to y. But this is impossible
since M is nonaposyndetic at each point of M — K with respect to K.
Therefore p is a weak cut point in M.

Since M is semi-locally-connected at p, p is a separating point in
M and each component of M — {p} is both open and closed relative to
M — {p}. Let X be a component of M — {p} which meets M — Q.
The set S = X U {p} is a connected subspace of M. S is semi-locally-
connected at p. The point p is not a weak cut point in S for if it
were it would also separate S which is clearly impossible. S — Q has
only a finite number of components. Join there components together
with a finite number of continua in X. Let F denote the union of
these continua with S — Q. The set F is a continuum in S — {p}
which contains S — Q. The set G = X — F is open in M. Let $ be
a point in G and assume that M is semi-locally-connected at x. Each
open subset of G which contains x cuts M weakly between p and F
(i.e., each continuum in M which meets both F and p must also meet
each open subset of G which contains x). To see this suppose that
there exist an open set R containing x in G and there exists a continuum
H in M — R which meets both p and F. It follows that M — Q is con-
tained in one component of M — R. But for some point s in R there
exists a point t in M — W such that ilί has property £ at s with
respect to t. Therefore there exists a point r in R such that M is
aposyndetic at r with respect to the ^-component of M — R. This is a
contradiction since M — Q is contained in the ^-component oί M — R
and ikf is nonaposyndetic at r with respect to M — Q. It follows that
x cuts M weakly between p and F. Since M is semi-locally-connected
at x, M is separated by x between p and JP. S — {x} can be written
as the union of two mutually separated sets P and E such that p is
contained in P and F is contained in ί/. P U {»} is a subcontinuum
of M which has a nonvoid interior and is contained in Q. This con-
tradicts the fact that no component of Q contains an open set. There-
fore M is totally nonsemi-locally-connected on G.

THEOREM 4. If α compact metric continuum M is nonsemi-locally-
connected at each point of a Gδ subset which is dense in M, then the
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set of weak cut points in each open subset of M has cardinality at
least c.

Proof. Let U be an open subset of M. Define the set D = {x e
MI for each open set V containing x, there exists an open subset W
of V containing x such that M is aposyndetic at x with respect to each
point of the boundary of W). If D is dense in U, then there exists
a dense Gδ subset J of U such that each point of J is a weak cut
point in M [4, Th. 4].

Suppose that D is not dense in U. There exists an open set G
in U — D. Since G is second category, there exist a point x in G
and a point r in M such that if y is a point of M and M is non-
aposyndetic at x with respect to y, then y cuts M weakly between x
and r [2, Th. 4]. There exists an open set Q containing x in G such
that for each open subset R of Q there is a point # in the boundary
of R such that M is nonaposyndetic at as with respect to y. There
are c open sets in Q which contain x and have mutually disjoint
boundaries. It follows that there are c points in Q which cut M
weakly between x and r.

THEOREM 5. // a compact metric continuum M has property C
at each point of a dense Gδ subset of M and is totally nonconnected
im kleinen on a dense Gδ subset of M, then each open subset of M
contains a set of weak cut points of M which has cardinality c.

Proof. M is totally nonsemi-locally-connected on a dense open
subset of M (Theorem 3). The conclusion follows from Theorem 4.

COROLLARY. If a compact metric continuum M has property B
and is totally nonconnected im kleinen on a dense Gδ subset of M,
then each open subset of M contains a set of weak cut points of M
which has cardinality c.

Note that if a compact metric continuum M is totally nonconnected
im kleinen on a dense Gδ subset of M and contains a dense subset D
such that M has property A at each point of D, then M contains a
dense Gδ set of weak cut points of M [4, Th. 4J. However, the ex-
istence of such continua is still an open question.

3. Near aposyndesis* In § 2 property B is introduced as a weaker
form of continuum aposyndesis. In this section aposyndesis (aposyndesis
with respect to points) is generalized in a similar fashion.

DEFINITION. A continuum M is said to be nearly aposyndetic at
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a point p in M with respect to a point q in M if each open set in M
containing p contains a point r such that M is aposyndetic at r with
respect to q. Let p be a point of M; if for each point q in Λf — {p}9

M is nearly aposyndetic at p with respect to q, then Λf is said to be
nearly aposyndetic at p.

It is easily seen that if a continuum Λf has property C at a point
p and is not nearly aposyndetic at p, then p must be a weak cut
point in M. Note that the Cantor Cone has these two properties at
each point of a dense open set.

THEOREM 6. A compact metric continuum M is not nearly apo-
syndetic at a point p with respect to a point s if and only if there
exists an open set G in M containing p, such that if U is a nonvoid
open subset of (?, then s cuts M weakly between some two points in U.

Proof. If M is not nearly aposyndetic at p with respect to s,
then there exists an open set G containing p such that M is nonapo-
syndetic at each point of G with respect to s. This open set G has
the desired property [2, Th. 2].

To see that the condition is sufficient, assume that M is nearly
aposyndetic at p with respect to s. Let G be an open set in M con-
taining p. There exists a point x in G such that M is aposyndetic
at x with respect to s. Therefore there is a continuum K and an open
set U such that x e U c K c M — {s}. It follows that s does not cut
M weakly between any two points of the open set G Π U in G.

If a continuum M has property B, then M is nearly aposyndetic
(that is, M is nearly aposyndetic at each of its points). It follows
that the totally nonaposyndetic continuum M in Example 2 is nearly
aposyndetic. One can see from this example that near aposyndesis is
considerably weaker than aposyndesis. M in Example 2 is totally
nonsemi-locally-connected. The following example indicates that this
is not necessarily the case for totally nonaposyndetic continua which
are nearly aposyndetic.

EXAMPLE 3. There exists a compact nearly aposyndetic, totally
nonaposyndetic continuum M in EΆ (Euclidean 3-space) which is semi-
locally-connected on a dense open subset of M.

Let C be the Cantor set and its image on the interval [ — 1, 0].
For each point z of C define the set

Sz = {(a?, y, z) e E3 \ x = 0 or x = 1 and 0 ^ y ^ 1, or

y z=z 0 or y — 1 and 0 ^ x ^ 1}.
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Let S — \JZeCSz Define the continuum M to be the decomposition of
S obtained as follows. For each positive real number z in C, identify
the point (z, 0, z) with the point (z, 0, 0). For each negative real
number z in C, identify the point { — z, 1, z) with the point ( — z, 1, 0)
See Figure 3. M is semi-locally-connected at each point which is not
in the XY-plane. Note that M contains a Cantor set of weak cut
points.

FIGURE 3.

It is possible for a compact totally nonaposyndetic metric continuum
to have only one weak cut point [5, Example 1]. However, if the
continuum is also nearly aposyndetic then one is assured of the ex-
istence of more than countably many weak cut points.

THEOREM 7. If a compact metric continuum M is nearly apo-
syndetic and totally nonaposyndetic, then M has uncountably many
weak cut points.

Proof. Assume that M has only countably many weak cut points.
Let sly s2, be a counting of these points. Let Q denote a countable
dense subset of M. Since M is totally nonaposyndetic, M contains a
dense Gδ subset / such that if x is a point in I and M is nonaposyn-
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detic at x with respect to a point y, then y cuts x weakly from each
point of Q — {y} in M [2, Corollary 1]. For each positive integer i,
define

Di = {xeI\Si cuts x from each point of Q — {sj}.

Uΐli Di = J. Since I is second category, there is a positive integer
w such that Dn is somewhere dense. Let G be an open set in C\Dn

which does not contain sn. Note that G has the property described
in Theorem 6. It follows that M is not nearly aposyndetic at any
point of G with respect to sn. But this is a contradiction. Therefore
M must contain uncountably many weak cut points.
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ON SUBGROUPS OF A PSEUDO LATTICE
ORDERED GROUP

J. JAKUBIK

The purpose of this note is to investigate some problems
raised in a recent paper of Conrad and Teller concerning
o-ideals and ̂ -subgroups in an abelian pseudo lattice ordered
group.

The concept of a pseudo lattice ordered group ("p-group") has
been introduced by Conrad [1], In recent papers by Teller [5] and
Conrad and Teller [2] there is developped a systematic theory of
p-groups. Let G be an abelian p-group. In § 3 it is proved that if
M is a subgroup of G such that {a, b} n M Φ 0 for any pair of
p-dis joint elements a, beG, then M contains a prime o-ideal; this
generalizes a result from [2]. In §4 we prove that the intersection
of two ^-subgroups of a p-group G need not be a p-subgroup of G.
Moreover, if A is a partially ordered set and for each δ e A Hδ Φ {0}
is a linearly ordered group, then for the mixed product G — V(A, Hδ)
the following conditions are equivalent: (i) for any two p-subgroups
A, B of G their intersection An B is a p-subgroup of G as well; (ii)
G is an Z-group. If A is an o-ideal of a p-group G and B is a
p-subgroup of G, then A + B is a p-subgroup of G.

2. Preliminaries* Let G be a partially ordered group. G is a
Riesz group (cf. Fuchs [3], [4]) if it is directed and if from aiy

b3-eG, a{^ bά (i, j = 1, 2) it follows that there exists ceG satisfying
di^c^bj (i, j — 1, 2). G is a p-group (cf. [1] and [5]) if it is
Riesz and if each geG has a representation g = a — b such that
a, beG, a ^ 0, 6 ^ 0 and

( * ) xeG, x^a, x^b => nx ^ α, nx ^ b

for any positive integer n.
Throughout the paper G denotes an abelian p-group. Elements

a, beG, a ^ 0, 6 ^ 0 satisfying (*) are called p-disjoint. A subgroup
M of G is a ^-subgroup, if for each meM there are elements a, beM
such that a, b are ^-disjoint in G and m = a — 6. A subgroup C of
G is an o-ideal, if it is directed and if 0 <^ g <^ ceC, geG implies
geC. Let O(G) be the system of all o-ideals of G (partially ordered
by the set inclusion). An o-ideal C of G is called prime, if G/C is
a linearly ordered group. For any pair α, b of p-disjoint elements.
H(a, b) denotes the subgroup of G generated by the set

109
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Then H(a, 6) e O(G) (cf. [2]).
Let A be a partially ordered set and let Hδ Φ {0} be a linearly-

ordered group for each δ e A. Let V = V(Δ, Hδ) be the set of all
//-vectors v — ( , vδ, •) where v^eHδ, for which the support £(v) =
{δ G J I vδ Φ 0} contains no infinite ascending chain. An element ve V,
v Φ 0 is defined to be positive if vδ > 0 for each maximal element
δeS(v). Then ([2], Th. 5.1) F is a p-group; F is an 1-group if and
only if J is a root system (i.e., {δeA\δ^y} is a chain for each
ye A).

3* Subgroups containing a prime o-ideaL The following asser-
tion has been proved in [2] (Proposition 4.3):

(A) For ikfeO(G), the following are equivalent: (1) M is prime;
(2) the o-ideals of G that contain M form a chain; (3) if a and 6 are
p-disjoint in G, then a e M or b e M.

Further it is remarked in [2] that each subgroup M of G ful-
filling (3) is a p-subgroup and any subgroup containing a prime
o-ideal satisfies (3); then it is asked whether a subgroup I of a
p-group G satisfies (3) if and only if it contains a prime o-ideal (a
similar assertion is known to be valid for lattice ordered groups).
We shall prove that the answer is positive.

We need the following propositions (cf. [2] and [5]):
(B) Let g = a — beG where a and b be p-disjoint. Then g =

x — y, where x and y are p-disjoint, if and only if x = a + m and
y — b + m for some m e H{a, b).

(C) If a and b are p-disjoint, then wα and nb are p-disjoint for
any positive integer n and H(a, b) — H(na1 nb) ([2], Proposition 3.1).

LEMMA 1. Let M be a subgroup of G fulfilling (3) and let α, b
be p-disjoint elements in G. Then H(a, b) c M.

Proof. Let h e H(a, b). According to (3) we may assume without
loss of generality that aeM. Suppose (by way of contradiction) that
h&M. Then a + h g M, hence by (B) b + h e M, and analogously
b — heM, thus 26 e M. Further 2α + h $ M and therefore according
to (C) and (B) 26 + heM, which implies heM.

LEMMA 2. Let M be a subgroup of G satisfying (3) and let
X — {Xi} be the system of all o-ideals of G such that X{ c M. Then
the system X has a largest element.

Proof. Let Y be the subgroup of G generated by the set U -X»
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Then YdM and Y is the supremum of the system {XJ in the
lattice 2^ of all subgroups of G. Since O(G) is a complete sublattice
of gf ([2], Th. 2.1), YeO(G) and thus YeX.

Let H be the subgroup of G generated by the set U H(a, b)
where α, b runs over the system of all p-disjoint pairs of elements
in G. Since each set H(a, b) is an o-ideal ([2]), H=\/ H(a, b) (a and
b p-disjoint in G) where V denotes the supremum in the lattice 0{G).
According to Lemma 1 HaM whenever the subgroup M of G
satisfies (3).

For any u, veG, u ^ v, the interval [uf v] is the set

{x e G u ^ x <; v) .

LEMMA 3. Let M be a subgroup of G satisfying (3) and let N
be the largest o-ideal of G that is contained in M. Let g e G, g > 0.
Then

[0,g]c:M=*geN.

Proof. According to Lemma 2 the largest o-ideal N in M exists.
Assume that g e G, g > 0, [0, g] c M. The set

CO

Z = U [-ng, ng]
n = l

is clearly an o-ideal in G. Let zeZ, hence ze[ — ng, ng] for a posi-
tive integer n. This implies 0 ^ y ^ 2%# where 2/ = z + w#. Since
G is a Riesz group, according to [3, p. 158, Th. 27] there are elements
#1, •--, g2n£G, 0 <: Qi ̂  # such that y = gλ + . . . + #2w. Thus & eilf,
therefore y eM and ZaM. Now we have ZaN and so geN.

LEMMA 4. Lei M be a subgroup of G fulfilling (3) αraZ Zβί N
be the largest o-ideal of G contained in M. Then G/N is a linearly
ordered group.

Proof. Assume (by way of contradiction) than G/N is not linearly
ordered. According to Lemma 1 HaN, hence by [2], Theorem 4.1
G/N is a lattice ordered group. Thus there exist elements X, Ye G/N
such that X A Y =0, X>0, F > 0 ( 0 being the neutral element of
G/N). From [2] (Proposition 2.2, (ii)) it follows that there are elements
xeXj yeY such that x and y are p-άis joint in G and hence x e M
or yeM. Clearly x&N, yiN and thus according to Lemma 3 there
€xist elements xί9 yλeG such that

0 < a?! ̂  x, 0 < yι g y, xxiM, yx$M.
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Then in G/N we have 0 <xL +N ^x +N=X, 0
Y, whence

Thus by using repeateadly [2], Proposition 2.2, we can choose elements
x2 e xι + N, y2 e y± + N such that x2 and ΐ/2 are p-disjoint in (?. There-
fore (without loss of generality) we may assume x2eM and this
implies x1ex1 + N=x2 + NczM, a contradiction. The proof is complete.

THEOREM 1. Let M be a subgroup of a p-group G. Then
(3) => (2) and the condition (3) is equivalent to (1/) M contains a
prime o-ideaL

Proof. According to Lemma 4 (3) => (Γ). By [2] (1') => (3).
Assume that M is a subgroup of G fulfilling (3). Let Kt, K2 be
o-ideals of G such that MczKt Π K2. Let N have the same meaning
as in Lemma 4. Since NczM,

Kx c K2 *==> KJN (Z KJN .

KJN and KJN are o-ideals of G/N and G/N is linearly ordered, hence
KJN c KJN or KJN a KJN; therefore (2) holds.

If M is an o-ideal of G satisfying (3), then by Theorem 1 M
contains a prime o-ideal N; according to [2] (Corollary 1 to the
Induced Homomorphism Theorem) G/M is isomorphic to (G/N)/(M/N)
and hence (G/N being linearly ordered) G/M is a linearly ordered
group and M is prime. Thus it follows from Theorem 1 that (3) => (1)
for MeO(G) (cf. (A)).

Let us remark that if M is a subgroup of G fulfilling (3) then
M need not contain any nonzero o-ideal that is a lattice; further (3)
is not implied by (2).

EXAMPLE 1. Let B be an infinite Boolean algebra that has no
atoms and put Δ = {b e B | b Φ 0}. For each δ e Δ let HB = E where
E is the additive group of all integers with the natural order, G =
V(Δ, Hδ). Let M = {v e G | v1 — 0} (by 1 we denote the greatest element
of B). Then M is a prime o-ideal of G, hence M satisfies (3) and M
contains no lattice ordered o-ideal different from {0).

EXAMPLE 2. Let Δ = {δ19 δ2, <53}, where δt < δs, δ2 < δ3 and δί9 δ2 are
incomparable. Put Hδ. = E(i = 1, 2, 3), G = F(z/, JHS), Λf = (v e G | vh =
vh — 0}. Then the only o-ideal that contains M is G, thus (2) holds.
Let a,beG such that ah = 1, αδ2 = ah = 0, δ,2 = 1, 6δl = δδs = 0.
The elements a and b are ^-disjoint in G and αgilf, δ ί M , hence M
does not fulfil (3).
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4* Intersections and sums of two p-subgroups* Another pro-
blem formulated in [2] is whether the intersection of two ^-subgroups
of a p-group G must be a p-subgroup of G; there is remarked in [2]
that this conjecture seems rather dubious. The answer to this pro-
blem is negative.

2

EXAMPLE 3. Let Δ = {δly <52, δ3}, where dί > δ3, δ2 > δΆ and δ19 δ
are incomparable. Let Hδ. = E(i = 1, 2, 3), G - F(J, fl,). We write
^(δί) instead of vai. Let c< =£ 0 (i = 1, 2) be positive integers, cx ^ c2.
Denote

(i = 1, 2). Let i e {1, 2} be fixed. For proving that A{ is a ^-subgroup
of G we have to verify that to each ve A{ we can choose a, be Aif

a ;> 0, 6 ^ 0 such that (*) holds and v = a ~ b. It is easy to verify
that it suffices to consider the case when 0 and v are uncomparable,
hence we may assume v(dy) > 0, v(δ2) < 0 (the case v(8j) < 0, v(δ2) > 0
being analogous). Let α, b e G,

aiδ,) - viδj, a(δ2) = 0, a(δs) - c.α^) ,

b(δx) - 0, δ(δ2) - -v(δ2), b(δz) = - ^ ( δ 2 ) .

Then α and δ have the desired properties, hence A< is a ^-subgroup
of G. Denote C = Λ Π Λ If v e C, we have

c j ^ ) + v(δ,)] - v(δ3) = φfo) + ̂ (δ2)]

and thus (since cx Φ c2)v(δ3) — 0, v(δ2) = — ̂ (δj). Therefore any element
v G C, v ^ 0 is incomparable with 0 and C is not a p-subgroup of G.

The method used in this example can be employed for proving
the following theorem:

THEOREM 2. Let A be a partially ordered set and for each
δ e Δ let Hδ Φ {0} be a linearly ordered group, V = V(Δ, H5). If V
is not lattice ordered, then V contains infinitely many pairs of
p-subgroups Alf A2 such that AL Π A2 is not a p-subgroup of V.

Proof. Assume that V is not lattice ordered. Then Δ is no
root system, hence there exist elements δ,, δ2, <53 such that δλ > δ3,
δ2 > δ3 and δ19 δ2 are incomparable. Choose et e Hδ., et > 0 and let
c15 c2 be positive integers, c1 Φ C2. Let Vι — {v e V \ vδ — 0 for each
δ<£{δ19δt,δ9}},

1 v(δt) = nteL1 v(δ2) = n2e21 v(δs) = c^n, + n2)e3}

where nt and n2 run over the set of all integers (i = 1, 2). Analo-
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gously as in Example 3 we can verify that A1 and A2 are p-subgroups
of V. Let v e C = Ax n A2. Then c^ + n2) = c2(% + w2), thus w2 =
— %! and v(δ3) = 0. Therefore no element of C is strictly positive
and C is no p-subgroup of G. Since the positive integers ct Φ C2 are
arbitrary there exist enίinitely many such pairs Aly A2.

As a corollary, we obtain:

PROPOSITION 1. Let V — V(Δ, Hδ), where each Hδ is linearly
ordered. Then the following conditions are equivalent: (i) V is
lattice ordered; (ii) if A and B are p-subgroups of V, then Af] B
is a p-subgroup of V as well.

Proof. By Theorem 2 (ii) implies (i). Let V be lattice ordered.
Then a subgroup A of V is a p-subgroup of V if and only if it is
an 1-subgroup of V; since the intersection of two 1-subgroups is an
1-subgroup, (ii) is valid.

PROPOSITION 2. Let J be a partially ordered set and for any
δ 6 Δ let Hδ Φ {0} be a linearly ordered group. Assume that there
exist δ19 δ2, δ3e Δ such that δλ < δ8, δ2 < δ5 and δ19 δ2 are incomparable,
V = V{Δ, Hδ). Then there are infinitely many p-subgroups A, B of
V such that A + B is not a p-subgroup of V.

Proof. Denote V, = {v e V \ v(δ) = 0 for each δ $ {δly δ2, δz}} and
let c be a fixed positive integer, e< e H9., et > 0 (i — 1, 2, 3). Put

A = {v e Fi I t;(δx) = ^ , v(δa) = — c^β2, i?(δ3) = ne3} ,

J t ί i j - t;(δ2) = 0, v(δ.) - we3}

where n runs over the set of all integers. A and B are linearly
ordered subgroups of V, hence they are p-subgroups of V. The set
C — A + B is the system of all elements t; 6 Vt such that

where n19 n2 are arbitrary integers. Hence there is g e C satisfying

= -ce2 , g(δ3) = 0 .

If £ = α - 6, a e C, 6 G C, α ̂  0, δ ̂  0, then α ̂  0 Φ b (since ^ > 0,
^ < 0), thus a(δ5) = δ(δ3) ̂  e3. There exists veV, such that ι;(δ3) =
a(δz), v(δ,) < α(δx) and 6^), v(δ2) < a(δ2) and b(δ2). Thus v < α, v < &,
but 2v < α, 2v < 6. Therefore α and 6 are not p-disjoint in (? and
€ is no p-subgroup of G.

One of the problems raised in [2] is affirmatively solved by
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THEOREM 3. Let A be an o-ideal of G and let B be a p-subgroup
Of G. Then A + B is a p-subgroup of G.

Proof. Let us denote G/A — G and for any t e G write ί + A=t.
Let A + B = X, xeX. There are elements α e i , beB such that
x = a + b and since B is a p-subgroup there exist bί9 b2eB such that
b = bλ — b2 and blf b2 are p-disjoint in G. Further x = u — v, u,
v e G, where u and v are p-disjoίnt in G. According to [2] G is a
i?-group and by [2], Proposition 2.2, 6X and δ2 (% and v) are p-disjoint
in G. Further we have

lience if we apply (B) (§ 3) to the p-group G it follows that there
exists m 6 H(ΰ, v) fulfilling

bλ = ΰ + in , b2 — v + in .

Again, by Proposition 2.2 of [2], there is mx e m such that m1 e H{u, v).
Thus according to (B) the elements ux = u + m1 and vx — v + m1 are
^-disjoint in G and x = ut — vλ. Since

and analogously vx e X, the set X is a p-subgroup of G.
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ON UNIFORM CONVERGENCE FOR
WALSH-FOURIER SERIES

C. W. ONNEWEER

In 1940 R. Salem formulated a sufficient condition for a
continuous and periodic function to have a trigonometric
Fourier series which converges uniformly to the function.
In this paper we will formulate a similar condition, which
implies that the Walsh-Fourier series of such a function has
this property. Furthermore we show that our result is stronger
than certain classical results, and that it also implies the
uniform convergence of the Walsh-Fourier series of certain
classes of continuous functions of generalized bounded varia-
tion. The latter is analogous to results obtained by L. C.
Young and R. Salem for trigonometric Fourier series.

Let {φn(x)} be the sequence of Rademacher functions, i.e.,

φQ(χ) = + 1 (O £ x < i - ) , φo(x) = -

φo(χ + 1) = φo(x) .

ψn(x) = φo(2nx), (n = 1, 2, 3, •). In [3] R. E. A. C. Paley gave the

following definition for the Walsh functions {ψn(x)}: ψo(x) = 1, and,

if n = 2%1 + 2%2 + + 2% with n,> n2> > nr, then ψn(x) =
φni(x)φn2(x) <p*r(x). J. L. Walsh [6] proved that the system {ψjx)}
is a complete orthonormal system. For every Lebesgue-integrable
function f(x) of period 1 there is a corresponding Walsh-Fourier
series (WFS):

f(x)~Σ*ckfk(x), with ck= [f(t)fk(t)dt .

As in the case of trigonometric Fourier series (TFS), we can find a
simple expression for the partial sums of a WFS,

Sn(f, x) = ΣM'ΛaO = (/(» + t)Dn(t)dt ,
k=0 OJ

where Dn(t) = Σ*=o Ψk(t) F o r the meaning of ~f and for further
notations, definitions and properties of the WFS we refer to [2]

2* In [4], Chapter VI, R. Salem proved the following theorem:
Let f(x) be a continuous function of period 2π. For odd n, let

(w-D/2

TM = Σ (P + I)" 1 !/** + 21OT/Λ) - /(a; + (2p + ϊ)π/n)]
p=Q

117
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and let Qn(x) be obtained from Tn(x) by changing π into — π. Then,
if lim^oo Tn(x) = l i m ^ Qn(x) = 0 uniformly in x, the TPS of f(x)
converges uniformly to f(x). R. Salem also showed that this theorem
implies both the Dini-Lipschitz test for continuous functions with
modulus of continuity ω(f, δ) = o(log δ"1)"1 as δ —» 0, and Jordan's
theorem on continuous functions of bounded variation. Finally, he
extended this last theorem to certain classes of continuous functions
of generalized bounded variation. For a proof of Salem's results,
see also [1], Chapter IV, § 5.

3* Our main result about WFS can be stated as follows:

THEOREM. Let f(x) be a continuous function of period 1. Let

1 I A* + 2pβn+1) ~ fix
2 M — 1

2 > = 1

Then, lim^oo Un(x) = 0 uniformly in x implies that lim^oo Sk(f, x) =
f(x) uniformly in x.

Proof. For each natural number k we have

Sk(f, x) - f(χ) - t) - f(x)]dt.

Let k = 2" + &', with 0 ̂  k' < 2n, then, according to [2], p. 386, we
have Dk(t) = Ds»(*) + Ί M O Ά Λ * ) * where

and

— 1 on

Therefore,

\St(f,x)-f(x)\£

•2n on [0, 2~n)

0 on [2- , 1)

on [2p/2B+1,

, DA,(ί) = k' on [0, 2-M) ,

for ί? = 0, 1, ••-, 2n - 1
1, (2p + 2)/2M+I)

t) - f(x)]dt = A + B .

For the first term of this sum we have
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A ^ 2

For the second term we have

τ>

p = 0

- f(x) I dt ^ ω(f, 2~n) .

X + t)- f(x)]dt

(t + 2—1)) - f(x)])dt

Now we observe that, since k' < 2%, J5fc/(ί) is a sum of functions
ψi(t) with i < 2W. Each of these functions is constant on the
intervals [k/2n, (k + 1)/2W), (k = 0, 1, , 2n - 1). Therefore, if
t e [2p/2«+1, (2p + l)/2%+1), then Dh,{t) = Dk,(t + 2~n~ι) = Dk,(2p/2n+1).
Thus we have

2 W — 1 f

Σ
0 j

Σ
2>=0 j22>/2 ί l

(ί

- /(* + (ί + (2p

p=0 O

- A* + (

(ί

-1 [lDk,(O)[f(x + t/2n+1) - f(x + (t'+ l)/2w+1)]dί
oj

p = l Oj

(Ϊ2-"-ιlΣ-- Vί

+
2-«-i

Using the fact that for u e (0, 1), | Dk{u) \ < 2%-', [2], Lemma 1, we
obtain the following inequality for the integrand, I, of B2:

\I\ ^ (ί

Now we observe that for every 16 [0, 1) there is an x e [0, 1), x = x(t),
such that g + (t + q)/2n+1 = x + q/2n+ι for all q = 1, 2, , 2B+1 - 1.
Therefore
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111 ^ Σ V I Λ% + 2p/2n+1) - /(* + (2p + l)/2"+1) I = 17.(3) .

Under the hypothesis of our theorem Un{x) —> 0 uniformly in x as
n —> oo. This implies that B2 —> 0 uniformly in x as w —• °o, and so,
limfc_oo (Sk(f, x) — f{x)) = 0 uniformly in x.

4* In this section we will show that our main theorem implies
two classical results for WFS. The first is the Dini-Lipschitz test
for WFS, which was first proved in [2], Th. XIII. A generalization
of it can be found in [5], § (3.5).

COROLLARY 1. Let f(x) be a continuous function of period 1
and let ω(f, δ) = o(log δ"1)"1 α* δ -* 0. Then the WFS of f(x) con-
verges uniformly to f(x).

Proof. We see immediately that

I Un(x) i ^ Σ V ^ ( / , 2-%-L) ^ ω(f, 2~n-ι)Clog2n

for some constant C. Thus lim^^c Un(x) = 0 uniformly in a?.

The next corollary is Jordan's test for WFS, which was first
proved in [6], Th. IV.

COROLLARY 2. Let f(x) be a continuous function of period 1.
If f(x) is °f bounded variation on [0, 1], then its WFS converges
uniformly to f(x).

Proof. We can find a nondecreasing sequence of natural numbers
{m(n)} such that (a) m(n)<2n — 1 for all n, (b) m(ri)—>°o as n—*°o,
(c) ω(f, 2~n~ι) log m(n) -* 0 as rc -> oo. Then,

Un(x) I ̂  α>(/, 2—-^[l + \ + + —!—Ί
L 2 mWJ

Σ \f(
^ Cω(/, 2— 1) log m(n) + (m(n) + I)- 1 Var (/) .

Thus lim^oo Un(x) — 0 uniformly in x.

Finally we will prove a theorem for WFS analogous to certain
results of L. C Young [7] and R. Salem [4] for TFS, and which is
an extension of Jordan's theorem. First we will give a definition of
bounded Φ-variation.
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Let φ(u) be a continuous, strictly increasing function defined for
u ^ 0, such that φ(0) = 0 and limu_oo φ(u) = °o. Let ψ be the inverse

<p(t)dt and Ψ{u) = \ f(t)dt. Functions so
oj

obtained, are called complementary in the sense of W. H. Young, and
they satisfy the following inequality, due to W. H. Young: if α, 6 ̂  0,
then ab ^ Φ(a) + W(b), see [8], p. 16.

DEFINITION. A function f(x) on [0, 1) is said to be of bounded
Φ-variation if there is an M< oo such that for each finite partition
0^xl<x2^^<xn^l we have Σ S 1 Φ(l/fo+i) - /(&*) I) < M.

We can prove the following

COROLLARY 3. Let Φ(x) and Ψ(x) be functions complementary
in the sense of W. H. Young and let Σ£=i Ψ{k~ι) < °°. Let f(x) be
a continuous function of period 1 and of bounded Φ-variation. Then

co Sn(f, x) = f(x) uniformly in x.

Proof. Since ΣϊU Ψ{k~ι) < °°, we can find a sequence {ε(k)} of
positive numbers, decreasing to 0 as ί -^oo, and for which

Σ Ψ{ke(k))~ι) < oo .

Let

|/(α? + 2p/2 +1) - f(x + (2p + l)/2%+1) | = J, .

Then, according to Young's inequality, we have

1 ^ Φ(ΔV)

From our hypothesis it follows that there is a constant N < oo such
that for each m

+ ΣV((pe(p))-1) <

Therefore,

Choosing {m(n)} as in the proof of Corollary 2, we have

Un{x) I ^ α>(/, 2—^Γl + -L
L 2

i . e . , Un(x) —»0 u n i f o r m l y i n a? a s % — ^ 0 0 .
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ON CERTAIN TOEPLITZ OPERATORS
IN TWO VARIABLES

STANLEY J. OSHER

The problem of inverting and/or factoring Weiner-Hopf
operators in two variables is one of the basic unsolved pro-
blems in classical analysis. In this paper we shall consider
operators which are a perturbation of a product of operators
in one variable, the perturbation differing from such simple
operators by an operator in one variable. The principal tools
used are the spectral mapping theorem combined with the
known results on operators in one variable.

2* Preliminaries* Consider the space l2 of sequences of complex
numbers

ξ = {SiάZiCis = 0

with

(2.1) ilίlί

Let

(2.2) α ={<»,}->- δ = {&,}-=— c = K}7=-

be absolutely convergent sequences of complex numbers. Define

(2 3 ) 9 = fo«}"i—

9u = afij + Cjδ(j)

for

8(j) = 0 if j Φ 0 , δ(0) = 1 .

It is clear that

Σ Σ \Sij\< -

We are concerned with the operation

Φ . / > /
J- g* H > 02 j

CO CO

(Tgζ)ij = Σ Σ U3-k,3~L^kL

123
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Our techniques and results are exactly the same in the two
variable Weiner-Hopf integral analogue.

Define

=—oo k =—o
G(eiβ, β*) = Σ Σ gkSeriiψ-iU

j =— k

A{eid) =

(2-5)

So

(2.6) G(eiθ, e**) =

Let ΐ2 denote the space of doubly infinite sequences in the second
subscript, singly infinite in the first.

f £ 12 1 S — {£ij}£=_oo,i=0

( oo oo \ l / 2

Let us Fourier transform l2 and ?2 with respect to the second
subscript, i.e.,

(2.8) ξ = {ζk(e^)}UeE2

where

ζk(eiφ) = Σ f*iβ i i ίP

3=0

We shall obtain on E2 a transformed Toeplitz operator whose
elements are themselves Toeplitz operators

Define

(2.9) Pr Σ Zkfiiiφ - Σ fwβ<i9 ,

and on the space of singly semi-infinite sequences, define the Toeplitz
map

(2.10) (Aη)i = Σtai-iηs.
3=0

Thus, the total operator transforms to the compound operator

(2.11) Pίφ)B(eξ ξ ^



ON CERTAIN TOEPLITZ OPERATORS IN TWO VARIABLES 125

3* Main results*

M A I N T H E O R E M . (A) <- (B) <=> (C)

(A) (1) G(ei$, e**) Φ 0 real θ, φ.
(2) The change in argument of G(eiθ, eίφ) as θ goes from 0 to

2π is 0 for any real φ.
(3) The change in argument of G(eiθ, eiφ) as φ goes from 0 to

2π is 0 for any real θ.

(B) L{eiψ) can be factored
L(eiψ) = L_(eiφ)L+(eiφ) for 0 ^ φ ^ 2π where
Z/_0^), £+(eii9) commute and are continuous in ψ and bounded

for each φ. Moreover L^(eiφ) has an analytic operator valued exten-
sion to I z I > 1 which is invertible for these z, L+(eiφ) has an analytic
operator valued extension to | z | < l invertible for these z. This
factorization is unique if L_(oo) = 7.

(C) Tg is invertible.

Proof. Assume (A). Consider

(3.1)

where first μ — A(eiθ°) for some real θ0. Conditions (1) and (3) and
the results of [1] guarantee that a factorization

(3.2) μB(e^) + C(e^) = D-(μ, ei<?)D+(μ, eiφ)

exists for each such μ where the factors £L and D+ have the same
properties as functions as L-(eίψ) and L+(eiφ) have as operators.
Since property 3 is a homotopic invariant, such a factorization fails
to exist for some μ in the spectrum of A if and only if 3μ0 in the
spectrum of A and some real φQ with

(3.3) μj&ie**) + C(β**°) - 0 .

If B(eiφo) Φ 0, then C(e^ή Φ 0 by condition (1). Thus,

( 3 4 ) μ°~

But by condition (2) the change in argument as θ goes from 0
to 2π of [a(eiθ) — μ0] — 0, thus μ0 does not belong to the spectrum
of A.

Thus the factorization (3.4) exists for all μ in the spectrum of
A. It is clear from the construction involved in [1] that the factors
are locally analytic in μ for μ in the spectrum of A.
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We normalize so that D-(μ, oo) = 1. Then the equation (for any
μ in the spectrum of A)

(3.5) P^[μB(e^) + C(e^)]hμ(e^) = 1 ,

on the space of Fourier transforms of semi-infinite sequences with
one subscript, has the unique solution

Single-valuedness of the factors is now immediate. Thus each factor
is analytic separately in μ on the spectrum of A. Moreover, for
such μ, D-(μ, eiφ) has an analytic extension to \z\>l, invertible
for \z\ ^ 1. Thus, the operator D~(A, eiφ) has the same properties,
by the spectral mapping theorem. We may make the analogous
statements about D+(μ, eiφ).

Thus, by the spectral mapping theorem we may replace μ by A
in D-(μ, eiφ), D+(μ, eiφ) and obtain L-(eiφ), L+(eiφ) with all the appro-
priate properties of analyticity in z and invertibility.

Next, suppose

{3.6) ΛL (e'*)M+ (β^) - L_ (e*)L+ (β*>),

ikf_, M+ having the same properties, then

(3.7) Lz\e*)M- (β^) - L+

and hence they are both analytic in the whole plane and equal to
the identity at oo, or

(3.8) L_(e^) = M-ψ) , L+(e**) - M+(e<*)

or the factorization is unique.
Thus A=>B.
Now, let us assume B. We wish to solve:

(3.9) P[φ)L{eιηξ = rj .

Consider the operator P^Lz\e^).
By the isometry of the Fourier transform

(3.10) || P Γ L l V ) II ̂  sup || | Lzψ*) 1

where | | | 11| denotes operator norm on the space of semi infinite
sequences with one subscript. Similarly

(3.11) \\L~Λeiφ)\\^ sup ||| L?(e*) | | | .
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Let

Then

but by the anti-analyticity of L_{eiψ) and the definition of P+{φ) we
have

Plφ)L(eίφ)ξ = η .

Thus Tg has a right inverse. This right inverse is easily shown to
be a left inverse using the anti-analyticity of Lz\eiψ).

Next we assume C. Suppose G(e*\ eiφo) = 0.
Then, if Tg is invertible, so is TgM + δl, for all M large enough

and all \δ\ small enough and:

jlf M m M

j=~M k=—M k-—M

Moreover, we may choose Mo, φίt βiy δ0 such that | δ0 \ < δ and
Mo^ M and

^ δQ - 0 .

Next consider the sequence of vectors ξN, where

ξ* = — L ^ w ^ if 0 ^ i, & < Λ
l/iV+ 1

ffk = 0 otherwise .

Clearly

^ | | = 1 while lim (TβM + δJ)ξN = 0 .

Contradiction.
Now suppose the change in argument in condition 2 is 2πηθ Φ 0.

(This number is obviously independent of φ). Thus, for M large,
GM(eiθ, eiψ) has the same ηθ for each φ0. If ηθ < 0, then LM(eiφo) anni-
hilates some vector

i £ = {fc0, fclf ...} , | | | ίΓ | | | = 1 .

But then the sequence

<3.15)
££f = 0 if N < i , has the property
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(3.16) || ξN || = 1, but lim TϋMξN = 0 .

Thus TQM is not invertible, hence neither is Tg. If τjθ > 0, we
merely consider Γ*. Finally, we assume that the change in argu-
ment is 2π ηφ Φ 0 in condition (3). Then consider

This function obeys the conditions of (A), hence it is factorable
and Ύh is invertible. However, if rjψ > 0, then

where Sψ is the right shift operator on the j subscript. This is
impossible since the two operators on the right are invertible. If
Ύ}9 < 0, we merely consider the adjoint.

Thus (C) => (A), and we are finished.

4* Example* Let B(eiφ) and C(eίφ) have finite expansions

B = Σ he~ijφ

(4.1) i==~Λr

M

and suppose

(4.2) μb_N + c_N Φ 0 for μ in the spectrum of A .

Assume conditions 1, 2, 3. Then we may factor

(4.3) μB(z) + C(z) = {μb_N + c_N) Π (z - xt(μ)) Π (1 - - ^

for all ^ in the spectrum of A and each | x^μ) \ > 1, 12/̂ /̂ ) | < 1.
See [3]. Then it follows that

(4.4) L(z) = L_(z)L+(z)

with

(4.5) L_(z) =
i

(4.6) L+(z) - (Ab_N

z J

N

4 = 1

We expect this factorization to play an important role in the
study of difference equations arising from hyperbolic systems in
regions in space having corners.
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ON THE MEASURABILITY OF PERRON
INTEGRABLE FUNCTIONS

W. F. PFEFFER AND W. J. WILBUR

By means of majorants and minorants a Perron-like inte-
gral can be defined in an arbitrary topological space. Although
for its definition only a finitely additive set function is used,
it turns out that if the underlying topological space is Haus-
dorff and locally compact, then the integral itself gives rise
to a regular measure. The natural question, whether every
integrable function is measurable with respect to this measure,
is the subject of our paper.

In § 2 some sufficient conditions for measurability of inte-
grable functions are given and the connection of our measure
with the original set function is described. The results of this
section are then applied to integration with respect to the
natural and monotone convergences. The natural convergence,
which can be used in any topological space is discussed in § 3.
In § 4 some elementary properties of the monotone convergence
are derived. This convergence can be used in any locally
pseudo-metrizable space and it seems to be the most important
convergence for the definition of an integral over a differenti-
able manifold. A proof that for the monotone convergence
every integrable function is measurable is given in § 5. Finally,
§ 6 contains a few illustrative examples.

Throughout, P is a topological space which is always assumed to

be Hausdorff and locally compact. The reader can, however, easily

detect those parts of the paper which remain correct in an arbitrary

topological space P. By P~ = P U (<») we denote a one point com-

pactification of P. If A c P, A~ and A~ stand for closure of A in P

and P~, respectively. The interior of a set A c P is denoted by A0.

For x e P~, Γx is a local base at x in P~ (see [3], p. 50). We shall

always assume that U c P and U~ is compact for all UeΓx with

xeP. If σ is a pre-algebra of subsets of P (see [5], 1.1) such that

{U n P : U 6 Γx} c σ for every x e P~, we call the pair 31 = <σ, Γx} a

net structure in P.
If δ c σ and A c P~ we let δA = {BeS:B c A). A system 8 c σ

is said to be semihereditary if and only if σ0 π δ Φ 0 for every finite

disjoint collection σ0 c σ whose union belongs to δ. A system δ a σ

is said to be stable if and only if 0 $ S and for every Aeδ and every

xeP~ there is a UeΓx such that δA_vΦ 0.

A convergenceυ in a net structure <σ, Γx} is a function fc which

J ) What we call a convergence is sometimes called a derivation basis (see [1], 1.1).

131
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to every x e P~ associates a family κx of nets {BUf UeΓ, c} c σ where
Γ is a cofinal subset of Γx. For δ a σ and x e P~, /cx(δ) — {{Bπ} e fcx:
{BΠ} c δ} and δ* = {x e P~ : tcx(δ) Φ 0}.

A convergence tc is called admissible if and only if the following
conditions are satisfied :

For every x eP~, {U n P, ! 7 G Γ , , CJGΛ:,.

If a;eP~ and {JŜ , UeΓ, a}efcx then for every VeΓx there
is a C7F e Γ such that J5σ c V for all C7e Γ for which U c Ϊ7F.

_^ . If xeP~, {Bu}UeΓefcx, and Γ' is a cofinal subset of Γ, then
also {Bz/W'e £*.

If xeP~, {-B̂ } 6A:,, and Aea, then also {1?̂  ίi4}eκx-
If δ c σ is a nonempty semihereditary system, then <5* is-

nonempty.
%̂ί". If d c σ is- a nonempty semihereditary stable system, then.

<?* is uncountable.
A triple $ = <(9£, tc, G> is called an integration base in P if and

only if Sft = (σ, Γxy is a net structure in P, Λ; is an admissible con-
vergence in % and G is a nonnegative finitely additive function2) on
σ such that G(A) < + oo for every A e a with A" compact.

It was shown in [6] that integration bases exist in P and that
for each of them we can define a nonabsolutely convergent integral
I which is closely related to the Lebesgue integral. For the reader's
convenience we shall summarize the basic definitions.

Let x e P~, A c P, and let F be a function on σA. We call the
number ^F(xf A) = inf {lim inf F(Ba): {Ba} e fcx(σA)} the lower limit of
JP at # relative to A and the number *F(x, A) = $(F/G)(x, A)S) the
ίowβr derivate of F at x relative to A and it is denoted by /(/, A).

Let A e σ and let / be a function on A". A superadditive func-
tion M on (T̂  is said to be a mαjorαnt of / on A if and only if there
is a countable set ZM c A~ such that #(—G)(a?, A) >̂ 0 for all xeZM,
ιAf(ί», A) ^ 0 for all ίKG^U (oo), and - oo ^ ^jjφ, A) ^ /(a?) for all
i u e i " - ZM. The number Jβ(/, A) = inf M(A) where the infimum is
taken over all majorants of / on A is called the upper integral of /
over A. If Iu(f, A) = —Iu(—f, A) Φ ±oo this common value is called
the integral of / over A.

It Aeσ and / is a function on A~, we denote by 2R(/, A) the
family of all majorants of / on A. The family of all functions inte-
grable over Aeσ is denoted by 5β(A).

For A c P, χA denotes the characteristic function of A in P. By
© and U we denote the families of all compact and open subsets of
P, respectively. Using the integral /, we shall define measure spaces

2) Unless specified otherwise, by a function we always mean an extended real-
valued function.

8> We let α/0 = +<*> for a ^ 0, α/0 = -oo for α < 0, and α/(±oo) = 0.
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<P, £, τ) and (P, Xo, r0) as follows :
( i ) £ is the family of all sets A c P such that χA[)Ce Φ(P) for

every C e £ ; and for A e £ , τ(A) = Ju(χ4, P).
(ii) For A c P,

τo(A) - mί{τ{U) :UeU and A a U}

and So is the family of all τo-measurable subsets of P.
These measure spaces will play an essential part in our paper.

Some of their important properties can be found in [7], §'s3 and 4;
e.g., there is a proof that they actually are measure spaces. We just
recall here that II c XQ c X and that the measure τ0 is regular.

2 Measurability in general* In this section we shall prove a
few general theorems concerning the measurability of integrable func-
tions. Throughout we shall assume that there is given an integration
base $ = <σ, Γx, ft, G> in P.

PROPOSITION 2.1. If the lower derivαte of every superαdditive
function on σ is %0-meαsurαble, then % = %0 and every function from

is X0~measurable.

Proof. Let AeZ with A" e (£. Then by [7], 2.7 there are narrow
majorants MneWl~(χA, P) (see [7], 2.5) for which Mn{P) - I(χA, P) <
±/n, n = 1, 2, . If Bn — {% e P : *Mn(x, P) ^ 1} then by our assump-
tion Bn e Zo. Letting B = A" Π (Π?=i Bn)9 we have B e ZQ, B~ e K, and
A c B. Because

τ(Bn) - τ(A) ig ikf%(P) - I(χ4, P) < 1/n

for % = 1, 2, , it follows that τ(B — A) = 0. Now replacing A by
5 — A and repeating the previous construction, we obtain a set C e £0

for which C~ e (£, J5 - A c C, and

r(O = τ(J5 - A) + τ(C - [B - A]) = 0.

By [7], 4.7 also τo(C) = 0 and since τ0 is a complete measure, A =
B - (B - A) belongs to Zo.

If A e £ is arbitrary, then (A n C)~ e © for every C e £. Thus
A n CeZ0 for every C G K and it follows from [7], 4.7 that AeZ0.

The last part of the proposition is now a direct consequence of
17], 4.3.

The previous proposition and Proposition 4.3 in [7] indicate the
importance of the following :

PROPOSITION 2.2. Let M be a function on σA where Aeσ, and
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let c be a real number. If σA(M, c) = {B e σA : M(B)/G(B) < c}, then,
= {xeA~: *M(x, A) ̂  e}.

Proof. If *M(x) ̂  c and n is a positive integer, then there is a
net {B^jjerGic^Gj) such that

liminf[ikf(^)/G(^)] <c + l/n.

Hence there is a cofinal subset Γf of Γ such that {Bu}UQΓf c ^(M, c +
1/w). It follows from ^ that x e cr*(Λf, c + 1/ri). On the other hand
if a; e σ*A{M, c + 1/ri) then it follows that *M(x) ̂  c + 1/ ,̂ w = 1, 2,

DEFINITION 2.3. An integration base $ in P is said to be mea-
surable if and only if every function from $β(P) is £0-measurable. I t
is said to be strongly measurable if and only if δ* — (oo) belongs to
20 for every δ a σ.

It follows at once from 2.1 and 2.2 that every strongly measura-
ble integration base is measurable. On the other hand, Example 6.1
shows that a measurable integration base need not be strongly mea-
surable. From [7], 4.7 we see that if $ is measurable, then X = £0»

REMARK 2.4. Let c be a real number and let A e σ. It is easy
to see that σA(M, c) is semihereditary whenever M is a superadditive
function on σA. Furthermore, it can be shown that if #( — G)(x, A) ̂
0 for every x e A~9 then σA(M, c) is semihereditrary and stable when-
ever M is a majorant for some function on A~ (see [6], (4.4)). How-
ever, Example 6.1 indicates that there is no link between the semi-
hereditariness or stability of 8 c σ and the SE0-measurability of δ* —
(oo).

THEOREM 2.5. If C e (£, then

τo(C) = mΐ±G(Ai)

where the infimum is taken over all finite families {A$=l c σ for
which C c (U?=i A)0.

Proof. Let C e& and let Aly , An be sets from σ for which
C c (U?=i^)°. I f we set M(B) = Σ5UG(JS Π ̂ ) for 5 e σ , then ikf 6

c, P) and so

τo(C) = z{C) ̂  M{P) =
< = 1

On the other hand, given CeK and e > 0, there is a ί/ell such that
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C c U, £7~e(£, and τo(U) < zo(C) + e. Using [5], (1.1), we can find
disjoint sets B19 •••, Bm from σ for which

ftj BίYcU^Γc U.Cc

If we set N(B) = - Σ*T=iG(B Π Bf) for Beσ, then iVeSKί-χj,, P)
and thus

r0(O 4- ε > ro(C7) = r(C7) - -I(-χσ, P)

Using the regularity of r0 (see [7], 4.7), we obtain the following:

COROLLARY 2.6. Let <σ, Γ*, tc, G>

integration bases in P. Ifσf] σf is a pre-algebra which contains a
topological base of P and ifG = G'onσf) σ\ then (£0, τ0) = (SJ, τj)

Proo/. Suppose τ[{C) > τo(C) for some Ce(£. Then by [5], (1.1)
there is a disjoint finite family {AJ c cr such that C c ( U A^)0 and
Σ % ) < ^'(C) Since C is compact, using again [5], (1.1), we can
find a disjoint finite family {Bd} c σ n σ' such that C c U J5̂  c U ^ - c
(U A,)0. Hence

which is a contradiction. By symmetry τo(C) = τf

0(C) for every C e (£.
Now the corollary follows from [7], 4.7.

The previous corollary is the main reason why we are discussing
£0-measurability rather than £-measurability.

Let $ = <σ, Γ9, fc, G> and $' = <σ\ Γ'x, /c', G'> be two integration
bases in P. If σ' c σ, Gf is the restriction of G to #', and for every
x G P~, Γ; c Γ^ and 4 c /ĉ , we say that $ is Zαr#er than Qf' and
write Qf •< ^ . Obviously, the relation -< is a partial ordering in the
family of all integration bases in P. Imitating the proof of Theorem
31 in [41, one can easily see that it $' < $ then φ(A) c φ'(A) for
every Aeσf here Sβ(A) and ty'(A) are the families associated with $
and S', respectively. From this and Corollary 2.6 it follows that if
$ is a measurable base in P so is Qf' for every $' >• $.

The next difinition and proposition will be used in § 5.

DEFINITION 2.7. An integration base $ in P is said to be locally
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strongly measurable if and only if for every xeP there is an inte-
gration base $' in P (generally depending on x) which satisfies the
following conditions :

( i ) (So, τ0) = (Sί, τί).
(ii) There is a neighborhood Ueσ n o9 of x such that $β(Z7) c

ψ(U) and a*' - (oo) eXΌ whenever δ c σ'π.

PROPOSITION 2.8. If $ is locally strongly measurable then $ is
meαswrαδiβ.

Proof. Let /e$β(P). We shall show that every point xeP has
a neighborhood F such that / restricted to V" is £0-measurable. It
will follow that / restricted to any compact subset of P is So-mea-
surable and hence by [7], 4.7 also / itself is £0-measurable.

Choose xeP and let $ ' and U have the same meaning as in
Definition 2.7. Then by [6], 6.8, fczψ (U) and we can choose major-
ants Mn e W{f, U) such that Mn(U) - F(f, U) < 1/n, n = 1, 2, . . . .
By the definition of majorant (see [6], 3.2) with each Mn there is
associated a certain countable set ZMn c Z7~. For xeP let hn(x) —
*,Mn(x, U) if x e U~ — ZMn and ΛΛ(a;) = + °° otherwise here, of course,
*/ΛfΛ(a?, Z7) denotes the lower derivate computed in 3f\ By 2.2, the
hn are £0-measurable, and so is h — inf hn. Set r(a?) = h(x) — f(x) if
this difference has meaning and r(x) = 0 otherwise. Since h ̂  /, r ^ 0
and

0 ^ /:(r, [7) ^ inf i ίΛ., C7) - / ' ( / , U)

^mί[Mn(U)-Γ(f, 17)] = 0

(see [6], 6.4). Now choose F e Γ ^ such that V~ c ί7° and let rx =
rχF-(we define (±oo) .0 = 0). Since 0 ̂  rx ^ r, lίfo, C7) = 0 and
^eSβ'ίZ/J Exactly as before we can define a £0-measurable function
g^rγ such that if we set s(x) = ί/(α;) — r^α) whenever this difference
has meaning and s(x) = 0 otherwise, then /'(s, Ϊ7) = 0. Letting g1 =
#χF- and sx = sχ7-, we obtain Γ(g19 P) = J'(flrlf Ϊ7) = /'(s^ C7) + Γ(rί9

Z7) = 0 for gx = 0 on (P — 17)"" and 0 g ^ g s. Since gλ is nonnega-
tive, Sεo-measurable, and has a compact support it follows from [7]

4.2 and 4.7 that I gxdτ^ — 0. Because τ0 is a complete measure and

#! >̂ r t ^ 0, also rL is S0-measurable. Therefore / restricted to V",
which is equal to h + rx restricted to V~, is £0-measurable too.

Let ^ be measurable or strongly measurable and let Aeσ be
different from P. Then, in general, we do not know whether the
functions from 5β(A) are £0-measurable over A~. This fact, e.g.,
caused the main difficulty in proving Proposition 2.8. The following
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proposition is a contribution to this problem.

PROPOSITION 2.9. Let Qf be measurable, let σ c %, and let
G(A) = τo(A) for every Aeσ for which A" is compact. If Aeσ is
such that A Π (P — A)~ is τύ-σ-finite, then every function from ^>{A)
is X0~measurable.

Proof. If /e5β(A) let Γ{x) = f(x) for xe A~ and jT(a?) - 0 for
xeP—A~. According to [7], 4.14, /~e$β(P) and the proposition
follows.

3* Some remarks on the natural convergence* Let *$l — ζσ, Γ^}
be a net structure in P and let K be a convergence in 5Ji. If for every
a? 6 P~, /ĉ  consists of all nets {Bπ} which satisfy the condition 3tl,
then fc is called the natural convergence and it is denoted by Λ:0.
According to [6], 4.3 the natural convergence £° is admissible.

Hence assume that there is given an integration base $ = (σ, Γx,
κ°, Gy where tc° is the natural convergence. It is easy to see that
for δ c σ, d* is closed in P~ (see [5], 2.1) and so $ is strongly mea-
surable. In fact we have more precise information.

LEMMA 3.1. Let Aeσ and let M be a function on σA. If
*M(x, A) > — oo for all xeP, then the function *ilf( , A) is lower
semicontinuous.^

Proof. If c is a real number, then

{xeP: *M(x, A) > c) = (P - A~) U {x e A~ :

*M(x, A)> c) = P - {xeA~: *M(x, A) ̂  c).

By 2.2, {xeA~: *M(x, A) ̂  c) is closed in P~ and the lemma follows.

THEOREM 3.2. The measure τ is regular.

Proof. Since we already know that τ is inner regular on U and
finite on (£ (see [7], 3.13), it remains to show that τ is outer regular
on %. Hence choose AeX and εe(0, 1). Since everything is trivial
if τ(A) — +oo, we may assume that τ(A) < +oo. By [7], 3.10, χAe
^βo(P) and so there is a narrow majorant Me$Jt(χA9 P) such that
M(P) - τ{A) < ε (see [7], 2.5, 2.7). By Lemma 3.1, *ikf( , P) is lower
semicontinuous and hence the set U = {x e P: *M(x, P) > 1 — ε} is
open. Clearly A a. U and M/(l — ε) is a majorant of χπ. Therefore

4> See [3], Chapter 3, Problem F, p. 101.
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τ(A) £ τ(U) ^ M(P)/(1 - e ) < [τ(A) + ε]/(l - ε)

and the outer regularity of τ at A follows from the arbitrariness of
6.

COROLLARY 3.3. (2, τ) - (£0> τ0).

Proof. By a rather standard procedure it follows from [7], 4.7
that the measure τQ has no proper regular extension. Hence £ = £ 0

and because both r and r0 are regular, also r = r0.

4* The monotone convergence* Let -Ji = </7, Γxy be a given
net structure in P and let K be a convergence in 31. If for every
#eP~, tcx consists of all nets {BUf UeΓ, c}e/r° such that Bv c Bv

whenever U c V, then Λ: is called the monotone convergence and it is
denoted by /c1. The following proposition indicates the essential dif-
ference between /c° and /c1.

PROPOSITION 4.1. If xeP~ and {J5̂ , ί/eΓ, c } e 4 ίλβπ either
#€ Πz7er-B^ or ί/̂ erβ is a VeΓ such that Bπ — 0 /or αϊϊ ί/eΓ /or
which U a V.

Proof. If a?g ΓVer#£ then x£BpQ for some ί/0GΓ and hence
there is a £7L e JΓX such that U1 Π B^o = 0 . To Z7L we can assign a
U2eΓ such that Ϊ7 € Γ and U aU2 implies Bπ c U^ On the other hand,
UeΓ and U cz Uo implies J?^ c BUo and thus F can be any element
of Γ for which V a UQ Γ) U2.

REMARK 4.2. Let P be the set of all real numbers with the
usual topology. Let $ = <σ, Γβ, ic, G> be an integration base in P
defined as follows: σ is the pre-algebra generated by all one-side-open
intervals, for x e P~, Γx c σ is an arbitrary local base at x in P~,
and G is the Lebesgue measure on σ. Using the previous proposition,
we see rather easily that if tc — K1 is the monotone convergence, then
$ gives precisely the classical Perron integral (see [10], Chapter VI,
§8).

We also note that a singularization of a monotone convergence
is again a monotone convergence (see [8], §2).

PROPOSITION 4.3. Let ϊϊ = ζσ, Γxy be a net structure in P. If the
space P is locally metrizable, then the monotone convergence in SSI is
admissible.

Proof. Conditions ^ — 3^1 are satisfied obviously. To show
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that also ^^and J^£ are satisfied we can repeat verbatim the proofs
of Proposition 3.1 and Theorem 3.2 in [5], respectively.

We note that in an arbitrary topological space the monotone con-
vergence still satisfies conditions 3^1 — 3£l\ however, we do no know
whether it also satisfies conditions 5%l and 3ί%. An example of a net
structure in a nonlocally metrizable space in which the monotone
convergence is still admissible will be given in 6.2.

We shall close this section with a proposition which will show
how conditions 3t{ — Ĵ J* are related to each other.

PROPOSITION 4.4. Conditions 3^γ — J%1 are independent and they
do not imply 3fcl. Conditions 3ίΓx — J%1 and 3tl are independent
and they imply

Proof. Examples 6.3 and 6.4 show that 3Γγ — 3ΐl do not imply
J3?l and that J3£l — 3%l do not imply 3?l, respectively. The remaining
examples which are needed to prove the independence are quite simple
and their construction will be left to the reader. We shall complete
the proof by showing that 3ΓX, J%1, and 3ZI imply 3ZI.

Let 31 = ζσ, Γxy be a net structure in P, let K be a convergence in
31 satisfying conditions 3Z[, 3?l, and 3ΐl, and let δ c σ be a nonempty
semi-hereditary system. If δ is stable, then by 3>?l, <?* is uncountable
and so nonempty. Hence suppose that δ is not stable. Then either
0 e<5* = P~ [see [6], (4.1)] or there is an Aeδ and an xeP~ such
that δA^u = 0 for all UeΓx. Choose UeΓx. Since UnAeσ, A =
(U Π A) U (U?=i B%) where Blf -* ,Bn are disjoint sets from σA_υ. There-
fore Bu , Bn do not belong to δ and because δ is semi-hereditary,
we conclude that AnUeδ. Now it follows from 3ίf[ and J%1 that a? e δ*
and thus again <5* is nonempty.

COROLLARY 4.5. Let $JΪ = ζσ, Γxy be a net structure in P and
let σ contain no nonempty semihereditary stable system. Then every
convergence in 31 which satisfies conditions ^%ΓX — S%?1 is admissible.

The assumption of this corollary is always satisfied if P is count-
able. It is also satisfied if P is the set of all ordinals less than a
given ordinal a topologized by the order topology (see [5], 1.4).

COROLLARY 4.6. Let 31 be a net structure in P and let K and
K' be two convergences in 31 satisfying conditions 3^ — J%1> If tcx =
κ'x for all but countably many x e P~, then K is admissible if and
only if ιc' is admissible.

Proof. Let S be the countable set of those # e P ~ for which
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κ'%Φκ%. Since <5* - S = δ*' - S for every δ a σ, it follows that tc
satisfies condition 3^ if and only if κr does.

According to Proposition 4.4 condition 3%l is superfluous for the
admissibility of a convergence. Nevertheless, for a given convergence,
establishing 3t^l is usually the first step in establishing 3ΐl (see [5]
and [9]) It should be also noted that a convergence which satisfies
only conditions 3ίΓx — 3^ is still adequate for the definition of the
narrow integral (see [7], 2.5).

5* Measurability with respect to the monotone convergence*
Throughout this section we shall assume that the space P, in addition
to Hausdorff and locally compact, is also locally metrizable. We shall
assume that there is given an integration base $ — <V, Γx, ic1, G> where
/c1 is the monotone convergence and we shall prove that $ is measur-
able. We begin with a simple but useful remark.

REMARK 5.1. Let xeP and let {BU9 UeΓ, c } e 4 Since P,
being locally metrizable, is first countable, Γ has a linearly ordered
countable cofinal subset Γ' = {Un}. Hence there is a sequence {CJe
icldBv}) such that CΛ+1 aCn for n = 1, 2, for it suffices to set
Cn = BUn. The sequence {Cn} may consist only of a single element if
x is an isolated point of P.

LEMMA 5.2. Let Aeσ and let δ c σA. If σA is countable then
§* _ (oo) is %Q-measurable.

Proof. Since Γxaσ for all x e P, it follows from the countability of
σA that A is paracompact and hence metrizable by [2], Th. 2-28, p. 81.
Choose a metric on A and if B c A denote by d(B) the diameter of B
with respect to this metric. Because 0 e δ implies <5* — (oo) = p which
is £0-measurable, we shall assume that 0 g δ . Let {Bk}k be an enumera-
tion of the family {B e δ : d(B) < 1}. If Bkl...kn, where n and fcL, •••,&»
are positive integers, has been already defined we let {Bkl...knk}k be an
enumeration of the family {BeδBkv..krι: d(B) < l/(n + 1)}. Setting
Bkv..kn = 0 for those groups (fcx kn) of positive integers for which
Bkv..kn was not previously defined, we obtain a determining system
{B^ .-lj of ^-measurable sets (see [10], Chapter II, § 5). By [10],
Chapter II, Th. (5.5), p. 50, its uncleus

k1k2'" n=l

is also ^-measurable. On the other hand, using 5.1 it is easy to see
that N = δ* - (oo).
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COROLLARY 5.3. If σ is countable then $ is strongly measurable.

LEMMA 5.4. Let σ be a pre-algebra of subsets of P, δ c σ, and
let Aeδ be such that {A Π B: Be 8} is countable. Then there is a
pre-algebra σ' c σ containing δ and for which σr

A is countable.

Proof. Let δ° consist of all finite intersections of elements from
δ. For B, B' e δ°A we let (B, Bf) = {Cl9 , CJ where Cί9 , C% are
disjoint sets from σ for which B - B' = U?=i C<. For B, Bf e δ° we
let [B, Br] = {D19 , Dm) where D19 ---, Dm are disjoint sets from σ
for which {B - B') - A = U?=i -Dy Set a = u {(5, 5 ') : 5, J3' e %
0 = u {[ ,̂ 5'] :B,B'e δQ}, and δ1 - δ° u a U /8. Then δ c δ1 c σ, A e
δ\ and {A n B : B e δ1} = {A n -B : B e δ° U a} is countable. If £, Bf e δ,
then 5 n B e δ1 and

B - 5' = (J5 n A - B' n A) U [(5 - £') - A]

- (U Cx) U ( ΰ D3)

where the last term is a disjoint union of sets from δ1. Note also
that 0 6 δ1 and Pe δ\ for 0 = A — A and P is the empty intersection
of sets from δ. Let σι — δ and assuming that σn has been already
defined let σn+1 = < , n = 1, 2, . The system σ' = (J"=i ̂  has now
all the desired properties.

THEOREM 5.5. The integration base Qf is locally strongly
measurable.

Proof. Choose xQeP and U e ΓXQ whose closure U~~ is compact
and contained in some open metrizable neighborhood of x0. Then for
each xeP~ we can define a local base Γ'x aΓx such that \JX&U-Γf

x

is countable and U Π V = 0 for every FeF! ; with # e P ~ — Z7~.
Setting δ = {U} U (U*ep~{^ Π P : VeΓx}), we have δ c σ, J7e§, and
{U Π V: Veδ} is countable. Let σf be a prealgebra from Lemma 5.4
and let G' be the restriction of G to σ\ Then $' = <σ', Γί, /c1, G'> is
an integration base and by 2.6, (£0, τ0) = (ΪJ, rj). Since $ ' < $ (see
§2), 5β(ί7) c ψ(U) and the theorem follows from 5.2.

COROLLARY 5.6. If P is metrizable then (%, τ) = (XQ, r0).

This corollary follows from [3], Chapter V, Corollary 35, p. 160
and [7], 4.9.

6* Examples* Four examples illustrating the previous sections
will be given here.
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EXAMPLE5) 6.1. For i = 1, 2, let P* = {0, 1} be the two point
set with the discrete topology and let μt be the measure in P{ defined
by j"ί({0}) - μβl}) = 1/2. We set P = ΠΓ=i P*, μ = ΠΓ=i j"<, and define
σ as the family of all /^-measurable subsets of P. Then P is a com-
pact metrizable space whose points are sequences {a?f}5Li of zeroes and
ones, μ is a regular measure in P, and σ is a σ-algebra containing
all rectangles. If x = {&J 6 P we let Γ β = {i7%}~=1 where Un = {{#J e
P' Vi = xif i = 1, 2, , w}, w = 1, 2, . It follows from 5.5 and
2.8 that $ = <σ, /^, /r1, μ>, where tc1 is the monotone convergence in
</τ, J Γ ^ , is a measurable integration base. We shall show, however,
that there is a nonempty semihereditary stable system δ c σ for which
δ* is not ro-measurable. Thus, in particular, the integration base $
is not strongly measurable.

For x = {αj let f(x) = {/<(&)} where /2i(a) = #2ί and /^(α?) = 0,
i = 1, 2, . Then / : P—+P is a continuous map and we denote by
Q its image. The sets Qx = / - 1(x) with a GQ are disjoint, nonempty
and prefect, and their union is equal to P. If x = {a J e Q and w ^ 1
is an integer, let Ql = {{yj eP:y2i = x2ί, i = 1, 2, •••,%}. Then
^(Q;) = 2~% and Γl»=i Qϊ = Q* Hence ^(QJ - 0 for all xeQ. Let
A c P be closed and let μ(A) > 0. By the compactness of P, f(A) is
also closed and so it is either countable or its cardinality is the con-
tinuum. Since A c Uxe^Q/u) = Uvefu)Qy and //(A) > 0, it follows
that the cardinality of f(A) is the continuum. Plainly Qy Π A Φ 0
for all yef(A).

Let 7 be the least ordinal whose cardinality is the continuum and
let {Aa : 0 ^ α < 7} be a well-ordering of all closed subsets of P with
positive measure. By the previous paragraph there are x0, x'o e Q, x0 Φ
x'Of such that QXQ Π Ao Φ 0 and Q^ Π Ao Φ 0 . Let β be an ordinal
less than 7 and assume that for all ordinals a less than β we have
already defined distinct elements xa, x'a£Q such that QXa Π Aa Φ 0
and Q^ Γ\ Aa Φ 0. Since the cardinality of Q' = {xa, x'a: 0 ^ a < β}
is less than the continuum and the cardinality of {x e Q : Qx Π Aβ Φ 0}
is equal to the continuum, we can choose xβ, x'β e Q — Q', xβ Φ x'β, such
that QXβ Π AβΦ 0 and Qβj- n i ^ 0 . Letting B = U {Q,α: 0 ^ a <
7} and B' = U {ζL< : 0 ^ α < 7}, we have ΰ n ΰ ' = 0 and A Π J5 ^
0 , 4 Π ΰ ' ^ 0 for every closed set A c P for which μ(A) > 0. There-
fore every closed subset of B or P — B has measure equal to zero.
If B G σ, then by the regularity of μ, μ(B) = μ(P — B) = 0 which
is impossible for μ(P) — 1. Hence B and similarly 5 ' are not μ-
πieasurable.

Now let δ consist of all uncountable subsets of QX(χ1 0 <̂  a < 7.
Then δ is a nonempty semihereditary stable subsystem of σ and <5*

5) This example is due to K. Prikry.
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computed by tc1 is equal to B. Since the measure μ has no regular
extension, it follows from [7], 4.12 that μ = r0 and so δ* is not So-
measurable.

Note that the hypothesis of the continuum was not used in this
example.

EXAMPLE 6.2. Let P be a compact Boolean space (see [3],
Chapter 5, Problem S, p. 168), let σ be the algebra of all compact-
open subsets of P, and let Γx — {Ueσ: xe U} for all xeP. If ιcι is
the monotone convergence in <V, Γxy, then by 4.1, every net from tc\
has the form {U, UeΓ, c } where Γ is a coίinal subset of Γx. It
follows from [9], 4.3 that tc1 is admissible. Since, e.g., the Tyehonoff
product of any family of finite discrete spaces is a compact Boolean
space, we see that the space P need not be locally metrizable.

EXAMPLE 6.3. Let P — [0, 1) together with the usual topology
and let σ be the pre-algebra consisting of all half-open intervals
[α, b) c P. We shall identity P~ with [0, 1] and for every x e P~ we
shall let Γx = {[x - 1/n, x + 1/ri) Π [P U (x)]}Z=ι. If xeP~ then let
tcx consist of all sequences {[x — 1/%, x + l/nk) Π J5}Γ=1 where S e ( τ
and {%} is an increasing sequence of positive integers. Thus defined
the convergence tc = {tcx: x e P~} clearly satisfies conditions J^Γ — -%ί
and if {Bn} e tcx, then for all sufficiently large n, Bn is a half-open
interval of rational length (which may be zero). Hence if δ consists
of all intervals of irrational length, then <?* = 0 . However, it is easy
to see that δ a σ is a nonempty semihereditary stable system (see
[9], 4.2) and so tc does not satisfy conditions J%1 and

EXAMPLE 6.4. Let P, P~, and σ be the same as in Example
6.3. For x e P~, Γx = {[x - 1/n, xn) Π [P Π W]}Γ=i where {a?.}?=sl is a
decreasing sequence of irrational numbers converging to x. Denote
by Q the set of all rational numbers in [0, 1]. If xeP~ then let κx

consist of all sequences {[an, 6»)}n=1 c σ such that lim an = lim 6n = α?
and for all sufficiently large n, either bneP — Q or bn — bn+1. It is
easy to see that thus defined the convergence /c = {κx: x e P~} satisfies
conditions J%ΓX — 3tl. Let δ c σ be a nonempty semihereditary system
and let [α, &) e 5. If α = & then 5* = P~. Hence assume that a < b
and choose an #,. e (α, 6) — Q such that max (xλ — a, b — xλ) ^ | (δ — α).
By the semihereditariness of δ, e.g., [α, a J e S . Now choose a;2G
(α, αjj.) — Q such that max (x2 — a, xλ — a;2) ^ I {xx — a) and select an
interval from [α, a;2), [x2, Xι) which belongs to d. Inductively, we obtain
a decreasing sequence {Bn}n=1 c δ for which Π?=i -BίΓ = (#)• Obviously,
a; e δ* and so tc satisfies also condition J%£. However, tc does not satisfy
condition 3ίΓ§. To see this, let δQ consist of all intervals [α, b) e σ such
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that b — a > 0 and b e Q. Then d0 c σ is a nonempty semihereditary
stable system and δ0* = Q is countable.
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ON THE CONFORMAL MAPPING
OF VARIABLE REGIONS

FRANK J. POLANSKY

We establish an estimate for the functional

ί ώ l ,Kf,g;p)=\ \M-g(t)\.

Cp is the circumference \t \ = p, 0 ^ p < 1. Here / and g are
normalized conformal mapping functions of | z \ < 1 onto a
pair of bounded, open, simply connected, origin containing
domains in the w plane whose boundaries are near each other
in some sense. In the second part of the paper we establish
an estimate for the functional /(/', g'; p) in case the boundaries
are additionally assumed to be rectifiable.

We are motivated by the fact that if one of the domains is a
disc we get the case of "nearly circular" domains which has been
much studied.

Aside from an absolute constant our estimates are geometric in
nature, being expressed in terms of numbers which are derived from
properties of the boundaries of the mapped domains. They are of
interest to us because they hold uniformly for all p, 0 g p < 1 and
because they approach zero when one of the domains converges to the
other as described in the paper.

1* DEFINITION 1. Let Df and Dg denote a pair of open, bounded,
simply connected sets in the w plane both of which contain the origin.
Let Γf and Γg denote their respective boundaries. Let Δ denote the
component of Df Π Dg which contains the origin and let Γ denote the
boundary of A. Let Xf be the radius of the largest disk lying in
the complement of Γf and having its center on Γ (if no such disk
exists, write Xf — 0). Let Xg be analogously defined. The inner distance
is defined by the formula

ε = ε(Γf, Γg) = Max (Xf, X9) .

The statement 'φ(z) is a normalized mapping function' means that

Φ(z) is the conformal mapping function of one bounded, simply connected,

origin containing domain onto another and that 0(0) = 0, and ^'(0) is

positive.

The symbol Cp will always be used to denote the locus \t\ = p,

0 ^ p < 1.

Let Rλ and R2 denote the radii of two circles with centers at w = 0

145
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which are such that the boundaries Γf and Γg lie in the ring

0 < Rγ ^ I w I ̂  R2.

THEOREM 1. If f(z) and g(z) are the normalized mapping functions
of I z I < 1 onto Df and Dg respectively, if 0 < e(Γf9 Γg) < Rίy then

I(f g;ρ)=\ I fit) - g(t) | | dt \ £ KXR%(J-)1" .

The number K^ is an absolute constant, and the inequality holds
uniformly for all p, 0 <^ p < 1.

Before proving Theorem 1 we state some results which are used
in the proof.

LEMMA A. ([4], p. 349.) Let D be a bounded, simply connected
domain which contains the origin and let z = ψ(w) be the normalized
mapping function of D onto the disk \ z \ < 1 in the z plane. If w
is a point of D at a distance δ from the boundary of D, then

1 - I ψ{w) I ̂  AVΊψψ) .

LEMMA B. ([3], p. 563.) Let w = φ(z) be the normalized mapping
function of \ z \ < 1 onto the domain whose boundary D lies in the
ring 1 - <7 ̂  | w | ^ 1, 0 < < 7 < l . Then

\ \φ(t) - t\2.\dt\

The number K2 is an absolute constant, and inequality holds uniformly
for all p,Q <^ p < 1.

LEMMA C. ([1], p. 165.) If F(z) and Θ(z) are regular in \ z \ < 1
if 0(0) = 0 and \ Θ(z) | < 1 in \ z \ < 1, then

\ \F(Θ(t))\2-\dt\^\ \F(t)\*.\dt\,

uniformly valid for all ρ,0<*p<l.

2. Proof of Theorem 1. (a) Prom Definition 1, each point of
Γ will have distance at most ε from Γf. The inverse of f(z) maps Δ
onto a domain E which lies in | z \ < 1. Let Eι denote the boundary
of E. From Lemma A, the set E1 will lie in the ring
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Since

/'(0) ^ inf

the set Ex will lie in the ring

1 - 4

The above inequality fails to define a ring if ε/R1 ^ 1/16. We treat
the two cases separately. Let ω(z) be the normalized mapping function
of I z I < 1 onto E. If ejR1 < 1/16, we have from Lemma B,

J(p) = f J ω(t) - 1121 dt I ̂  16iζ>—

For the case 1/16 ̂  ε/2^ < 1, we have trivially,

J(ρ) S 4:-2πρ ^ 128τr — .

Thus, if K3 = Max [128ττ, 16ίΓ2], then

( 1 ) ^

( b ) For O S r £ 1, \z\ < 1 let

Br(z) = f(z) - f(rz) .

Then

Hence

f(z) ~ f(ω(z)) = Br(z) - Br(ω(z)) + f(rz) - f(rω(z)) .

\ \f(t)-f(o)(t))\ \dt\

(2) ^ ί \Br{t)\-\dt\ + \ \Bτ(a>{t))\ \dt\

+ ( \f(rt) - f(rω(t)) \-\dt\ = I, + I, + Is.

Jc p

If /(») = Σ Γ akz
k then

? ^ 2πp> \ I β r(ί) |2.1 dt I - 2JΓ/OJ | ak \2-ρ*k {l - rkf 2πρ
JCp

α41
2(1 - rk)

= 4π*Σ I ak |
2(1 - r)( l + r + r a + + r*-1)
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4ττ2(l - r)Σ(\ ak f k) = 4τr(l - r) (area of Df)

Thus, if Kϊ = 4ττ2,

( 3 ) I, ̂  KiRyT^~r, 0 ̂  r ^ 1 .

From Lemma C, the same bound is valid for /2:

(4) Z2 ̂  KJtyT^ΓΪ, 0 ̂  r ^ 1 .

( c) If 0 < r < a < 1, we have for the integrand of̂  I3:

1 1

7 — r ί 7 — rω

rci) — r ί

Idγl

(7 — rt)(y — rω)

\dΎ\
2π

- ί I

'« 17 — r ί I 17 —

T/2.Γ( I ^Ύ i i i/2:

! J 'l)ca I γ - r ω l 1 J
<. Rt\ω - t\

2π

Let α - » l and we obtain

\f{rt)-f{rω{t))\^-

Hence, from (1)

JCp

( 5 )

Γ 27rα T/2

 # Γ__27rα___T / 2

l α 2 - Irίl J I r f - Irωl2 J '

1 — r
0 < r

\ω(t) - t\\dt

^ - ^ — Γ( I ω - 1121 dt l
1 — r LJcp

If we combine (2), (3), (4) and (5), we obtain the estimate

( 6 )
\f(t)-f(ω(t))\ \dt

^ 2UΓ4i?2V
/Γ=~r + 4r)\ , 0 < r < l

(d) The whole argument can be repeated with g(z) in place of"
). In this case we shall have an estimate analogous to (6):
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2, 0 < r < 1 .

The function ω,(z) is the normalized mapping function of | z | < 1 onto
the image of A under the inverse of g(z). Since f(ω(z)) and giω^z))
are both normalized mapping functions from | z | < 1 onto A it follows
from the uniqueness that

( 7 ) f{ω{z))^g{ωί(z)),\z\<l.

If we combine (6), (6'), (7) and choose r so that 1 - r = (ε/R,)113, the
conclusion of the theorem is established.

Throughout the remainder of the paper we shall assume the
situation of Theorem 1 with the added hypothesis that Γf and Γg are
rectifiable Jordan curves of lengths Lf and Lg. In this case it is
well-known that Df is the continuous image of | z | <: 1 and that if
f'(z)' is defined at the boundary by

f'(eiθ) =

then /'(eίθ) exists almost everywhere, is Lebesgue summable, and

3* The following definition ([4], p. 337) and lemma ([4], p. 337)
are useful.

DEFINITION OL. Let c denote a crosscut of Df which does not
pass through w = 0. Let T denote that subregion of Df determined
by c which does not contain w — 0. Let λ denote the diameter of c
and let A denote the diameter of T. For any δ > 0 consider all
possible crosscuts c for which λ ^ δ. The crosscut modulus is defined
is defined to be

ηf(S) = sup A

The crosscut modulus is monotonic and has the property:

ηf{δ) — 0 as 8 —> 0 .

LEMMA D. Lei ̂  d<mo£e ί/ie area of Df. Let zQ be any point
on I s I = 1 and k8 the part of the circle \ z — zQ \ = s wfcic/t ϋiβs m
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I £ I < 1. Then for every s, 0 < s < 1, there exists a σ, s <̂  σ <̂  slβ

such that the image of kσ is a crosscut of length

We introduce the abbreviation:

(8) v,(δ) = ηfH-^_Y\,0<δ<l.

An immediate consequence of Lemma D is

LEMMA 1.

hf(r) = Sup \f(z) - f(rz) | ̂  vf(l - r), 0 < r < 1 .

4* DEFINITION 2. For m ̂  2, let {wx, w2, w3, , iι;w} be any set

of m distinct points taken in cyclic order on Γf and so distributed
that Γf is partitioned into m subarcs of equal length, each subarc
having length Lf!m. Let lλ be the length of the perimeter of the
cyclically determined polygon, and let λ, the norm of the partition,
be defined by

λ = MaxflWi - wm I, \w2 - w j , \w3 - w2\, •••, \wm - wm^\] .

The number lλ can be written as

lλ = I w, - wm I + Σ I ^^+1 ~ u>k!
Λ = l

For any 8 > 0 consider all partitions for which λ ̂  δ. Let

Uf(δ) = Inf ^ .

It is easily shown that Sup Uf(δ) — Lf. We define the modulus of
rectifiability to be

ζf(δ) = Lf- Uf(δ) .

The modulus ζf(δ) is monotonic and has the property: ζf(δ) —> 0 as S ~> 0.

LEMMA 2. // L/(r) is the length of the level curve in Df which
is the image of \z\ — r, then

Lf - Lf(r) ^ ζf(Vv(l - r)) + 2LfVvf(l - r)

+ Avf(l - r), 0 < r < 1
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Proof. Let the positive integer m be defined by

(9) m = \ Lf 1
LVvf(l - r) J + 2 .

Vvf(l - r) J
Let wί9 w2, , wm be a set of points in cyclic order Γff so arranged
that Γf is partitioned into m equal subarcs, each subarc having length
Lfjm. Clearly the norm of the partition does not exceed Lf/m and
if lm is the length of the perimeter of the polygon, then

(10) L, - L ̂  U^A .
V m /

We define the points zk, wk by wk — f(zk), wk — f{rzk). The set wk

determines a polygon inscribed in the level curve in Df which is the
image of | z \ = r. Comparing corresponding sides of the polygons, we
have from Lemma 1,

I Wk+i - w* I ̂  I wk+1 - wk+ί I + I wk+1 - wk I + I wk - wk |

^ hf(r) + \wk+1 -wk\ + hf(r)

^ 2vf(l - r) + \wk+1 - wk I .

Similarly,

I wk+ι — wk I <; 2^(1 — r) + I wfc+1 — wfc | .

Thus, if Γm is the length of the perimeter of the level curve polygon,

(11) 11'» - L I ̂  2mvf(l - r) .

Noting that ^ ^ ί//(r), we have from (10) and (11)

Lf - Lf(r) £ L , - l ' m £ L f - l m + \ l m - l

d±A - r) .
m

From (9)

m ^ , hJ v + 2 .
l - r) ~ ~ τ/v/(l - r)

The conclusion follows from (10), (11) and (12).
In the estimate of Lemma 2, it would appear that the first term

should dominate the others and this will be so if ζf is sufficiently weak.
However, it is possible (e.g., if Df is a disk) for the term 2LfVvf

to be dominant. For purpose of final estimate we introduce the
boundary functional

(13) βf(δ) = ζf{Vvf{d)) + 2LfVvf(δ) + 4»f(δ), 0 < δ < 1,.
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LEMMA 3.

ί I fit) - f'(rt) I I dt I ̂  2VLfβf(l - r) ,
J^p

0 < r < 1 , for all p, 0 ̂  p < 1 .

Proof. The function l//'(£) (i.e., the branch which is positive

at the origin) is regular in | z \ < 1. If Vf(z) — ΣΓ ckz
k, it is well

known that Σ\ck\
2 is convergent and

Lf = f ^ V / ' f e ^ ) ^ = 2ττi; I ck |
2 ,

Jo

L,(r) = (2V/'(re ί θ)τ//'(re i θ)rd;© = 2τrr.2? | ck |V
2fc, 0 < r

Jo

We write

[\c l/'(ί)-/'

= Ji J2 ,

2πΣ | cfc |
2(1 - rzk)

f f { ) ^ f f { ) ,
r

I2 = 2πρΣ\ ck |
2 p2k(l + 2rfc + r2k) ^ 2ττΣ(| cΛ |

2 4) = 4Lf .

From these inequalities and Lemma 2, the conclusion is apparent.

5* Final estimates* We assert:

THEOREM 2. If Γf and Γg are rectifiable Jordan curves of lengths
Lf and Lg, if 0 < ε/R1 < 1, then

', g>; p) <ς 2[VΊΓf

uniformly for all p, 0 <; p < 1 ,

= (ε/i?,)1'24, /̂  = | Lf - Lg |, M = Max [JΓA, 2v/LgK1R2].

Proof. Write

/ ( / ' , ^' P) ^ \ I / '(ί) - / '(r ί) I. I dt I + ( I / '(r ί) - ^'(

Jcp Jcp

+ ( W(rt) - ff(

Choose 1 — r = σ, from Lemma 3,
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Jt S 2VLfβf{σ) .

Let 0 < p < a < 1, then, from Theorem 1

cpL2π Joa ( γ - r ί ) 2 (1 - r) 2

From the proof of Lemma 3 (with g in place of /)

and

Lg - L,(r) £\L.-Lf\ + Lf- L,(r) + \ Lf(r) - L,(r) |
= μ + A + B.

From Lemma 2, A ^ βf{σ), and

- I Sf(rt) | ] I dt I ^ j c \ f ' ( r t ) - g'(rt) \-\dt\

Thus,

I, g 2vΊΓg(μ + A + B)112 ^ 2vΊΓg(μ112 + A1'2 + B1'2)

Combining estimates we have

(14) HΓ, 9'; P) ̂  2(V% + VTg)Vβ~Aσ)
+ 2VLg~μ + (2v/L,KiR2

From (8) and (13) and the definition of ηf,

\
V*

^ ((2πsEtγι*-σ) ^ Rfσ

Hence

(15)

the conclusion follows from (14) and (15).

LEMMA 4. If μ = \Lf - Lg\ and if

J* = Sup ! ( / ' , 0'; !θ), 0 ^ p < 1 , μ ^ I*



154 F. J. POLANSKY

Proof. We have

I Lf{p) - L β ( p ) I = •( I f ' ( t ) I \dt I - Γ • I ^ dt

Let * l on the left and the lemma is proved.

LEMMA 5.

\f(eiθ) -g(eiθ)\ £ I* .

Proof. The Fejer-Riesz inequality asserts that

= [ \H(x) * dx ^M2* \H(eia)\p da =
2 Jo

p > 0 and a? is real .

Here H(z) which is regular in \z\ < 1 belongs to the Hardy class H*

in I z I ̂  1. Let p = 1 and we make the choice H{z) ..== ρeiθ{f'(zρeiθ) —

g'{zρeiθ)). Noting that A ^ Γ.EΓ(α!)<fo , that 2B = / ( / ' , #'; /o) ^ I* ,
Jo

we let p-+l and we get the conclusion of the lemma.
We are now able to state our convergence theorem as

THEOREM 3. If the f boundary is held fixed and the g boundary
is allowed to vary, a necessary and sufficient condition that /(/ ', g'; p) —>
0 uniformly for all ρf 0 <: p < lf is that μ + σ —> 0.

Proof. We get the sufficiency from Theorem 2. From Lemma 4
we see that J* —> 0 implies that μ —• 0 which is one part of the
necessity. From Lemma 5, we see that if I* is arbitrarily small the
boundary point f(eiθ) will be! arbitrarily close to the g boundary and
vice versa. So we have J*-^0 implies ε—>0 implies that in f iϋ^O
so that /*—•() implies that σ-+0. This completes the proof of
Theorem 3.

Without estimate, S. E. Warschawski [2] established a result that
is similar to Theorem 3.
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SUFFICIENT CONDITIONS FOR A RIEMANNIAN
MANIFOLD TO BE LOCALLY SYMMETRIC

KOUEI SEKIGAWA AND SHUKICHI TANNO

In a locally symmetric Riemannian manifold the scalar
curvature is constant and each k-th covariant derivative of
the Riemannian curvature tensor vanishes. In this note, we
show that if the covariant derivatives of the Riemannian
curvature tensor satisfy some algebraic conditions at each
point, then the Riemannian manifold is locally symmetric.

Let R be the Riemannian curvature tensor of a Riemannian mani-
fold Mm with a positive-definite metric tensor g. Manifolds and ten-
sors are assumed to be of class C°° unless otherwise stated. We
denote by V the Riemannian connection defined by g. For tangent
vectors X and Y, we consider R{X, Y) as a derivation of the tensor
algebra at each point. A conjecture by K. Nomizu [4] is that
R(X, Y)*R = 0 on a complete and irreducible manifold Mm(m ^ 3)
implies VR = 0, that is, Mm is locally symmetric. Here we consider
some additional conditions.

For an integer k and tangent vectors Vk, , V1 at a point p of
Mm, we adopt a notation:

where V{, etc., are components of Vk, etc., and VeVs ••• VrRlcd a re
components of the k-ih covariant derivative VkR of R in local co-
ordinates.

PROPOSITION 1. Let Mm(m ^ 3 ) be a real analytic Riemannian

manifold. Assume that
(1.0) the restricted holonomy group is irreducible,
(1.1) R(X, Γ) j β - 0,
(1.2) R(X, Y)-(ΨVR) = 0 for k = 1, 2, .
Then Mm is locally symmetric.

Here we note that condition (1.0) means that it holds at some,
hence every, point and condition (1.1), and (1.2), mean that for any
point p and for any tangent vectors X, Y, Vk, , V1 at p9 they hold.

PROPOSITION 2. Let Mm(m ;> 3) be a Riemannian manifold. As-
sume (1.1) and (1.2) and that

157
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(1.0)' the infinitesimal holonomy group is irreducible at every point.
Then Mm is locally symmetric.

Propositions 1 and 2 are essentially related to the following results.

PROPOSITION 3. Let Mm(m ^ 3) be a Riemannian manifold. As-
sume that the restricted holonomy group H° (the infinitesimal holo-
nomy group H', resp.) is irreducible, and R is invariant by H°
{H\ resp.). Then Mm is locally symmetric.

PROPOSITION 3'. (J. Simons [5], p. 233) Let Mm (m ;> 3) be an
irreducible Riemannian manifold. Assume that R is invariant by
the holonomy group H. Then Mm is locally symmetric.

Proposition 3 is a generalization of a result by A. Lichnerowicz ([2],
p. 11), which contains an assumption of compactness. We remark
here that condition (1.2) is equivalent to

(1.2)' R(X, Y) (VVkVVk_r . VVχR) = 0 for fc = 1, 2, ,

where X, Y, Vk, •••, V1 are vector fields on Mm.
With respect to Nomizu's conjecture and the above propositions

we have

THEOREM 4. Let Mm (m ^ 3) be a Riemannian manifold. As-
sume that

( i ) the scalar curvature S is constant,
(ii) R(X, Y)-R = 0 ,
(iii) R(X, Y) VvR = 0,
(iv) R(X, F) (X, F;V2i2) = 0,
(or (iv)' R(X, Y)-VXVVR = 0 for vector fields).

Then Mm is locally symmetric.

THEOREM 5. Let Mm (m ^ 3 ) be a Riemannian manifold. As-
sume that

( i ) the Ricci curvature tensor Rι is parallel; VRL — 0,
(ii) R(X, Y) R = 0,
(iii) R(X, Y)-VVR = 0.

Then Mm is locally symmetric.

In Theorems 4 and 5, if m = 2, then VR, = 0 implies VR = 0.
In Theorem 5, if Mm is compact, (iii) can be dropped (A. Lich-

nerowicz [2], or K. Yano [6], p. 222).
In § 2 we reduce proofs of Propositions 1 and 2 to that of Proposi-
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tion 3, and next we reduce proofs of Propositions 3 and 3' to that of
Theorem 4. In §3 we prove Theorems 4 and 5.

2. Holortomy algebras. Conditions (1.1) and (1.2) imply that

[R(X, Y), {V*R)(A, B)] = {VIR)(R{X, Y)A, B)

+ (Vk

rR)(A, R(X, Y)B)

for k — 0, 1, , where V°β means R, and [ T, T'\ for linear trans-
formations T, T means TT - T'T.

Now we show

LEMMA 2.1. The condition (2.1) implies

Y), (VkvR)(A, B)\ = (VkR){(V'wR)(X, Y)A, B)ί(V
( ' ' + ΦkR){A, {ΨWR)(X, Y)B)

for j, k = 0, 1, 2, . And (2.1) is equivalent to

[(V(vR)(X, Y), R(A, B)] = R((V>WR)(X, Y)A, B)
{ ' ' + R(A, (nmx
for j = 0,1,2, ••-.

Proof. We prove (2.2) by induction in j and by tensor calculus
in local coordinates. By (2.1), (2.2) holds for (j, k) = (0, k), k = 0,
1, 2, . Assume that (2.2) holds for (j - 1, k), (j - 2, k), , (0, k),
k - 0, 1, 2, . Then, denoting by VίV, VrRζxy the i-th covariant
derivative of R and by V/ VeR%ai the k-th covariant derivative of

R,

(2.

In

we show

4) V ' V *

= v, • V.22J,

fact, we have

VtVs VrRζxyVf

= Vt(V. VrRζ

- V. VrRζx

V/ V:7R~
v , . veJ

j, + V/

• v δ R«b

tV. V r i^,

- v.ίVy- v.J2;.»v. . vri??%)

+ VtV/ . V.JβJ.iV. VrR^y

= Vt(V, VJ8jrtV. VrRlxy + V, V^ΪJ.,V.

- V. V ^ ^ . V / V e iO (by (2.2) for (j - 1, k))

+ VtV, . . VJ2ί.,V. V^βJ.,

= V, VjBfrtV.V. VrBL, + V, V^.V.V. VrR°bxy
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+ (VtV, VMalN* VrR^y - V. V rRζxyV tV f

+ (V«V, . . Vβi^V 8 . . . VrRlxy + VίV/ . . . VJRJ..V.

The second and third terms vanish by (2.2) for (j — 1, k + 1). There-
fore we have (2.4).

Similarly we can show that (2.3) implies (2.2), including (2.1).

By the theory of holonomy groups (cf. A. Nijenhuis [3]), the set
of linear transformations

(2.5) R(X, Y), (VWR)(X, Y), (V-β)(X, Y),

for X, Y, Wlf 6 Mpf the tangent space to M at p of M, spans a
Lie algebra h'p called the infinitesimal holonomy algebra at p. h'p
generates the infinitesimal holonomy group H'p which is a subgroup
of the local holonomy group i ϊ* = H°P(U). Clearly ΈLP is a subgroup
of the restricted holonomy group H°p. If a Riemannian manifold is
real analytic we have Hf = H* = H°.

The condition (2.3) implies that

(2.6) [T, R(A, B)\ = R(TA, B) + R(A, TB)

for any Teh'p. This says that R is invariant by T. Therefore, for
any element a e H'p we have

(2.7) aR(A, B)C - R(aA, aB)aC for A, B, C e Mp .

Thus, we have reduced proofs of Propositions 1 and 2 to proof of
Proposition 3.

Since (2.7) or (2.6) is equivalent to (2.1), condition (2.7) implies
conditions (ii), (iii) and (iv) of Theorem 4. Consequently, if we show
that, under the conditions in Proposition 3 (3', resp.), the scalar curva-
ture S is constant, then Proposition 3 (3', resp.) will follow from
Theorem 4.

Let Ei9 1 ̂  i S m, be an orthonormal basis at p. Then the RiccI
curvature tensor Rt is given by

RAX, Y) - Σg(R(X, EJY, E{).
i

Since R is invariant by H' or H° or H, we have R,(X, Y) = R^aX, aY)
for any aeH', or H° or H. Since Hf or H° or H is irreducible, we
have some real number λ so that Rλ — Xg at p. Because p is an
arbitrary point of M and m ^ 3, λ is constant on Λf, and hence S =
mλ is constant.

3* Proofs of Theorems 4 and 5* To prove theorems it suf-
fices to show two propositions below.
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PROPOSITION 3.1. On Mm (m :> 3) assume that
( i ) the scalar curvature S is constant,
(ii) (R(X, Y).R)(X, V) = 0,
(iii) (R(X, Y) VrR)(X, Y)V=0,
(iv) (R(X, Y)'VrRMV, X) = 0,
(v) (R(X, Y) (X, V; V'RMV, Y) = 0,
(or (v)' (R(X, Y) VxVrRί)(V, Y) = 0 for vector fields).

Then we have Vi? = 0.

Proof. Let {Ey be an orthonormal basis at p of M. Put X — Ex,
Y — Ey, V — Ev in (iii) and take a sum on x, y, v. Then we have

RirxyVvRr\y - R™*VvR\xy - Rrx

xyVvR
ivry - Rry

xyVvR
iv\ = 0 .

The third and fourth terms vanish. We apply the second Bianchi
identity to the first two terms;

Ri^(-VxR/yv - VyR/vx) - -

-Rr">(-VJtrv,v - VrRvixy) - IT 'VίB,,., +

= R^ViR^ +
Therefore, we have

(3.1) -ABT-Vjtr. + Rr""V{Rmy = 0 .

Likewise, (iv) implies that

(3.2) Rn\VυRrx + Rrx

xsVvRl = 0 .

And (v) implies that

(3.3) Rr»*«VxVvRry + Rr

y*«VxVjlv

r = 0 .

For (v)' we assume that Et are local vector fields such that (VEt), = 0
and {Ei} forms an orthonormal basis at p. Then we have the same
(3.3).

Since VυR; = (l/2)VrS = 0, by (3.1), (3.2) and (3.3), we have

ry = 0 ,

Br-vjtnm, = o.

On the other hand, in a Riemannian manifold generally we have

where Bi

ikι,atXΎh are components of R(X, Y) R (A. Lichnerowicz [2],
p. 10). Since (ii) is equivalent to B%lthi = 0, we have VhRim - 0.

PROPOSITION 3.2. On Mm (m ^ 3) assume that
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( i )
(ii)
(iii) (R(X,Y).VrR)(X,Y) = 0.

Then we have Vi? = 0.

Proof. We have (3.1) by (iii). Then we have Vh(RijklR
ίjkl) = 0.

Therefore, (ii) and (3.4) show VR = 0.
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LOCALLY COMPACT CLIFFORD SEMIGROUPS

J. W. STEPP

Let S be a locally compact Hausdorff semigroup which is
a disjoint union of subgroups one of which is dense. If S the
disjoint union of exactly two groups one of which is compact,
then S has been completely described by K. H. Hofmann, and
if S is the disjoint union of two subgroups where the dense
subgroup G has the added property that it is abelian and G/Go

is a union of compact groups, then S has been described in a
previous paper of the author.

It is the purpose of this paper to consider S when each
subgroup of S is a topological group when given the relative
topology and G (the dense subgroup) has the added property
that it is abelian and G/Go is a union of compact groups. In
particular, we show how to reduce such a semigroup to a
semigroup which is a union of real vector groups (§3). In §4
we give the structure of S under the added assumption that
E(S) is isomorphic to E[(R*)n], where (12*)* denotes the n-folά
product of the nonnegative real numbers under multiplication.

2* Definitions and notations* If G is a topological group, Go

will denote the identity component. Let ̂  denote the full subcategory
of the category of locally compact abelian groups whose objects G
have the property that G/GQ is a union of compact subgroups. Let
^ c denote the full subcategory of & whose objects Ge have the pro-
perty that Ge is a union of compact subgroups. If Ge^, then by
the structure theorem for locally compact abelian groups [2, p. 389]
there is a real vector subgroup W of G such that G/We^c. If
W = Rn, then n = dim G will be called the dimension of G. We will
use the following properties of ^ and c^c\Pγ\ for each G in ̂  there
is a unique subgroup Gc e ^c such that G/Gc is a real vector group.
P2 [7]; if a: G—> W is a morphism in <& with a(G) dense in W and
if W is a real vector group, then there is morphism β: W —• G in & such
that aβ = Iw (the identity morphism on W). P3 [7]; if a: G-+H is a
morphism in the category of locally compact abelian groups with a(G)
dense in H and Ge^, then Hec^. Also, if G/Go is compact, then
H/HQ is compact.

Let Sf denote the category whose objects S are locally compact
Hausdorff semigroups satisfying (i) S is a disjoint union of subgroups
one of which is dense and (ii) each maximal subgroup of S is a member
of ^, and whose morphisms are the continuous identity preserving
homomorphisms. Let & denote the full subcategory of S? whose
objects R have the properties that (i) each maximal subgroup of R
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is a real vector group and (ii) the minimial ideal of R exists and is
compact (thus a zero for R).

Let SeS^. Then we will use 1 to denote the identity for S.
For each x in S let H(x) — {y eS\yS = xS}. Since S is an abelian
Clifford semigroup, each H(x) is a maximal subgroup of S. Let
δ:S—>E(S) be the function defined by δ(s) is the idempotent of S
such that H(s) = H(δ(s)). If A g S, then JL will denote the closure
of A. Partially order E(S) by e ̂  / if and only if ef = e, and for
each e and / in E(S) let (β, /) = {α e E(S) \e<a<f}. Let Z = {0,1}
under multiplication, and let Zn denote the n-ίold product of n copies
of Z. Finally, for a semigroup T we use K(T) to denote the minimial
ideal when it exists.

3* The purpose of this section is two fold. First we prove that
each S in 6^ splits into the direct product of two closed subsemigroups
V and W, where 7 is a real vector group and where WeS^ with
the added property that K(W) e c^c (Proposition 3.5). Second we prove
that there is a congruence p on S such that S/p is a locally compact
Clifford semigroup with each iϊ-class a real vector group and with
E(S) = E(S/p) (Theorem 3.11).

Throughout this section S will represent a fixed member of S^r

and E(S)* will denote E(S)\{1}.

LEMMA 3.1. Let eeE(S)*. Then H{e) is open in S\H(1) if and
only if άimH(e) = dimH(ΐ) - 1.

Proof. By [7], if H(e) is open in S\iϊ(l), then dimJHΓ(e) =
dimJΪ(l) - 1.

Let eeE(S) with dim JT(β) = dim£Γ(l) - 1. Again by [7], if
feE(S) such that e < f, then dim H(e) < dim H(f). Thus, since
dim£Γ(/) < dimH(l) for all / in £7(3)* [7], (e, 1) - 0 . Let ψ: S-^eS
be the morphism defined by ψ(s) — es. Since H(e) is a topological
group, H{e) is open in H(e) [8] which is eS. Since ψ is continuous
and since H(e) = (S\H(1)) Π f\H{e)), it follows that H(e) is open in.
S\H(1).

COROLLARY 3.2. If eeE(S)*, then there is an f in E(S) with
e < f and dimiϊ(β) - dimiί(/) - 1.

Proof. Let_£e_E(S) with e < f and (β,/) - 0 . Then H(e) S WJ).
Let ψ: H{f) —* eH(f) morphism defined by ψ(s) = es. Since (e, /) = 0 ,
2ϊ(e) = (H(f)\H(f)) n (f-^^β))), and it follows that H(e) is open in.
WJ)\H(f). Thus, by Lemma 3.1, d\mH(e) - dimίί(/) - 1.
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LEMMA 3.3. A subgroup He^c ofS is closed in S.

Proof. Let g e 3. Since H £ H(e)c for some e in E(S) and
g e d(g)H, it follows that g e H(g)c. Thus there is a compact subgroup
€ of H(g)c with geC. Since {gn}~^ £ C and C is_compact, δ(g) £ {̂ }~=1

[4, p. 15] which is a subset of 3; thus 3(g)eH. By [7], there are
no maximal subgroups of 3 which are topological other than 3; thus
§(g) — e, and £Γg H(e). Thus we need only show that H is a closed
subgroup of H(e), but this follows since H is a locally compact sub-
group of a locally compact topological group.

PROPOSITION 3.4. Let eeE(S), and let ψ be the map from S onto
eS defined by ψ(s) — es. Then there are closed subgroups V and W
of H(l) with the following properties:

(a) W - ψ~\H(e)0),
(b) V is a real vector group, and
(c) The morphism m: V x W—>ψ~ι(H{e)) defined by m(v, w) = v w

is an isomorphism.

Proof. Let a be the natural map from H(e) onto H(e)/H(e)c, let
Q be the corestriction of ψ Hil) to H{e), and let β: H(e)/H(e)c —> H(l)
be a morphism in ̂  such that {aQ)β is the identity map on H(e)/H(e)c

[P2]. Let V = β(H(e)/H(e)c), and let W= Qr\H(e\). Then V and TΓ
are the desired closed subgroups of H{1). The inverse of m is given by
s i-> ((βaψ)(s), [(βctψ)(s)]~Ls) which is clearly continuous. The theorem
now follows.

PROPOSITION 3.5. There are closed subgroups V and W of H(ϊ)
with the following properties:

(a) V is a real vector group,
(b) K(W)e<ϊfc9 and
(c) The morphism m: V x W—>S defined by m(v, w) = v w is

an isomorphism.

Proof. Again by [7], if e e E(S)*, then dim H(e) < dim H(l). Thus
there is an / in E(S) with dim H(f) ^dimH(e) for all e in E(S).
Since dim H(ef) ̂  min {dim H(e), dim jff(/)} with equality holding only
for e < / or f <L e, f is unique. The proposition now follows from
Proposition 3.4 along with the observation that S = ψ~\H{f)) where
ψ: S —>/S is the morphism defined by ψ(s) — sf for all s in S.

PROPOSITION 3.6. If there is a sQ in S with H(sQ)c compact, then
H(s)c is compact for all s in S.
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Proof. From the structure theorem for locally compact abelian
groups [2, p. 389] one can get that if G e ^e9 then Go is compact.
Thus for any s in S we have that H(s)c is compact if and only if
H(S)J(H(S)C)Q is compact. But H(s)c/H(s)c)0 is compact if and only if
H(s)/H(s)0 is compact. Therefore, by P3 and since H(l) = S, the theorem
will follow if we can prove that H(l)/H(ϊ)0 is compact.

We do this by contradiction. That is, assume H(l)/H(l)0 is not
compact, and let e e E(S) satisfying the following:

( i ) H(e)/H(e)o is compact,
(ii) δ(s0) <£ e, and
(iii) if / 6 E(S) with e < f, then H(f)/(f)0 is not compact.
By Corollary 3.2 and since e Φ 1, there is an / in E(S) with e < /

and dimH(e) = dimJff(/) - 1. Let T = Hζf), and let ψ: T-->eT be
the morphism defined by ψ(s) = se. By Proposition 3.4, there is a
real vector subgroup V of H(f), a closed subgroup T^ of H{f) with
ψ~\H{e)c) — TΓ, and a morphism m: V x ΐP —• ψ~~ι(H(e)) which is an
isomorphism. Since W\W — H(e)c which is compact and by [3], W
contains a compact subgroup C such that W/C is a real vector group-
Thus Hw(f)c is compact. Since the corestriction of m\vxw: Vx W—>H(f)
is an isomorphism and 7 is a real vector group, it now follows that
H(f)c is compact. This is the desired contradiction and the proof now
follows.

SUBLEMMA. Let e and f be elements of E(S) with dim H(e) —
dim H(f) + 1 and with f < e. If H is a subgroup of H(e) with

o then fH is a closed subgroup of S.

Proof. Let gefHΠ H(f). Since He ct?c, fH S H(f)c, and thus
there is a compact subgroup C of H(f) which is open relative to
H(f)c and with g eC. Let ψ: H(e) —>fH(e) be the morphism defined by
ψ(s) — fs. It follows from Proposition 3.4 and the fact that H(f) is
open in H(e)\H(e) that ψ^iC) is a locally compact semigroup which
contains a dense group ψ^iC) Π H(e) whose complement C is compact*
By [3], there is a unique compact subgroup CL of ψ~\C) f] H(e) and a
one-parameter subgroup M of ψ~ί(C)f]H(e) such that ψ^iC) — M C^
Let {ga}aeA be a net in fH which converges to g. Since C is open in
H(f)c, there is a β e A such that if a :> β, then ga 6 C. For each aeA
with a ^ β there is an haeH with #α = /Λα. It follows that each
haeCly and therefore there is an h in Cx n i ϊ such that fh — g. Thus
/ff ^fHQ fH. We now have /ff is a closed subgroup of iϊ(/)c, and
therefore fHe^c. The sublemma now follows by Lemma 3.3.

LEMMA 3.7. If H is a subgroup of S with He<ϊfc and if feE(S),
then fH is closed.



LOCALLY COMPACT CLIFFORD SEMIGROUPS 167

Proof. Let h e H; then δ(h)-f ^ δ(h). If δ(h)f = δ(h), then /if =
fδ(h)H = δ(Λ)-ff = -ff which is closed by Lemma 3.3. If £(&)•/ < δ(h),
then there is a chain of idempotents ex , eq+1 which is maximal with
respect to the properties: (i) eλ = δ(h)f and (ii) eq+ι — δ(h). Observe
that since e19 •••, eq+1 is maximal, aimH(ei) = dim iϊ(eί+1) — 1 for i =
1, 2, , g. If fH is not closed, then there is an integer p, 1 ̂  p ^ q
such that epiϊ is not closed and ep+1H is closed. Since epH — (ep-ep+ί)H =
ep{ep+ιH) and since ep+1He ^ c , ê J?" is closed (sublemma). Thus epH is
both closed and not closed which is impossible; thus it follows that
fH must be closed.

Now that one has Lemma 3.7 it is easy to prove the following
corollary.

COROLLARY 3.8. (i) For each x in S, xH(l)c is closed.
(ii) If U is a nonempty compact subset of S, then U-H(l)c is

closed.

THEOREM 3.9. Let R = {(x, y)eS x S\xH(l)c = yH(l)c}. Then R
is a congruence, and S/R is a locally compact semigroup with the
following properties:

(i) If θ is the natural map from S onto S/R, then θ is an open
map and θ (H(s)) s H(s)/(δ(s)H(l)c) for all s in S.

(ii) The corestriction of θ \E{S) to E(S/R) is an isomorphism.

Proof. Clearly R is a congruence. Since H(ϊ) acts as a group
of homeomorphisms on S and since θ~ι(θ(A)) = A H(1)C for all A Φ 0 ,
it follows that θ is an open map. Since θ is an open map, S/R is
locally compact and also multiplication is continuous. We now show
S/R is Hausdoff. Let x, y e S with α?jBΓ(l)β Φ yH(ΐ)e. Since yH(l)c is
closed (Corollary 3.8) and since S is a locally compact (thus regular)
Hausdorff space, there is a compact neighborhood Nx of x with
Nx Π yH(l)c = 0 . Thus y g Nx-H(l)e which is closed by Corollary 3.8,
and using the fact that S is regular we obtain a compact neighbor-
hood Ny of y with Ny Π (N9-H(l))β= 0 . It follows that (N, H(l)e)n
(NX*H(1)C) = 0 , and thus S/R is Hausdorff. This completes the proof.

REMARK. We wish to point out that each maximal subgroup of
S/R is connected, and thus H(θ(s))c is compact for each s in S.

LEMMA 3.10. Let Te^ with K(T) compact. Then for each non-
negative integer n there is a Tn in 6^ and a surmorphism an: T—»Tn

in Sf satisfying:
(a) The corestriction of an\E(s) to E(T%) is an isomorphism.
(b) Ifxe Twith dimH(x)^n, thenan(H(x)) = H(an(x))^H(x)IH(x)c.
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(c) If xe T with άimH(x) > n, then the corestriction of a\H{x) to
H(a(x)) is an isomorphism.

Proof. The proof is by induction. Let RQ = {(x, y) \ x — y or x e K{ T)
and yeK(T)}. Clearly Ro is a congruence, and since K(T) is compact,
it follows that T/Ro is a locally compact semigroup. Let aQ be the
natural map from T onto T/Ro = To. Then, clearly, aQ and TQ satisfy
(a)-(c) for n = 0.

Let k be a nonnegative integer such that there is a TkeS^ and
a surmorphism ak:T—+Tk satisfying (a)-(c). If & ^ d i m i ϊ ( l ) , then
let Tk+1 = Tk and ak+ι = α t . Then Tfc+1 and α t + ι satisfy (a)-(c). If
k < dim H(1X_ let A - {e € E( Tk) | dim H(e) = k + 1}, and let f& -
{aJG Tk\xeH(e) for some e in A). For each e in A let φe:S-+eS be
the morphism defined by ψβ(s) = βs. Then ψ~ι(H{e)) C) fk = H(e), and
thus each H(e) is open relative to fk. Let J?ft+1 = {(x, y) e Tkx Tk\x = y
or δ(x) = δ(̂ /) G -A and a? e yH(δ(y))c}. It is easy to show that Rk+1 is
a congruence. By Proposition 3.6 and since K(Tk) = {0}, each H(e)e

is compact. Since each H(e)c is compact and since each H(e) with
e € A is open in Γfc+1, it follows that Tk/Rk+1 is a locally compact semi-
group. Let Tk+1 = Tk/Rk+1 and <xA+1 = 370:*, where 37 is the natural
map from Tk onto Tk/Rk+1. Then Γ A + 1 G ^ and αA + 1 : T-~*Tk+1 is a
surmorphism satisfying (a)-(c) for % = k + 1. The theorem now follows
by induction.

THEOREM 3.11. Let SeS^. Then there is a TeS^ and a sur-
morphism a: S-* T in Sf satisfying:

(i) The corestriction of a\E{s) onto E(T) is an isomorphism.
(ii) Each H-class of T is a real vector group.

Proof. By Proposition 3.5, there is an isomorphism β: S-+V x T
where V is a real vector group and where Te£* with K(T)e^c.
By first applying Theorem 3.9 and then Lemma 3.10 for n = dim H(l)
one can obtain a surjective morphism βt: T-+ Tn which preserves the
structure of E(T) and where the ίf-class of Tn are real vector groups.
Let T = V x Tn and α : S ~ > F x Tn be the map defined by a(s) =
(Pri(@(s))> βi(Pr2(β(s))). Then clearly Γ a n d α S ^ Γ satisfy the con-
ditions of the theorem.

4* Let &Z denote the full subcategory of £f whose objects S
have the property that E(S) ~ Zq for some nonnegative integer q.
In this section we characterize the objects in <pf. The fact that there
are objects in S? that are not in ,5? is demonstrated by J. G. Home,
Jr., in [6J. However, if Se<9* with dimiϊ(l) ^ 2, then it is shown
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that Se&ζ.
Let R+ denote the multiplicative group of positive real numbers,

and recally that Rx denotes the multiplicative semigroup of nonnegative
real numbers.

LEMMA 4.1. Let E be a Hausdoff topological space which is the
disjoint union of R+ x Rx and a singleton set {w}, where R+ x Rx

has the product topology. If {w} U (R+ x {0}) is homeomorphic to Rx

with w e (0,1] x {0}, then E is not locally compact at w.

Proof. We assume E is locally compact at w and show that this
assumption leads to the conclusion that Rx is compact. Let U be an
open neighborhood of w with Ό compact. Then t7"\Z7 is a compact
subset of R+ x Rx. Since w U (R+ x {0}) is homeomorphic to Rx with
(0,1] x {0} = ((0,1] x {0}) U {w}, there is an a in R+ with {(xf 0) 10 < x < a} £ U.
For each δ inR+ with 0<δ<αeither {b}xRxSU or ({b}xRx)Π (U\U)Φ0.
To see this, assume ({δ} x Rx) Γ) (U\U) = 0 Then {δ} x Rx is the disjoint
union of the two relatively open sets (E/U) Π ({&} x Rx) and Uf] ({δ} x Rx).
Since {6} x R* is connected and {6} x Rx Π UΦ 0 , (E\Ϊ7) Π ({6} x Rx) = 0
and hence {6} x Rx Q U.

We now prove there is a r 0 < α in J?+ satisfying; if beR+ and
δ <; r0, then {6} x Rx Q U. If this were not the case, then by the
above there would exists a sequence {δJ^U in R+ such that {bn9 0 ) } ^
converges to w, and each ({bn} x Rx) Π (U\U) Φ 0 . For each positive
integer n let xn be an element of Rx such that (δ%, α?H) 6 U\U. Since
t/\ϊ7 is a compact subset of JR+ X RX, the sequence {(6%, a;J}~=1 has a
cluster point (δ, a?). Thus {(δ%, 0)}^=1 converges to w and clusters to
(δ, 0) which is impossible. Thus we now can conclude that there is a
r0 in R+ such that if δ e R+ with δ ̂  r0, then {δ} xRxς^U. We point out
at this point that if δ e R+ and δ ^ r0, then {δ} x i?2' = {w} U {δ} x Rx.

For each Z in Rx, {(r, ϊ) | r 0 ^ r) is connected, and (r0, I) e C7. Thus
a similar argument to the one above proves there is an l0 in Rx such
that if I ̂  l0 then {(r, Z) | r 0 ^ r} S Ϊ7. Similarly, there is a ί0 e R+ with
ίo ̂  n and such that if t eR+ with t ̂  ί0, then {(t, ϊ) |0 ̂  Z ^ Zo} S ί7.
Let B = [r0, ί0] x [0, Zo] which is a compact subset of JS+ x Rx. It is
easy to show that E\B g U and thus E - U\jB and is compact. In
particular, (iϋ x {0}) U {w} is compact and homeomorphic to Rx. This
is the desired contradiction.

THEOREM 4.2. If S is a member of & with dimiϊ(l) = 2, then
E(S) s Z\

Proof. Since Se&, S has a zero. By Corollary 3.2, there is an
element / in E(S) with dimH(/) = 1.
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Case 1. There is only one / in E(S) with dim H(f) = 1. That is,
E(S) = {0, β, 1}. By [7], S\{0} s i2+ x 22". By [5] and since i?+ x {0} =
(R+ x {0}) U {0}, R x {0} is homeomorphic to Rx. By applying Lemma
4.1 we have S is not locally compact at {0}. Thus Case 1 is impossible.

Case 2. There are exactly two idempotents e1 and e2 with
dim Hie,) = dimH(e2) = 1. Clearly in this case E(S) = Z\

Case 3. There are at least three idempotents elf e2, e3 with
dim H(βi) = 1. Let P19 and P2 be one-parameter subgroups of H(l)
with ^ = Pi U {βj (Proposition 3.5). Let {sa} be a net in H(l) which
converges to e3. Since S\H(1) is an ideal, {s"1} does not have a cluster
point. Since H(l) = Pi-P2, there are nets {slα} £ PL and {s2a} s P2 such
that slα s2α = sα for all a. By [3] and since {s"1} does not have a cluster
point, either {slΰc} clusters to eι and {si;1} clusters to e2 or {si;1} clusters
to et and {s2α} clusters to e2. But the former implies eγ = e3 e2, and
the latter implies e2 = e^ez. Since e8 e2 — 0 and e^ez — 0, either ex = 0
or e2 = 0. This is the desired contradiction. Thus Case 3 is impossible.

LEMMA 4.3. Let S be a member of & with dimϋΓ^l) >̂ 2, and
let eeE(S) with H(e) ~ R+. Then there is an f in E(S), such that
dimH(f) = d i r n d l ) - 1 and that ef= 0.

Proof. By Corollary 3.2 and since dimJEΓ l̂) ^ 2, there is an
idempotent ex in S such that e < eλ and that dim H{e^) — dim H(e) + 1 — 2.
Let T = Hie,), then Γ is a member of ^? and dim Hτ(l) = 2. Thus,
by applying Theorem 4.2 to T one observes that there is an / in EiT)*
(and thus in E(S)*) such that / Φ 0 and that ef = 0. Let / be a
maximal such idempotent with respect to / Φ 0 and e/ = 0.

Claim, dim £Γ(/) = dim Hs(ί) — 1. If this were not the case, then
applying Corollary 3.2 two time we observe there are idempotents f,
and /2 such that / < Λ < /2 and dim Hjf) = dim #(/,) - 1 - dim Hif2) - 2.
By applying Proposition 3.4 to iϊ(/2) we observe there is a subsemigroup

such that ίΓ(i2) = {/} and dimiϊ^l) = 2. By Theorem 4.2,
there is an idempotent /3 in EiR)* (and thus E(S)*) such that fzΦ f
and / 3 /i = / . But since ft and / 3 are elements of EiS)* which are
larger that /, ef Φ 0 and e/3 Φ 0. In fact, since ef ^ e and e/3 ̂  β,
e/x = ef2 = e. However, 0 = β/= e(/i/8) = e/8 = e, and this is the desired
contradiction. Therefore, / is maximal in EiS)*. From the proof of
Lemma 3.1, we have that / maximal in EiS)* implies dimiϊ(/) =
dim H(ί) — 1. For the remainder of this paper we will use the follow-
ing notation. If S 6 £f and e eE(S)f then ψe: S-+eS is the morphism
defined by ψeis) = es for all s in S.
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We omit the proof of the next lemma since the proof is straight
forward.

LEMMA 4.4. (i) If f and e are element of E((Rx)n) with
Aim H{f) = 1, dim H(e) = n - 1 and if ψj\f) Π f7ι{e) = {1}, then the
morphism m: ψjι{f) x Ψ71(e) —* (Rx)n, defined by m(s, t) = st, is an
isomorphism.

(ii) If ee E(S) with dim H(e) = p, then (a) Ψ7ι(e) ~ (Rx)n~p and
(b)

LEMMA 4.5. // a: (Rx)n -+ (Rx)n e& is a snrmorphism with
a{E(RxY) = E{{Rx)n), then a is an isomorphism.

Proof. The proof is by induction on dimiϊ(l). The lemma is
trivially true for n = 0. If n = 1, then α(J?+) is a dense connected
subgroup of Rx and thus α(jξ+) = R+. By [2, p. 84], a\R+:R+-+R+
is an isomorphism, and thus it follows that a is bijective. We show
a is a closed map. Let A be a closed subset of Rx. If A s •#+» then
there is an r in R+ with [ 0 , r ] n 4 = 0 . Thus a(A) is closed in JK+

and [0, f(r)) n α(A) S [0, /(r)] Π a(A)==0. Since [0, /(r)) is open in
Rκ, 0 g α(A), and thus it follows that aζA) = α(A). If 0 e A, then either
A = Rx or there is an r in i?+ with r ? i . If A = jβ*, then clearly
α:(A) is closed. If there is an r in R+ with r g i , then A =
([0, r] n A) U ([r, oo) n A). We now have

a(A) = α([0, r] Π A) U ([r, oo) n A)]

- α([0, r] n A) U α([r, oo) n A) .

Since [0, r] n A is compact, α:([0, r] Π A) is compact, thus closed, and
by the first case a([r, <*>) n A) is closed. We now have a is a closed
bijection and thus an isomorphism.

Let n be an integer larger than 1 such that the lemma is true for
all nonnegative integers less than n. Let S denote (Rx)n, and define
a: E(S) ~> E(S) by ά(e) = a(e) for all e in E(S). Since a is bijective
and since E(S) is finite, a is an isomorphism. For each e in ^7(5)
define ψe: S-^eS by ^β(s) = es for all s in S. Let βx = (0,1,1, , 1)
and e2 = (1, 0, 0, , 0), and let A = ψ7^(et) and B = ψ7^(e^. Then
A s JBX, -B = (JB )11-1 and ^ e2 = 0. Define F: A x B -> S by 2̂ (α, 6) = αδ;
then, by Lemma 4.4i, JP7 is an isomorphism. Let f1 = a(e^ and f2 =
α(β2). We now show α(A) = ψ7*(fύ = Λ f «(5) = Ψv t̂A) = (ΛTΛ a^d
α(A) Π oc(B) — {1}. From which it will follow by Lemma 4.4i that the
morphism G: a(A) x a(B)—»S, defined by G(α, b) — abf is an isomorphism.
Let Ai = ψJlifd and A2 = ψj^(f2) Since α is an isomorphism, ά pre-
serves the less than order on E(S); thus dimifCΛ) = άimHfa) — n — 1
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and dim H(f2) = dim H(e2) = 1. Therefore, A, ~ Rx and A2 ^ {Rx)n~ι

(Lemma 4.4iia). If Ax Π A2 Φ {1}, then either f1eA1 Π A2 or there is
an element g e H(l) f] AίπA2 with g Φ 1. Since Λ / 2 = oc{e^ a(e^ =
^(e^a) = tf(0) = 0, Λ g A2, and thus there is a # e H(l) n 4i Π Λ with
# Φ 1. Since ^ = 12* either {#w}Γ=i converges to f1 or {(̂ ~x)%}Γ=i con-
verges to / x [3]. But both imply fxeA2 which is impossible by the
above. Thus AιnA2 = {1}. Clearly, a(A) £ A,. Let t e Ax. Since
a(S) — a(A B) = α(A) α(J5), there is an element αeα(A) and bea(B)
such that ί = ab. It follows that fγ — / xί = / xα 6 = fj) which implies
b e A,. But a{B) s #i and J5L n Λ = {1}; thus b = {1}. The proof that
α(l?) = 1?! is similar and will therefore be omitted. We now have the
following commutative diagram:

^ > ^3

A x J5>—-—^>α(A) x a{B) .

By the inductive hypothesis, a\A:A—+a(A) and a\B:B—>a(B) are
isomorphisms. The lemma now follows.

LEMMA 4.6. Let X, Y and Z be Hausdorff spaces and assume
F: X x Y—>Z is a continuous surjection. If there are continuous
surjections a: Z—+X and β: Z—+Y such that the diagram

X x Y

X u

a

 z » Y
β

is commutative, then F is a homeomorphism.

Proof. The inverse of F is given by z\-+ (a(z), β{z)) which is
clearly continuous.

THEOREM 4.7. // S is an object in both & and ̂ f, then S ̂  (Rx)n

where n — dim.ffs(l).

Proof. The proof is by induction on dimU(l). The claim for
dimlϊ(l) = 1 is proven in [5]. Let n be an integer larger than 1
such that the claim is true for all positive integers less than n. Let
e be an idempotent with e > 0 and eS = Rx (Corollary 3.2). By Lemma
4.3 there is an idempotent / with / Φ 0, dim H(f) = n — l and ef = 0.
Let A = ψγ(f) and B = ψ7\e). Then by the inductive hypothesis,
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A = Rx and B = {R*y~\ Also ψ7\H(e)) = H(e) x B ^ R+ x B (Pro-
position 3.4). Now define a morphism F: A x B—>S by F(a, b) = ab.
Observe that ψe(F(a, b)) = eab =• ea and ψf(F(a, b)) = /&. We now show
S = A £. Since J0(S) = Z it follows that E(S) = E(A)Έ(B). Let
s e S ; then <5(s) — e^fx for some βxei7(A) and Λe-E(-B). Also, s = δ(s) g
for some g e Hs(ϊ). Since -ff̂ (l) Π ί^(l) = {1} (see proof that A1f]B1 =
{1} in Lemma 4.5), g = a-b for some aeHA(ϊ) and beHB(l). Thus

8 = <5(% = δ(s)ab = ^Λαδ = (e^iffi) eA B. Clearly, <̂ ,(A) = e i S eS.
Let teeS; then ί = βα δ for some α e A and beB. Thus £ = eab =
eb a — ea and hence eA = &S. By Lemma 4.5, ψ*β 1̂ : A—> βS is an
isomorphism. Similarly it can be shown that fB = / S and thus, by
Lemma 4.5, ψf\B: B-+ fS is an isomorphism. We now have the
following diagram

Br = A <—-^— A x B £*—> 5 ^ (ij )-i

which can be reduced to

Ax B

/ I \

Thus by Lemma 4.6, F is an isomorphism, and the theorem now
follows by induction.

DEFINITION. An object S in S? is an H-semigroup if (i) Hs(l) = i2α_
and (ii) K(S) is compact.

LEMMA 4.8. Let S be a object in ,9^ having the added properties
that (i) HS{1) is a real vector group of dimension n and (ii) K{S) is
compact. Then there are subsemigroups Sί9 , Sn of S which are
Hsemigroups, the morphism m: Xi=ιSi—*S defined by m((slt , sn)) =
Si s2 snis a surmorphism which preserves the H-class structure of
Xi=ιSi9 and also m induces an isomorphism on the groups of units.
Further, for each i there is an idempotent Cι with dim H{e^) = n — 1
and Si = f

Proof. Since E(S) = Zn, there are exactly n-idempotents elf , en

in S with dim iϊfe) = n — 1. By Proposition 3.4 and since JEΓ̂ l) is
a real vector group, each ψj}{H(e^c), is an H-semigroup. Let St =

)c)y and let F:S—>(Rx)n be a surmorphism which preserves
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the jff-class structure of S (Proposition 3.11 then Theorem 4.7). Since
F preserves the iϊ-class structure of S, dim H{e^) = dim H{F{e^)) — n — 1
for i = 1, 2, , n and, also, F{S%) = φ7\(H(e\)) ~ Rx for i = 1, 2, , n,
where βj = Ffa). Using the structure of (Rx)n we know f 7*(F(e\)) =z i2*
if and only if there is an integer j(i), 1 ^ i(ί) ^ w such that

is an isomorphism. For each i, i = 1, 2, , n let TΓ̂ : Si—*Si/K(Si) be
the natural map where SJK(Si) denotes the Rees quotient semigroup.
Since each K(Si) is compact [3], πt is a closed map. Thus for each
i there is a bijective morphism ft: S4 —» J?* such that the following
diagram commutes

By Lemma 4.5 each β{ is an isomorphism. Since each K(Si) is compact,
it is easy to show that a net {ga}aeA S S< has a cluster point if and
only if {7ri(ga)}aeA has a cluster point. Thus it follows that {ga}a&A C Ŝ
has a cluster point if and only if {Pr.{i)(F(ga))}aeA has a cluster point.

Let xeS and let {#α}αe4 be a net in ^ ( 1 ) which converges to x.
Then for each a there are elements g^a) e S* i = 1, 2, , n such that
«̂ = flri(α) flr.(α) flr (α). Since P y .U )F(^(α)) - PrjU)(F(ga)) for ΐ -

1,2,3, « ,w and since PrjU)(F(ga)) has a cluster point and by the
above, each {gi{a)}aBA has a cluster point. Clearly, we can choose a
subnet {ga}aeB such that each {&(«)}«e* converges. It now follows
that α?em(XJUjS>i). Clearly, m induces an isomorphism on the groups
of units.

THEOREM 4.9. Let S e Sζ. Then S ~ T x Rn for a suitable n and
where Tis an object in &[ satisfying the following: There are subsemi-
groups S19 , Sn of T with each Si an H-semigroup and a surmor-
phism m: Hτ(l)c x (XLiSi) —» T which preserves the H-class structure
and which induces an isomorphism on the groups of units. Further,
there are surmorphisms Gx: S -—> (R*)n and G2: Hτ(ϊ)c x (X?=1S,) -» (R*)n

such that the following diagram is commutative

Hτ(l)c x (XM) -^> T
\

(RT
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Proof. By Proposition 3.5, S = T x Rm for a suitable choice of
m, where Te^ with K(T)e<έ?c. Since E(S) s #w for some w and
since JE?(S) = E(T), Γe^f. Using Lemma 3.1 and Corollary 3.2, it is
easy to see that dimii^l) = n. Since i7(S) = Zn

f there are exactly w
idempotents elf , en such that dim H{E%) — n — 1. For each β4 let
Ci be a compact subgroup of H{e^e which is open relative to H(βi)c. It
follows from Proposition 3.4 and the fact that each iϊ(β;) is open in
Γ\iίΓ(l), that each Ψ7/(C;) is a locally compact semigroup which contains
a dense group whose complement is compact. Since each ψ7^(Ci) e£S
and by [7], there is a one-parameter subgroup Pi gΞ ψ7}(Ci) Π Hτ(ΐ) such
that Pif)Ci^0. For each i let S< = P*; then each S* an iϊ-semigroup.
Let m: iϊΓ(l)c x (X?=iSi)—• Γ be a morphism defined by m(g, s19 , O =
g s^ s2 sw and let m^ X?=1Sί—> ϊ7 be the morphism defined by
m^s) = m(l, s) for all s in X?=1Sί.

Let T/R be the semigroup constructed as in Theorem 3.9 and let
F: T—> T/J? be the natural map. Since F preserves the ίf-class struc-
ture, dim H(F(ei)) = n — 1 for each i. Since for each i F(K(Si)) is a
compact ideal for F(Pi), F\Pd = FiPjUFiK/St)) [5]; thus Ί
Also, H{F{e%))0 is a compact ideal for F(P,); thus i^S,) = F ( P j =
F(Pi) U H(F(ei))e. It now follows from Lemma 4.8 that Fim^Xf^Si)) =
T/R and thus mi(X^=iSί) iJΓ(l) = Γ. Therefore, m is a surmorphism.

Let Tί - m1(X?=1Sΐ). Since £7(7) - ^ ( X t A ) ) s ^%, J2?(Γ) ~ Z%
and thus it follows that dim 13^(1) = n. Let Fx: T,-* TJR, be the
natural map where Tί/Rί is the semigroup guaranteed by Theorem 3.9.
Let Ht = HTJR^I). Then Jϊi is an ^-dimensional vector group with

jBΓi. Thus by P2 there is a morphism /S: H, -* Xf^P*
such that Fymβ = /̂ /Λi It follows that the inverse of i^LjXf^Pί)
is the corestriction of m ^ to m^X-UP*). Thus m^Xt^Pi) is a locally
compact subgroup i?Γl(l) and thus closed. Therefore, it follows that
the corestriction of mj XLiPί X?=iP» —• X?=iP» is an isomorphism.
Since Hτ(l) = rn^X?^) Π -ffΓ(l)β and m^XΓ^P..) n fl"Γ(l)β - {1}, it now
easily follows that m induces an isomorphism on the group of units.

The remainder of the proof follows directly from Theorem 3.11
and Theorem 4.7.

The author wishes to thank the referee for his many helpful
suggestions. In particular, the author wishes to thank the referee for
his suggestions on the order in which the results should be presented.
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FRATTINI SUBALGEBRAS OF A CLASS OF
SOLVABLE LIE ALGEBRAS

ERNEST L. STITZINGER

In this paper the Lie algebra analogues to groups with
property E of Bechtell are investigated. Let # be the class
of solvable Lie algebras with the following property: if H is
a subalgebra of L, then φ(H) g φ(L) where φ(L) denotes the
Frattini subalgebra of L; that is, φ(L) is the intersection of
all maximal subalgebras of L. Groups with the analogous
property are called 2£-groups by Bechtell. The class 36 is
shown to contain all solvable Lie algebras whose derived
algebra is nilpotent. Necessary conditions are found such that
an ideal N of Le 36 be the Frattini subalgebra of L. Only
solvable Lie algebras of finite dimension are considered here.

The following notation will be used. We let N(L) be the nil
radical of L and S(L) be the socle of L; that is, S(L) is the union
of all minimal ideals of L. If A and B are subalgebras of L, let
ZB(A) be the centralizer of A in B. The center of A will be denoted
by Z(A). If [B, A] S A, we let Ad̂ (JS) = {ad 6 restricted to A; for
all beB}. U will be the derived algebra of L and L" = (!/)'•

PROPOSITION 1. Let L be a Lie algebra such that Lf is nilpotent.
Then the following are equivalent:

(1) φ(L) = 0.
(2) N(L) — S(L) and N(L) is complemented by a subalgebra.
(3) U is abelian, is a semi-simple L-module and is comple-

mented by a subalgebra.
Under these conditions, Cartan subalgebras of L are exactly those

subalgebras complementary to U.

Proof. Assume (1) holds. Nilpotency of 1/ implies φ(L) Ξ2 L"9

so L' is abelian and may be regarded as an L/L'-module. We may
assume L' = X 0 Vp9 Vp indecomposable L/L'-submodules. If M is a
maximal subalgebra of L and if Vp g£ Λf, then M Π Vp is an ideal of
L. If S is an L/Z/-submodule of Vp properly contained between Mp\VP

and Vp, then M + S is a subalgebra of L properly contained between
M and L, contradicting the maximality of M. Therefore M contains
all maximal submodules of Vp for each p. Then φ(L) = 0 implies the
intersection of all maximal submodules of VP is zero for each p. If
Vl9 , Vs are maximal submodules of VP with Vx Π Π Vs = 0 and
are minimal with respect to this property, we have V — V2 Π Vs Φ 0

177
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and VΠ VΊ — 0 so that 7 © ^ = VP, contradicting indecomposability.
Therefore each VP is irreducible and U is a completely reducible L/Z/-
module and is also a completely reducible L-module. Since L is solva-
ble it contains Cartan subalgebras by Theorem 3 of [1]. Let H be
a Cartan subalgebra of L and let LQ and Lt be the Fitting null and
one component of L with respect to H. Then L = Lo + Lx = H + Lt £
JET + L' shows L = H+ L'. We claim that £Γn 1/ = 0. If Hf] U Φ 0,
then, since U is abelian, H is nilpotent and Z/ is a completely re-
ducible L-module, 1/ is a sum of irreducible iί-modules, Ulf •••, Uσ,
such that for each Ui[^ [Uif H] H] = 0 for some&, hence [U{, H] = 0.

Thus [if, 1/ Π H] — 0. One sees that each Ut is a central minimal
ideal of L, and since 0(L) = 0» #* *s complemented by a maximal sub-
algebra Λf. Therefore U< is a one-dimensional direct summand of L,
contradicting £7{ £ L'. Hence U C\H — 0 and ff is a complement to
I/' in L. Since [£Γ, H] £ Hf)L' = 0, JET is abelian. Any minimal ideal
not in I/' satisfies [L, A] £ A Π Lr = 0, so is central. Therefore S(L) =
L' + Z{L) and, since ff is a Cartan subalgebra, Z(L) £ H. Let Ho

be a complementary subspace to Z{L) in ΐ ί . One sees that N(L) =
L' + Z(L) + (N(L)PιH0) = S(L) + (iV(L) nίfo). If λ is a nonzero ele-
ment in N(L)f)HQ, ad /& is nilpotent but not zero which implies

fc

[Vp, h] = F^ for some F, £ L' and [ -[VP7h\- -h] = 0 for some &, a
contradiction. Thus iS(L) = ^(L) and JE/o is a complement. Conse-
quently (1) implies (2).

Assume (2) holds and proceed by induction on the dimension of
L. Since 1/ £ N(L) — S(L) and minimal ideals are abelian, L' is
abelian. If every minimal ideal of L is contained in Z/, then S(L) = Lf

and (3) follows. Therefore let A be a minimal ideal of L such that
Aξ^U. Hence A g£ ̂ (L) and there exists a maximal subalgebra M
of L such that L = M + A. Since [L, A] £ A n 1/ = 0, A is central,
hence one-dimensional. It follows that L is the Lie algebra direct
sum of M and A. Since M inherits the condition (2), M satisfies (3)
by induction. It now follows that L also satisfies (3).

Assume (3) holds. Then U is a sum of minimal ideals of L, which
we denote by A19 , Ak, and L = U + H, H a subalgebra of L. Since
H' £ i ϊ n l / = 0, H is abelian. One sees that 1/ = [I/, H) and, con-
sequently, A< = [Aif H] for all i. Since ZA.{H) is central in L, ZA.(H)
is an ideal in L contained in At. Since ZA.(H) Φ Ai9 ZA.(H) = 0. It
follows that i ϊ is its own normalizer, hence is a Cartan subalgebra
of L. Now i ϊ + A1 + 4- A; + + Ak is a maximal subalgebra
of L since any containing algebra has a nonzero projection on Ai which
is ad H stable, hence equal to A«. Therefore φ(L) £ i ϊ and 0(L) £

' = 0. Hence (1) holds.
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That complements to U are Cartan subalgebras is shown in (3)
implies (1). That Cartan subalgebras are complements to 1/ is shown
in (1) implies (2). This completes the proof of Proposition 1.

THEOREM 1. Let L be a Lie algebra such that 1/ is nilpotent
and φ(L) = 0. Then, for any subalgebra M of L, φ(M) — 0.

Proof. Suppose U £ M. Let H be a complement to U in L, so
Hf]M is a complement to U in M. Since L acts completely reducibly
on U and U is abelian, H acts completely reducibly on U. Then,
since H is abelian, HΓ\M acts completely reducibly on Z/, hence so
does M. Therefore 1/ = Λf' φ A for some ideal A in M where M
acts completely reducibly on M' and A + (Hf)M) is a complementary
subalgebra of Mf in M. Thus by Proposition 1, Φ(M) = 0.

Suppose 1/ §£ M. Since M + L' falls in the preceeding case, we
may assume M + 1/ — L. Since 1/ is abelian, L'f)M is an ideal in
L9 M/(L'nM) complements L'/(L'nM) = (L/L'nM)' in L/(L'f)M) and
M/(L'nM) acts completely reducibly in L'/(L'ΓiM), M/(L'f)M) is a
Cartan subalgebra of L/(L'f)M). Let C be a Cartan subalgebra of
M. By Lemma 4 of [1],.C is a Cartan subalgebra of L. Thus C is
a complement to U and C + (L'flJί) = M since C £ M. Hence C is
a complement to L'Γ\M in ikf. Since M acts completely reducibly on
L' f]M and J ί ' g L ' n M , J l ί acts completely reducibly on ΛF, L'ΠM =
M' © (1/ΠZ(ΛΓ)) and, since Z(ΛΓ) £ C, Z ( A Γ ) Π L ' g C n I - 0 . There-
fore C = ΛΓ = M and CnM' = 0. Now Λf satisfies part (3) of Proposi-
tion 1, hence φ(M) — 0.

If L is a solvable Lie algebra it has been shown in [2] that φ(L)
is an ideal of L. We look for a condition on the subalgebras of L/ψ(L)
which are necessary and sufficient that L e ϊ . In order to do this
the following concept is introduced.

We shall say that a Lie algebra L is the reduced partial sum of an
ideal A and a subalgebra B if L = A + B and for any subalgebra C
of L such that L - 4 + C a n d C g 5 then C - B. It is noted that
if A g 0(L), then there exists & B Φ L such that L is the reduced
partial sum of A and B. On the other hand, if A £ 0(L) and L is
the reduced partial sum of A and B, then B = L.

LEMMA 1. Let L be the reduced partial sum of A and B. Then

Proof. Suppose C = AΓ)B ςL Φ(B). Then B contains a subalgebra
D such that C + D = B. Then L = A + £ = A + C + I) = A + iλ
This contradicts the minimality of B.
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LEMMA 2. Let L be the reduced partial sum of A and B. Then
φ(L/A) ~A + φ(B)/A.

Proof. Since i n ΰ g φ(B), AΠΦ(B) = Af]B. Since L/A ~ A+•
B/A ~ B/A n B, φ(L/A) ~ φ(B/A n B) ~ φ(B)/A nB = φ(B)/A f) φ(B) ~
A

PROPOSITION 2. Tfce following are equivalent for the Lie algebra
L:

(1) L e £.
(2) jPor αw# subalgebra H of L\φ(L), φ(H) = 0.

Proof. Let L satisfy (1) and let π: L —»L/ψ(L) be the natural
homomorphism. Then 0(τr(L)) = π(φ(L)) = 0. Let W be a subalgebra
of L/φ(L) and let TF be the subalgebra of L which contains φ(L) and
corresponds to W. Since L satisfies (1), φ( W) £ #(1/). If
then (̂τr(T7)) = π(φ(W)) = π(φ(L)) = 0. Suppose then that
Then W can be represented as a reduced partial sum W — Φ(L) + iΓ..
Let T be a subalgebra of W such that Γ/ (̂L) ~ φ(W/φ(L)). If Γ/^(L) ^ 0,,
then T= Tf](Φ(L) + K) = (Γn^(L)) + (ΓnΐΓ) = tf(L) + (ΓnJSΓ). Con-
sequently there exists a n x e Tn K, x £ Φ(L). Since φ(K) Q Φ(L), x ί 0(Jf)
and there exists a maximum subalgebra S oί K such that x£ S. We
claim that either φ(L) + S = TF or ̂ (L) + S is maximal in W. Suppose
Φ(L) + S Φ W and let J be a subalgebra of W which contains φ(L) + S..
Then SQJf]K, so, by the maximality of S, either JΠK=S or
Jf]K = K. UJf]K= S, then ^(L) + S = ̂ (L) + (Jn JSΓ> = Jf)(Φ(L) +
jfiΓ) = J n TΓ = J. If JΠK = X, then J 3 JSΓ and, since J 2 ^(L), J 3
φ(L) + K = W, hence J = W. Consequently there exist no subalgebras
of W properly contained between φ(L) + S and W, hence either φ(L) +
S = W or ̂ (L) + S is maximal in TF. If #(L) + S - W, then ^(L) + K
is not a reduced partial sum which is a contradiction. If φ{L) + S
is maximal in W, then φ(L) + S/^(L) 3 Φ(W/φ(L)) ~ T/φ(L). Hence
Γ S Φ(L) + S. Since S S ^(^) + S and cc e Γn JBΓc Γ S ^W + S, iΓ =
{S, x) S ^(L) + S. Then TΓ - φ(L) + K S ^(L) + Sf S TF implies 0(L) +
i ί is not a reduced partial sum, a contradiction. Hence φ(W) —
?y^(L) = 0 and (2) is satisfied.

If L/φ(L) satisfies (2), then π(φ(H)) S Φ(π(H)) = 0 for every sub-
algebra H of L. Then ^(iϊ) £ ^(L) for every subalgebra H of L.

Combining Proposition 2 and Theorem 1 we have

THEOREM 2. Lei L be a Lie algebra such that U is nilpotent.
Then LeX.

THEOREM 3. Let L e ϊ and let T be a Lie homomorphism of L~
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Then T(φ(L)) = Φ(T(L)).

Proof. T{φ(L)) is always contained in ψ(T(L)) by Proposition 1
in [6]. If N = kernel T £ Φ(L), then equality holds by Proposition 2
in [6]. Suppose N ς£ Φ(L). Let L = N + K be a reduced partial sum.
Using Lemma 2, φ(T(L)) = φ(L/N) ~N+ φ(K)/N = T(φ(K)). Since
T(N + φ(L)) = T(φ(L))SΦ(T(L)) = φ(L/N) = 2χjV + φ{K)), N + ^(L)S
N + ίK2Γ) Ξ iV + 0(L). Hence N 4- 0(L) = N + ̂ (ϋC) and ?KΓ(L)) =
T(φ(K)) = 2XJ5(L)).

THEOREM 4. Lei L e X. Necessary conditions that an ideal N
of L be the Frattini subalgebra of L are that

(1) φ(AdN(L)) = AάN(φ(L)).
(2) There exists a subalgebra M of L such that M/N ~

Proof. (1) Let T be the mapping from L into the derivation
algebra of N by T(x) = &dx restricted to N for all xeL. Then
T(φ(L)) = AάN (φ(L)) - φ{T{L)) = φ(AdN (D).

(2) Let M = ZL(φ(L)). Suppose that M £ φ(L) and let F = L/φ(L)
and A = (M + φ(L))/φ(L). Since Ad^, (L) 2̂  L/M and Ad (̂L) (Φ(L)) ~
ψ(L)/Z(φ(L)) = φ(L)/MΓίφ(L) = (M+φ(L))/M, F/A~(L/φ(L))/(M + φ(L)/
φ{L)) ~ L/(M + φ(L)) ~ (L/M)/((M + φ(L))/M) ~ Adφa)(L)/Adφa)(Φ(L)).
Since φ(F) = 0, there exists a subalgebra D in F such that ί7 is the
reduced partial sum of A and D. Using Proposition 2 and Lemma 1,
Af]D £ 0(JD) = 0, hence i n ΰ = 0. Let J£ be the subalgebra of L
which contains φ(L) and corresponds to D. Then E/φ(L) ~ D ~ F/A ^
Ad,α) (L)/Adφ{L) (φ(L)). If I g ^ L ) , then Ad,α) (L)/Ad,α)

(L/M)/(φ(L)/Z(φ(L))) - (L/M)/(φ(L)/MΠ Φ(L)) = (LjM)/(φ(L)/M) ~
Related to part (1) of Theorem 4 are the following results.

THEOREM 5. Let L e 36 αmϋ let K be an ideal of L containing
φ(L). Then φ(Adκ (L)) - Ad^ (K) if and only if K = φ(L) + Z(K).

Proof. Let T be the Lie homomorphism from L into the deriva-
tion algebra of K given by T(x) — ad x restricted to K for each xe L.
Then ^(Ad* (L)) = Φ{T(L)) = T(φ(L)) = Ad* (φ{L)) ~ φ(L)/Zφa)(K) =
φ(L)/(Z(K)f)φ(L))~(φ(L) + Z(K))/Z(K). If φ(L) + Z(K) = K, then
Adκ(K)^K/Z(K) = (φ(L) + Z(K))/Z(K)~φ(Adκ (L)). If φ(L) + Z(K)c
K, then Ad,, (K) ~ K/Z(K)^>(φ(L) + Z(K))/Z(K) = φ{Adκ (L)).

THEOREM 6. Let L e ϊ and let A be an ideal of L contained in
φ(L). Then φ{KάA (L)) a Ad4 (A) if and only if φ(L) = A + ZφiL)(A).
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Proof. If φ(L) = A + Zφ{L)(A), then AdA(A) = A.άΛ(Φ(L)) = T(φ(L)) =.
φ{T{L)) = ^(Ad^(L)).

Conversely, Ad^ (L) cz L/ZL(A) and ZL{A) + A/ZL(A) cz A/Z(A) =
Ad^ (A). Then L/ZL(A) + A ~ AdA (L)/AdA (A) and φ(L/ZL(A) + A) ~
φ{AdA (L)/AdA (A)) = φ(AdA (L))/AdA (A) = 0. Hence φ(L) S ^ ( A ) + A
and ^(L) = Zφ{L){A) + A.

The author wishes to thank the referee for many helpful com-
ments. In particular the present form of Proposition 1 and Theorem
1 are his generalizations to results originally submitted.
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THE GROUP CHARACTER AND SPLIT
GROUP ALGEBRAS

GEORGE SZETO

G. J. Janusz defined a splitting ring R for a group G of
order n invertible in R. Then, the Brauer splitting theorem
was given by G. Szeto which proves the existence of a finitely
generated protective and separable splitting ring for G. Let
M be a J?G-module and Ro be a subring of R. Then we say
that M is realizable in Ro if and only if there exists a R0G-
module N such that M s R ®RQ N as left i?G-modules. This
paper gives a characterization of splitting rings in terms of
the concept of realizability as in the field case. The other main
results in this paper are the structure theorem for split group
algebras and some properties of group characters.

Throughout this paper we assume that the ring J? is a commutative
ring with no idempotents except 0 and 1, that the group G has order
n invertible in R, and that all iϋG-modules are unitary left i?(?-modules.
We know that the order of G, n, is invertible in R if and only if RG
is separable.

1* In this section we study splitting rings in two ways. That
is, splitting rings can be characterized in terms of the concept of
realizability and structure theorem for split group algebras will be
given.

PROPOSITION 1. Assume the ring R has no idempotents except 0
and 1, and P is a finitely generated and protective R-module. Then
P is a faithful R-module.

Proof. Because P is a finitely generated and protective jR-module,
R = a{P) + Tr(P) where a{P) is the kernel of the operation of R on P
and Tr(P) is the trace ideal of P in R ([3], Proposition A.3). Thus
a{P) is a left direct summand of R ([3], Th. A.2(d)). But R has no
idempotents except 0 and 1 so that a(P) = 0. Therefore P is a faithful
jR-module.

Using the above proposition we can have the following definition
given by G. J. Janusz.

DEFINITION 1. A ring J? is a splitting ring for G if the group
algebra RG is the direct sum of central separable jβ-algebras, each
equivalent to R in the Brauer group of 12; that is,
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RG S φ Σ Home(P<, P<) ,
l

Σ

where {PJ are finitely generated and projective ϋ?-modules. The num-
ber of different conjugate classes in G is equal to s ([5], Definition
6).

DEFINITION 2. Let M be a RG-moάule and Ro be a subring of R.
Then we say that M is realizable in Ro if and only if there exists a
lϋoG-module N such that M = R ®Λ o AT as left jRG-modules.

THEOREM 2. // i£ is strongly separable over Ro and R is a
splitting ring for G, RG = 0Σΐ=iHom J Ϊ(P i, P<); ί&ew Pi is realizable
in Ro for all i if and only if Ro is a splitting ring for G.

Proof. If Ro is a splitting ring for G, that is, if

#oG = Θ±Hom Λ o (P,,P4),
ΐ = l

then Pi = Ro ®Λ o P4. This means that P< is realizable in Ro for all i.
Conversely, if Pi is realizable in Ro for all i, then there is R0G-

module M{ such that P{ = R ®Λ o Λfi for all i. Since i? is a strongly
separable i20-algebra, JB0 1 is a indirect summand of R. By the de-
finition of a split group algebra, Pt is a finitely generated and pro-
jective i?-module for each i; so Mt is a finitely generated and projective
i20-module for each i. In fact, because R = (i?0 lφi2ό) for some Ro-
module R[,

Pi s (Λo 1 θ Λί) Θie0 Mi ^ (iZo 1 <g)Λo Mi) 0 (Λί (g>Λo

Thus Mi = Rt K&^Mi is a i?0-direct summand of P iβ On the other
hand, Pi is finitely generated and projective over R and R is finitely
generated and projective over Ro; so Pi is finitely generated and pro-
jective over Ro. Therefore M{ is a finitely generated and projective
iϋo-module. We then have

RG = 0 Σ Hom^ίPi, P,) = 0 Σ HomΛ(Λ ®Λ o Mi, R ®Ro Mt)
1 l• = 1

(θΣ

Noting that Mi is a finitely generated projective and faithful jβ0-module
for each i by Proposition 1, we have that Ή.omBo(Mi, M^ is a central
separable jβo-algebra with a unique central idempotent in R0G for each
i ([2J, Proposition 5.1). Therefore J?0G ̂  φΣ'=i B.omBo(Mi9 Mt). This
proves that RQ is a splitting ring for G.
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We are going to discuss the structure of a split group algebra
over some kinds of rings, in particular, over a Dedekind ring.

THEOREM 3. Let P denote a finitely generated and protective
R-module. (a) If R is a Dedekind domain, then Homi2(P, P) is free
as a R-module. Consequently, a split group algebra is a free R-
module, (b) If R is a local ring or a semi-local ring or a principal
ideal Dedekind domain, then HomΛ(P, P) is a matrix ring over R.

Proof. Because P is a finitely generated and projective 12-module,
Hom^P, P)~P®R Hom^P, R). Let the rank of P be k. Then P s
ΦΣ?=ί R 0 If Σ*=ί R a r e k — 1 copies of R and I is in the class group
of R. By substitution,

<g>Λ HomΛ(P, R) s ( θ g R ®ί) ®R Horn, ( θ Σ R 0 I

= ( θ Σ Rθή®R ( θ Σ Homs(Λ, 12) 0 Homs(/, 12))

= (0 Σ R 0 /) ®* (0 Σ R 0 /-1)

= (θ ( g 1
 Λ) θ ( θ Σ Λ ®^ /-1) 0 ( θ Σ R ®RI)

= (θ ( g 1 «) θ ( θ Σ I-1) 0 ( 0 Σ l) 0 R

= ( θ Σ Λ ) θ ( θ Σ Λ )

= f©Σ.) 12. This proves part (a).

For part (b), because P is a free module of finite rank over each of
these rings, Homβ(P, P) is a matrix ring over R. For a local ring
12, see Theorem 12 in Chapter 9 in [6] For a semi-local ring 12, see
the remark on Theorem 3.6 in [2]. For a principal ideal Dedekind
domain, see Exercises 22.5 and 56.6 in [4].

REMARK. There exist split group algebras over those rings in
the above theorem from the proof of the Brauer splitting theorem
([8], Th. 2).

THEOREM 4. Let R denote a Dedekind domain, P a finitely
generated and projective R-module and P(R) the class group of R.
Then, for P ^ © Σ t i 1 R 0 J, there is I in P(R) such that P = J"1

where k — rank (P) and J is in P(R) if and only if Ή.omB(P, P) is a
"matrix ring over R of order k by k.
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Proof. Because Hom^P, P) is a matrix ring over R if and only
if there exists / in P{R) such that P (g)Λ / ~ 0 Σ<=i #> a direct sum
of ά-copies of R (Lemma 9, [7]). But P~ ®Σ*=ί.RφJΓ for some

J in P(R); so ( ( ® g Λ) © j ) ®* I = 0 Σ Λ ,

where we use the fact that J ^ / ^ J I. But

0 ( J / ) S

then P J — J?. So, if we can prove the fact that J(£)RI = /•/, the
theorem is proved. In fact, because /•/ is in P(R) and J I is pro-
jective and finitely generated, the exact sequence

0 > Ker (π) > J(g)R I-?-* J I > 0

splits. Thus J 0R I = Ker (π) 0 J /. Let RM denote the quotient
ring with respect to a prime ideal M.

RM &)R (J ®R I) = RM ®R Ker (π) 0 RM (g) R{J I) ,

that is, RM = i?^ ® Λ Ker (π) 0 J?^. Hence J?^ ® Λ Ker (TΓ) = 0 for all
prime ideals M. On the other hand, because Ker(τr) is finitely gene-
rated, Ker(ττ) = 0 by Nakayama's lemma. This proves that J ® Λ / =
J I. Therefore the theorem is completed.

COROLLARY 5. Keep the same notations as Theorem 4. // the
rank of P and the order of J are relative prime, then Hom^P, P)
is a matrix ring over R.

Proof. It suffices to prove that there exists / in P(R) such that
J-1 = p by Theorem 4. Consider the subgroup generated by Jk.
Because k, the rank of P and the order of J are relative prime, this
subgroup is the same as the subgroup generated by /. Hence J =
Jίk for some i from 1 to the order of J minus 1. Thus I = {J~y is
what we want. In fact, P = {J~γ)ik = (Jikyι = J"1.

DEFINITION 3. The subgroup of P{R), E7, is called the R — Z group
for a finitely generated and protective i2-module P if U — {I such that
7 is in P(R) and I>P=P}. (For this group see Theorem 14 and
Theorem 15 in [7]).
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THEOREM 6. (a) Let R be a Dedekind domain and H = {J such
that P ~ φΣfc!1 R Θ J and HomR(P, P) is a matrix ring over R where
J is in P(R)}. Then H is a subgroup of P(R). (b) Assume the R —
Z group is equal to P(R). Then, P is a free R-module if and only
if Homi2(P, P) is a matrix ring over R.

Proof. For any Jf and J" in H, there are Γ and Γ in P(R) such
that J'-{F)k = R and /"•(/")* = R by Theorem 4. We then have
/'. J"*(Γ-Γ)k = (J' Γk)(J".Γk) = R. Thus J ' . J " is in H. Also, for
any J in H, there is I in P(R) such that J Ik = R. We then have
j-i.(/*)-i = #, that is, J-l-{I~l)k = R. Thus J-1 is in if. Therefore
H is a subgroup of P(R). This proves part (a).

For part (b), one way is clear. If P is free, then HomΛ(P, P) is
a matrix ring over i?. Conversely, if HomΛ(P, P) is a matrix ring
over i?, P = θ Σ f e 1 i 0 / with J in H by Theorem 4. But the R - Z
group is equal to P(R); then P = R for all I in P(R). Thus if = 0.
Therefore P is a free ϋϊ-module.

REMARK, (a) Corollary 5 can be expressed in terms of the R — Z
group as following. If the exponent of the R — Z group and the
order of / is relative prime, then Homi2(P, P) is a matrix ring over
R.

(b) Theorem 4, Corollary 5, and Theorem 6 tell us the structure
of Homβ(P, P), any component of a split group algebra. We thus
have the similar structure theorems for group algebras by considering
P π P2, Ps and Jly J2, . Js in the same time where Piy i = 1, 2,
•. s are in the definition of a split group algebra RG with

Pi = ΘΣtRΘJi as in Theorem 4.

2 Let us recall the group character of a finitely generated and
projective jRG-module.

DEFINITION 4. Let M be a finitely generated and projective
module with dual basis {Flf F2, Fu; Xlf X2, Xu}. Then the
group character TM:G-+R is defined by TM{g) = χ? = 1 FiigX^ for any
fir in G ([8], §2).

In this section some properties of group characters will be given.
Let K be a field and K(φ) be K(φ(g^, φ(g2), φ(gn)) where φ is a
group character for G = {gu g2, •••£»}. We know that JBΓ(0>) is a
separable extension over iί. In the ring case, JB[Γ*] can be proved
as a strongly separable ϋϊ-algebra where Tι is a group character for
G. Finally, we point out the usual orthogonality relations on group
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characters in the ring case.

THEOREM 1. (a) Let Tι be TP. where Pi is in the definition of
a split group algebra RG (see Definition 1). Then Tι(g) is a constant
for all splitting rings R with the same prime ring Ro for a given
group G, where g is in G. (b) Tι(g) is a sum of n\h-roots of 1 where
g is in G and g%i — 1G, the identity of G.

Proof. Since R is a splitting ring for G, RG = ΘΣ?=i HomΛ(Pf, P%).
Setting Rr = R[ ΛΓΓ] where Λ/T is a primitive
is the exponent of G, we have

RG ~ R' ®R RG ~ R <g)Λ ( ® Σ Hom^P,, P,))

Λ' <g)Λ Pi9 Rr ®R Pt) .

By Lemma 1 in [8], Rf is also a splitting ring for G. Clearly,

TR>®RP. = T% (1) .

Next, consider R' = Rol^T]. It is a splitting ring for G ([8],
Th. 2); that is, R"G ~ Θ Σ U ΈLomB,,(P!', P/') We then have

RG = R' ®R,, R"G = 0 Σ ΊIomBf(R ® B . P/', J?' <g)Λ,, P/') .
ί = 1

Thus TP,, = T^^^^pv (2), and for each i

HoiMl? ® Λ . P/', Λ' <8)Λ. P/0 - Hom^(i2' ® Λ P4, iϊ' ® Λ P,) .

The later implies that Rf <g)Λ,, P/' = (i2' 0 Λ P,) 0 Λ , J, where J is in
the class group of Rf ([7], Lemma 9). Consequently,

^•R'
Rf,P

f

i'

From (1), (2) and (3), Γ* = Γp^. But jβr/ depends on i?0 and G only
so that Tι is a constant for all splitting rings R with the same prime
ring RQ for a given group G, i — 1, 2, •••, s. This proves part (a).

The proof for part (b) divides into two cases. Case 1. Char(J?)
is equal to pr where p is a prime integer and r is a positive integer.
Then the prime ring of R is Zj(pr) where Z is the set of integers. Let
V1 be a primitive mth-root of 1 where m is the exponent of G.

Then Rf = Z/(pr)[\/T] is a splitting ring for G ([8], Th. 2); that
is, RG ~ ©Σ?=i HomR,(Pi9 Pi). Since Rf is a local ring (see the proof
of Theorem 2 in [8]) and P4 is a finitely generated and projective R'-
module for each i, P< is a free Jϊ'-module for each i ([6], Th. 12 in
Chapter 9). Therefore T\g) is a sum of nf-roots of 1 where g is in
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G and gnί = 1G, the identity of G.
Char(iϋ) is equal to 0. Then the prime ring of R is Z(n), the

quotient ring of Z with respect to the multiplicative closed set {n,
n2, •••}. By the Brauer splitting theorem again, Rf = Z(n)[1fT]
is a splitting ring for G; that is R'G = ®Σ5=i Hom^P,, P{). Since
R is a principal ideal Dedekind domain, Pi is a free i?'-module for
each i ([4], Exercises 22.5 and 56.6). Therefore Tι{g) is a sum of
w?-roots of 1 as in Case 1.

THEOREM 2. Let R[T] denote RlT^g,), Ti(g2)} •••] where G is

equal to {gλ, g2y , gn}. Then R[Tι] is a strongly separable R-algebra

for each i.

Proof. As in the above theorem, R divides into two cases. Case
1. Char(iϋ) = 0. Then the prime ring of R is Z(ri), the quotient
ring of integers with respect to the multiplicative closed set {n, n2, }.
We know that the quotient field of Z(w)[T%)] is Q{Tι{g)) for each
g in G and the quotient field of Z(n)[^T] is Q(^T), where Q is
the set of rationale. Because Zinjl^l] is separable over Z(n) by
the Brauer splitting theorem, Q(ΛΠΓ) is unramified over Q ([1], Th.
2.5). But Q{Tι{g)) is a subset of Q(^T) and contains Q; so QiT'ig))
is unramified over Q ([9], Proposition 3.2.4). Thus ZinftT^g)] is
separable over Z{n) by Theorem 2.5 in [1] again. This implies that
R^zwZinJlT^g)] is a separable .R-algebra ([2], Corollary 1.6); so
R[Tι{g)]y the homomorphic image of i ϋ 0 z{n) ίΓ(w)[jΓ%)], is also a se-
parable ϋ?-algebra. On the other hand, because T\g) is integral over
R, RlT^g)] is a strongly separable iϋ-algebra. Therefore R[Tl] is a
strongly separable iZ-algebra.

Case 2. Char(iϋ) is pr for some prime integer p and a positive
integer r. Then the prime ring of R is Z/(pr). We know that UΓ/(pr)
[T%)] is a local ring with the nilpotent maximal ideal {p)l{pr)[Ti(g)\.
Also, Z/ip^lT^g)] is a Noetherian ring such that

Let Λf denote (p)/(2>r)[Γ*(ί/)] Then (pVίpO ί^/ίPOI^ίflr)])^ is equal to
for Γ̂ flr) is in if, ( )^ is a local ring at M.

is a separable Z/(p) extension. Therefore ZI{pr)[Tι{g)] is a separable
Z/(2>r)-algebra ([1], §1). Then as in Case 1, R[Tι] is a strongly sep-
arable iϋ-algebra by the same arguments. This proves the theorem.
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REMARK. We know that an element a in the separable closure
of R is separable means that it satisfies a separable polynomial over
R. This is also equivalent to that R[a] is a separable .β-algebra ([5],
Lemma 2.7). Then T\g) is a separable element such that T\g) is a
sum of wf-roots of 1. Because these roots satisfy the separable
polynomial, X%i — 1 = 0, all roots are also separable elements. But
it is not true that a sum of separable elements is separable. The
following example is due to G. J. Janusz. Let R be Z(2), the
quotient ring of Z with respect to the multiplicative closed set
{2, 22, •••}, S be R[i] where i2 = - 1 . Then S is strongly separa-
ble over R. An element a -j- ib is a separable element if and only if
(α + ib) — (a — ib) = 2ib is invertible in S ([5], Lemma 2.1). Hence
the separable elements are of the form a + i2j where a is in Z(2)
and j = 0, 1, 2, . Clearly, 1 + i and 1 + i2 are separable elements
but (1 + i) + (1 + ί2) = (2 + i3) is not.

We conclude this section by pointing out the usual orthogonality
relations on group characters as in the field case.

T H E O R E M 3 . / / T* = TP., for i = 1,2, ---, s, then

where n is the order of G and δί5 is the Kronecker delta.

Proof. Let Et be the ΐth-central primitive idempotent of RG,

Σ

Q n

where kι — rank(P{) ([8], Lemma 5). Taking the characters in both
sides, we have the answer.

REMARK. By using the above theorem and standard methods,
the other usual orthogonality relations on group characters can be
proved (see § 31 in [4]).

The author wishes to thank Professors F. R. DeMeyer and G. J.
Janusz for their many valuable suggestions and discussions.
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HOMOLOGICAL DIMENSION AND SPLITTING
TORSION THEORIES

MARK L. TEPLY

The concept of a torsion theory ( ^ , ^) for left R-
modules has been defined by S. E. Dickson. A torsion theory
is called splitting if it has the property that the torsion
submodule of every left i?-module is a direct summand. Under
restrictive hypotheses on the ring R, several specific splitting
theories have previously been examined. This paper continues
the investigation to more general classes of torsion theories.
In the first section, comparisons are made between injective
modules and torsion modules for a splitting theory, and the
following results are obtained: (1) A torsion class J^~ is closed
under taking injective envelopes if and only if the maximal
J7~-torsion submodule of an injective module is injective. (2)
If ( ^ \ ^ ) is splitting and R e J*ς then inj dim ( Γ ) g l for
all T e ^ ~ . (3) If ( J ^ , J Π is splitting and hereditary and
if Rej?~, then every homomorphic image of a ^~ -torsion
injective module is injective. In § 2 it is shown that rings R,
for which R has zero singular ideal and Goldie's torsion theory
is splitting, have the property: 1. gl. dim R ^ 2. It is shown
that the relative homological dimension arising from a
hereditary torsion theory often gives information about
splitting, especially when this dimension is zero. In the final
sections, the zero-dimensionality of a hereditary torsion theory
is discussed and related to results of J. P. Jans. The rings,
all of whose hereditary torsion theories have dimension zero,
are characterized as direct sums of finitely many right perfect
rings, each of which has a unique maximal ideal.

In this paper, all rings R have identity, and all modules are

unitary left i?-modules. The category of left .β-modules is denoted

by R^t.

A torsion theory of modules is a pair (^7 ̂ ) of subclasses of

R ^ satisfying:

(1) J^~ Π j r = {0}.
(2) 5 g i a n d i G y implies A/Be^\

(3) ΰ g i and A z ^ implies Be JK

(4) For each A e R^^, there exists a (necessarily unique) exact

sequence

0 > Ί >A >F >0

such that Te^ and
For this definition and the following results, the reader is referred
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to [5].
Let (^7 ^) be a torsion theory for R^. Modules in ^ are

called torsion, and those in J^ are called torsionfree. Each A e R^£*
has a unique maximal torsion submodule, denoted by ^~(A). J7~ is
closed under taking direct sums, and j ^ ~ is closed under taking direct
products. ^~ = {TeR^f \ Horn* (T, F) = 0 for all F G / " ) , and

{ ^ e ^ i Homβ (T, F) = 0 for all Te ^~). A subclass i f of
is closed under taking extensions if A, B e ^ a n d 0—>A—>J5Γ—>B—>0

is exact imply X e ^ . Both ^ " and J^ are closed under taking
extensions. A class ^ is closed under taking injective envelopes if
4 e ^ implies E(A) e ^, where E(A) denotes the injective envelope
of A. J7~ is closed under taking submodules if and only if ^~ is
closed under taking injective envelopes. When (^7 &~) has this
property, then (^7 ^) is called a hereditary torsion theory. In
this case ^~ is also a class of negligible modules in the sense of
P. Gabriel [10], and hence there is a topologizing and idempotent
filter F(J7~) of left ideals associated with ^T For results concerning
these filters, the reader is referred to [10] or [15].

For convenience ExtJ {A, B) will be written as Extw {A, B) through-
out this paper. The following notations concerning homological
dimensions are used for the ring R and the JS-module M:

inj dim (Λf) = inf {n \ Extn+1 (_, M) = 0}

h. dim (Λf) - inf {n | Extn+1 (AT, —) = 0}

1. gl. dim R = inf {h. dim (M)\Me R^£] .

1* Injectives and splitting* Let (,^7 ^) be a splitting torsion
theory for Λ J ^ , i.e., ^~(M) is a summand of each M^R^£. Since
an injective module is always a summand of any module containing
it, it is natural to wonder how much a module in J7~ must "resemble"
an injective module. The first lemma examines the case of the
maximal torsion submodule of an injective module. It shows that
the splitting of (^7 ^) implies that J7~ is closed under taking
injective envelopes.

LEMMA 1.1. Suppose (<_̂ 7 ̂ ) is a torsion theory for R^/£. Then
is closed under injective envelopes if and only if J7~{A) is

injective for each injective module A e R

Proof. (=>): Let A be injective. Then E(^~(A))z^~ by hy-
pothesis. But then E(^(A))/^~(A) e jT~ and

Hence E(^-(A))/^(A) e ^ n &~ = {0}.
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(<=): Let Γ e y : By hypothesis, E(T) = ^~(E(T)) 0 F , where
FeJK Since ^~(E(T)) + Γ e ^ " is contained in J5(T), then Γ g

), and hence JF = 0.

The following lemma is clear:

LEMMA 1.2. ϊ%e following are equivalent for a torsion theory
J H /or Λ ^ .

(1) (J7~, ^ Π is splitting.
(2) Ext(F, Γ) = 0 /or αίί

THEOREM 1.3. Lβί (^7 J^~) be a splitting torsion theory for
. If Re^ then inj dim (T) rg 1 for all Γ

Proof. Since ReJ^ every submodule of a free ϋί-module is in
So for each M e Λ ^ ^ there is an exact sequence

0 >K >F >M >0

with F projective and K,Fe^. Hence by Lemma 1.2, the exact
sequence

Ext (K, T) > Ext2 (M, T) > Ext2 (F, T) = 0

yields Ext2 (M, T) = 0 for all Te,
Now suppose for induction that Ext* (M, T) = 0 for all

If T G ^ T then E(T)e^~ by Lemma 1.1, and hence E(T)/Te<y:
So, by the induction hypothesis, the exact sequence

Ext* (AT, E(T)/T) > ExΓ+ 1 (M, T) > ExΓ+ 1 (M, E(T)) = 0

yields Έxtn+1 (M, T) = 0 for all T
Hence the result follows by induction.

COROLLARY 1.4. Let {<5?~, j^~) be a splitting torsion theory for

RΛ?. Let A be an injective module and f a homomorphism of A.
If R e ̂  and if the kernel of f is in ^ 7 then the image of f is
injective.

Proof. Let K be the kernel of /, and let / be the image of /.
Then Theorem 1.3 yields the following exact sequence for any Me R^€:

0 = Ext1 (Af, A) > Ext1 (AT, / ) > Ext2 (Λf, K) = 0 .

Hence Ext1 (M, I) — 0 by exactness, and so / is injective.

The following result is the special case of Corollary 1.4 for a
hereditary torsion theory.
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COROLLARY 1.5. Let (^7 ^) be a splitting hereditary torsion,
theory for R^. If Re^~, then every homomorphic image of a
torsion injective module is injective.

2* The Goldie theory. A submodule A £ M is said to be
essential in M if A n B Φ 0 for every nonzero submodule B of M.
The singular submodule of Me R ^ is Z(M) — {x e M | (0: x) is essential
in jβ}. If Z(Λf) = 0, then M is called nonsingular.

Goldie's torsion theory (&f <sf) is the torsion theory given by
c ^ = {ΛΓ G Λ , ^ I AT is nonsingular} and gf = {G e ^^C | Z(G) is essential
in G}. (Sf, ^Γ) is hereditary and has as its filter F(&) = {I\lQ
J essential in R, and (I:x) is essential in R for all xeJ}. This is
the smallest topologizing and idempotent filter containing the essential
left ideals. For other results on (5^, ̂ O> the reader is referred to
[1], [11] or [14].

V. Cateforis and F. Sandomierski [4] have studied the splitting
of (Sf, ^V) for commutative rings with Z(R) = 0. Z{R) = 0 if and
only if Z(ikf) - ^(Jf) for all MeR^£. Hence saying (^, ^ ) splits
and Z(JB) = 0 is equivalent to saying that the singular submodule
always splits off. In [4] it is shown that whenever (g ,̂ ^V) is
splitting, R is commutative, and Z(R) — 0, then 1. gl. dim R ^ 1.
The results below show that this bound can be kept for modules in
.yΓ (i.e., h. dim (N) ^ 1 for all Ne^V) when the commutative
hypothesis on R is dropped. Moreover, if (^, ^V*) splits and Z(iί) = 0,
then 1. gl. dim R ^ 2.

THEOREM 2.1. // (gf, ^/^) spiίte and R e ^Π then h. dim (N) ^
for all

Proof. Let N,Fe^K Then E(N)/Ne%?f so that

Ext (F, E(N)/N) = 0

by Lemma 1.2. Then the exact sequence

0 = Ext1 (F, E(N)/N) > Ext2 (F, N) > Ext2 (F, E(N)) = 0

yields Ext2(F, N) = 0 for all F,NGΛZ By Theorem 1.3,

Ext* (F, E(N)/N) = 0

for all n ^ 2. So the exact sequence

0 = Ext* (F, E(N)/N) > Ext* + 1 ( F , ΛΓ) > Extn+1 (F, E(N)) = O

yields Extw+1 (F, N) = 0 for all Fy Ne^Γ and all w ^ 2.
Let Λf e S ^T. By splitting M s ^(M) 0 M/S?(M). Hence
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Extw (F, M) = Extw (F, &(M)) 0 Extw (F, M/%?(M)) = 0

for all n ^ 2 and all Fe^K, by Theorem 1.3 and the first part of
the proof.

THEOREM 2.2. // (^, <yK) splits and R e - ^ έ&ew 1. gl. dim J? ̂  2.

Proo/. Let F e yy~ and MzR^£. By Theorem 1.3 there is an
•exact sequence

0 - Ext*"1 (M, E(F)/F) > Ext% (Λf, F) > Ext* (Λf, #(.F)) - 0

for all w ^ 3. Thus Ext9* (If, F) = 0 for all w ^ 3.
Let M, ikfx 6 Λc^T. By splitting M, ~ ^{Mλ) © MJ&iM,). Hence,

for n ^ 3,

Extw (Λf, Mx) = Ext71 (AT, 5^ (MO) 0 Ext% (M, MJ &(!£,)) = 0

Ly Theorem 1.3 and the first part of the proof. Hence 1. gl. dim R <£ 2.

3* Relative homological algebra* In [6] the right derived
functors of a torsion subfunctor of the identity were calculated. This
leads to a relativized injective dimension of modules for each hereditary
torsion theory, and hence to a global dimension of n ^ depending
on the hereditary torsion theory ( ^ ^) chosen. This global dimen-
sion is denoted by J7~ gl. dim. R.

In [1] it is shown that if 5f gl. dim. R = 0, then (5f, Λ") splits.
S. E. Dickson has conjectured [7] that the simple theory ( ^ &")
(i.e., the torsion theory whose torsion class is the smallest torsion
class containing the simple jB-modules) splits if and only if S? — R^€.
In this section it is shown that Sf = R ^ if and only if Sf gl. dim. R =
0. Moreover, for any hereditary torsion theory (^7 ^H* Theorem 3.1
below shows that ^ gl. dim. R = 0 if and only if ^ is a TTF class
in the sense of [13], i.e., a class closed under taking submodules,
factor modules, direct products, and extensions.

The first right derived functor of Ae R^S relative to the
hereditary torsion theory (^7 ^ ) is

BAA) =

Then J^~ gl. dim. R = 0 if and only if RA&) = 0 for all A e R^/f.
Following [1], a module F G ^ called .^absolutely pure (relative

to the hereditary torsion theory (^7 jr*)) if L 3 J P and L e ^
imply LjF e JK [1], Proposition 1.4 states that F e ^~ is .^absolutely
pure if and only if E(F)/FeJK



198 MARK L. TEPLY

THEOREM 3.1. For a hereditary torsion theory (^7 «-̂ )> the
following are equivalent:

(1) T:M-+^~(M) VMeR^€ is an exact functor.
(2) Every F e ^ is ^-absolutely pure.
(3) ^~ is closed under taking homomorphic images.
(4) J^-gl. dim. R = 0.

Proof. (1)^(2): Let F,LeJ^ and L 2 f . Then apply the
exact functor T to the exact sequence 0 —> F —* L —> L/F —> 0 to get
0->JH-F) ->^"(L)->^Γ(L/F) — 0. Since L e ^ then ^~(L/F) = 0
by exactness, and hence L/Fe^ Thus F is .^absolutely pure.

(2)=>(3): Let f:F-*M be an epimorphism of Fe^ and let K
be the kernel of /. Since a?" is closed under taking submodules,

^ and hence M=F/Ke^ by (2).
(3) => (4): For any M G ^ / , the exact sequence

0 > ^~(M) > M > M/JT~(M) > 0

induces the exact sequence

> RAM) > R

By [6], Lemma 2, Rr(Jf~(M)) — 0. Hence it is sufficient to show
that RAF") = 0 for all F e j^~. Since ^ is closed under injective
envelopes, ^~{E{F)) = 0 for all F e ^ . Hence the formula for RAF)
reduces to J^~(E(F)/F) whenever FeJ?: But (3) and E(F)e^
imply E(F)/Fej?~, and hence RAF) = ^(E(F)jF) =• 0.

(4) => (1): This is clear since T is always left exact.
The simple torsion theory ( ^ ^~) has £f defined [5] by Γ e ^

if and only if every nonzero homomorphic image of T has nonzero
socle. Then j ^ * corresponding to 6^ is the class of modules with
zero socle.

COROLLARY 3.2. The following are equivalent'.
(1) S? gl. dim R = 0.
(2) Nonzero modules have nonzero socles.

Proof. (1) ==> (2): Suppose Rί<9*, so that 6^(R) is a proper ideal
of R. Let M be a maximal left ideal of R containing S*(R). Then
R/Mey is a homomorphic image of R/S^(R) e JK But (1) and
Theorem 3.1 (3) yield R/Me^ which contradicts S? Π ̂  = 0.
Hence ReS^, and so ^ = Λ^f, i.e., (2) holds.

(2) => (1): By (2), S? = Λ ^ ^ and hence j r = {0}. Thus ^ " is
trivially closed under homomorphic images, and hence (1) follows
from Theorem 3.1.
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Let J7~S denote the smallest torsion class containing the simple
JS-module S. If each T e £f <ϋ R^ can be written as

where <& is a set of nonisomorphic simple i?-modules, then R is said
to have primary decomposition (PD) for S^. For further results on
(PD), the reader is referred to [5] and [9].

In order to characterize rings for which every hereditary torsion
theory has dimension zero, the following result of H. Bass [2] is
needed:

THEOREM P. The following are equivalent:
(1) R is right perfect.
(2) RjJ(R) is semi-simple Artinian and J(R) is right T-nilpotent,

where J(R) denotes the Jacobson radical of R.
(3) R contains no infinite sets of orthogonal idempotents and

nonzero left modules have nonzero socles.

THEOREM 3.3. Every hereditary torsion theory (j^~, J^~) for
has J7~ gl. dim R = 0 if and only if R is the direct sum of

finitely many right perfect rings, each of which has a unique
maximal twosided ideal.

Proof. (=>): By ^ gl. dim 12 = 0 and Corollary 3.2, nonzero
modules have nonzero socles. From j^~s gl. dim R — 0, Theorem 3.1,
and [5], Theorem 5.3, it follows that R has (PD). Since each ^"S{R)
is a two sided ideal, then R — Rι + R2+ + Rn (ring direct sum),
where each JB4 = ^l(R) for some simple module S. Then nonzero
left RΓmodules have nonzero socles, and hence J(Ri), the Jacobson
radical of R, is right T-nilpotent by an argument of H. Bass [2]

It remains to show that RJJiRt) is a simple Artinian ring; for
then the required properties of R{ follow from Theorem P. Let B
be the inverse image in Rζ of Soc (RiIJ(R%))] then B is a two-sided
ideal of i^. If B Φ Ri and M is any maximal left ideal of R{ con-
taining B, then the following property holds: RJM ~ RJM' implies
Mf a B. Since nonzero ^-modules have nonzero socles, then B Φ J(R^)
So since J(R^ is the intersection of maximal left ideals of R{1 it
follows that there exists a maximal left ideal Mt such that M1^ B
and hence RJM £ RJM^ This contradicts the fact that Rt has only
one simple i^-module (up to isomorphism). Hence B = R, i.e.,
BifJ(Ri) = Soc (RJJiRi)). Hence RilJ(Ri) is semi-simple Artinian. Since
Ri has only one simple i2Γmodule up to isomorphism, then
is a simple ring.
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(<=): Let R = R1 + R2 + + Rn (ring direct sum), where each
Ri is a right perfect ring with a unique maximal ideal. Then from
Theorem P it follows that nonzero modules have nonzero socles. So
for any hereditary torsion theory (^~, J^) either Rt e J7~ or Ri e _^ r

for i = 1, 2, , n. Then it is not hard to see that ^ is closed
under homomorphic images, and hence ^~ gl. dim R = 0 by Theorem 3.1.

A torsion theory (^~, J^~) for Λ ^ ^ is said to be of simple type
if it is hereditary and nonzero modules in ^~ have nonzero socles.
Then ( ^ a?") is of simple type if and only if ^~ is the smallest
torsion class containing a given set of simple modules.

COROLLARY 3.4. Suppose every hereditary torsion theory
for R^€ has ^~ gl. dim R = 0. Then the following are equivalent:

(1) Every torsion theory for R ^ is of simple type.
(2) J(R) is left T-nilpotent.
(3) Nonzero left R-modules have maximal submodules.

Proof. (2) <=> (3) is immediate from [12], Lemma 1 and Theorem 3.3.
(1) => (3): Let O ^ i e R ^ be a module with no maximal sub-

module. Define &~ by ^ = { I e ^ | Horn (A, X) = 0}. It is easily
checked that J^~ is closed under taking submodules, extensions, and
direct products; hence ^ is a torsionfree class by [5], Theorem 2.3.
Since all the simple left iϋ-modules are in ^ this contradicts (1).

(3) => (1): From Theorem 3.3 it follows that nonzero left modules
have nonzero socles. Let ( ^ J^) be a torsion theory. It is
sufficient to prove that for each M e ^ " , Soc (M) e J7~. If S is a
simple submodule of M e <y, then choose N maximal in the properties
N £ M and N Π S = 0. Then S is isomorphic to an essential sub-
module of M/Ne^. Since R has (PD), it follows that M/Ne^s,
where ^"s is the smallest torsion class containing S. Thus every
maximal submodule T/N of M/N has the property (M/N)/(T/N) s S.
(Such maximal submodules exist by (3).) Thus M/Ne^~ implies

COROLLARY 3.5. Let R be commutative. Then the following are
equivalent:

(1) Every hereditary torsion theory (^~y ^) has ^~ g\. dim. J?=0.
(2) R is a direct sum of finitely many local perfect rings.
(3) h. dim(M) = 0 or oo for each MζR^€.
(4) Every torsion theory for R^f is splitting.
(5) R has (PD) and (Sf, ^ ) is splitting.

Proof. (1)~(2) is Theorem 3.3; (2) <=> (3) is a result of I.
Kaplansky (see [2]); and (2) <=* (5) is [9], Theorem 5.4.
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(1) and (2) => (4): By Corollary 3.4, every torsion theory is of
simple type. (PD) follows from (2), and hence every torsion theory
splits.

(4) ==> (5): Suppose (PD) does not hold. Then there exists non-
zero MeR^f such that S^(M) Φ Θ Σ s e ^ ^ ( M ) , where A is a re-
presentative set of nonisomorphic simple modules. Let

The ^^-torsion part of N is ^^,(Λf), by splitting N = ^~S,(M) 0 i Γ
and J^(ϋΓ) = KΠ ^~S{M) = ^ ( M ) . Since if ^ Σ^e^ ̂ W , then

S' ~K _
SeA-{S'}

Since the smallest torsion theory containing the set A — {£'} splits,
then

\ Σ
_SeA-{S>}

which is a contradiction to K Π ̂ s , (M) — 0.

4* Central splitting* A pair of torsion theories
is called a torsion-torsionfree (TTF) theory. In this case

is both a torsion and a torsionfree class, and hence S~ is called
a TTF class as in [13]. In § 3 it was pointed out that TTF theories
are related to ^ g l . dim. R — 0, whenever ( ^ ^~) is hereditary. The
splitting of TTF theories is studied in [13], and the following is the
main result obtained:

THEOREM 4.1. ([13], Th. 2.4). Suppose that (^, jT"), (jr;
is a TTF theory. Then the following are equivalent:

(1) For all MeR^f, M=^(M)φ ^~(M).
(2) R = <tf(R) + ^(R) {ring direct sum).
(3) jr = ^ .

(4) ^ " ( ^ ( M ) ) - 0 α^d &(MI^{M)) = MI^T{M) for a

The following questions concerning a TTF theory
were raised in a conversation between R. L. Bernhardt and the
author: (1) If ( c ^7^ r ) is splitting, is (<ίf, ^ " ) also splitting? (2) In
case (^, ^ " ) is splitting, when does ( ^ ^ " ) have the special type
of splitting described in Theorem 4.1?

Examples are given to show that either one of ( ^ S") or (^% w^ r)
may be splitting without the other splitting. Conditions under which
the splitting of one implies the splitting of the other are discussed.
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If (^, ^~) satisfies the condition described in Theorem 4.1 (1), then
( ^ ^~) will be called central splitting (as in [3]). The following
result ([13], Th. 2.1) may be useful to the reader in the sequel: A
hereditary torsion theory ( ^ &~) for R^€ has the property that

is closed under taking direct products if and only if the filter
= {KI R/Kejr, K is a left ideal of R) has a smallest element

I. In this case / = ^(R), where (<£*, J7~) is a torsion theory.

EXAMPLE 4.2. & is a TTF class and (5f, ^ ) is splitting, but
9) is not splitting. Let K be a field and A a countably infinite

index set. Let Q = I L e ^ ( α \ where iί(α) = JBΓ. Then let

where 1 e Q. It is shown in [4] that the Goldie torsion theory
(&,*sr) is splitting. Since Z(R) = 0, then F ( ^ ) = {i2, Σ α e ^iί ( α ) },
and hence ^ is closed under products. Finally, ( ^ ^ ) is not
splitting since ^(R) = Σ«e^^ ( α ) is not a summand of R.

Before stating the first sufficient condition for the splitting of
^Π to imply the splitting of (^, ^ " ) , a lemma due to S. E.

Dickson is needed. [7], Proposition 1 is a weaker form of this lemma,
however, the proofs are almost identical.

LEMMA 4.3. Let I = Σ ? = i m ^ ^ α finitely generated right ideal
of R. Then the class £& = {D e R^i€ \ ID = D} is closed under direct
products.

Proof. Let Dae^(aeB). If xeJ\aeBDaJ then for each aeB
there are x[a\ x{

2
a), , x{

n
a) e Da such tha t

xa = m ^ 5 + m2x
{
2

a) + . . . + mnx
{
n

a) .

Hence, if xlf x2, , xn are defined in the natural way, then

x = mγx, + m2x2 + + mnxn e I(U«eB Da) .

Hence £& is closed under direct products.

THEOREM 4.4. Let (<gf, JH> ( ^ ^) be a TTF theory such that
~, J?~) is splitting. Suppose the minimal ideal I in the filter F(J7~)

contains no nonzero nilpotent left ideals of R. Then (^, J7~) is
central splitting if and only if I is finitely generated as a right
ideal.

Proof. (<=): Since (^ J^) is splitting, R = ^{R)@F with
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Then R/F e ^~, and hence F 3 / by the definition of /. By
Lemma 4.3 the class £& = {De R^£ \ ID = D) is closed under products.

Claim i f = &r. Suppose D e & and <p: D -+ T e ^~. Then φ{D) =
φ(ID) = I-φ(D) S /• T = 0 and so it follows that Horn (D, T) = 0 for
all Te^~. Thus ^ s <if. Conversely, let .Aeίf and observe that
4 / / 4 e y " by the fact that JT" = {M eR^f \ IM = 0}. Since i f is
closed under homomorphic images and <& Π ̂  — 0, it follows that
IA = L̂. Thus <if S ^

Next observe / is essential in F. For if if is a left ideal of JB
contained in F and Kf)I= 0, then / i f = 0 . Thus ^ £ . ^ " ( 2 2 ) 0 ^ = 0 .

Claim ^ 1 ^ 0 for all 0 Φ x e F. For if not, let yl = 0 for
0 Φ yeF. Then Ry Γ\ IΦ 0 since /is essential in F. But (Ry f] I)2 £
i??/7 = 0, which contradicts the hypothesis that I contains no nonzero
nilpotent left ideals.

Hence F can be embedded as a left ίί-module in a product of
copies of / in the usual way. Moreover, I L e J ^ e ^ (where Ia — I
and A is any index set) by Lemma 4.3 and the fact that I 2 = /•
Since ( ^ ^~) splits, ^" is closed under taking injective envelopes
by Lemma 1.1. So [5], Theorem 2.9, gives ^ — £& is closed under
submodules; in particular, F G ^ 7 and F = IF = 7. But / = ^(JK),
and hence i? = ^(R) ®F = ^~{R) + &{R) (ring direct sum). Hence,
(if, ^~) is central splitting by Theorem 4.1.

(=>): By Theorem 4.1, R = ^(J2) + ^~(R) (ring direct sum) and
hence I — ̂ (R) is a principal right ideal.

PROPOSITION 4.5. Let (if, ^ ~ ) , ( ^ ^ ^ ) be a TTF

that {^~y 3?") splits. Then the following are equivalent:
(1) (^, ^~) is central splitting.
(2) (^, ^ " ) is splitting.
(3) ^ is closed under taking injective envelopes.
(4) ςg'

Proof. (1) => (2) is trivial, and (2) => (3) follows from Lemma 1.1.
(3) => (4): By ( ^ ^~) is splitting, Lemma 1.1, and [5], Theorem

2.9, i f is closed under taking submodules. Let Fej^ and note
ΐ f(F) g f g E(^(F)): For if not, then there exists 0 Φ Te J^~ such
that TSF, which leads to a contradiction of ^ " n ^ = 0. But (3)
and ^ closed under submodules then yield Fe^y and hence <& a - ^

(4) => (1): Since ( ^ ^ ^ ) is splitting, write R = ^(R) 0 F with
ί ' e ^ : Since R/Fe^~, then ί7 2 <tf(R). But F e g 7 by (4), so
F = %f(R). Hence R = ^"(12) + ^(i2) (ring direct sum), so that

is central splitting by Theorem 4.1.

EXAMPLE 4.6. ^ is a TTF class and (if, ^ ) is splitting, but
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not central splitting. Let R be the ring of all 2 x 2 upper triangular

matrices over the field Q of rational numbers. Let 1 = -If ~ * J x, y eQ>,

so that J is a two-sided idempotent ideal of R. Define:

= 0}

= {MeR^f\Kom(T, M) = 0 for all Te

= {MeΛ^t I Horn (Λf, Γ) = 0 for all Γe

Then ^ is a TTF class, and (ΐT, J H and ( J ^ j ^ ) are torsion
theories. Since R/I is a protective simple jβ-module, it follows that
all modules in ^~ are protective. Hence ( ^ ^) is splitting. But

^~{R) = UQ fy \x, y e Q\ is not a direct summand of R; so

is not splitting.

PROPOSITION 4.7. Let ^ be a TTF cJαss, <md let (^, ̂ " ) 6β α
splitting torsion theory. Then the following are equivalent:

(1) (^, ά?~) is central splitting
(2) (^, ̂ " ) is hereditary
(3) i f (β) n ̂ "(22) - 0
(4) ^(R) Π *^~(K) contains no nonzero nilpotent left ideals of R.

Proof. (1) ==> (2) is immediate from Theorem 4.1 (3).
If (2) holds, then ίT(β) n ^~{R) e ̂  D ̂ ~ = 0, and hence (2) => (3).
(3) => (4) is trivial.
Suppose (4) holds. Since (if, J Π is splitting, iί = <ϊf(R) φ Γ

with Te^. Hence ^"(i?) S Γ. But then

n ^"(J2)]2 a ί f (#)• J Π # ) - o

implies ^ ( i ί ) n ̂ ~(R) - 0 by (4). Hence T = ̂ ~{R), and thus (1)
holds by Theorem 4.1 (2).
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FINITE LINEAR GROUPS OF DEGREE
SEVEN II

DAVID B. WALES

The determination of finite groups which can be re-
presented as a group of 7 X 7 matrices irreducible over the
complex numbers is finished in this paper. To simplify the
cases, the matrices are assumed unimodular and the groups
are primitive. The groups discussed here are essentially
simple and have orders 7 5α 3δ 2c. The theory of groups
with a prime to the first power in the group order and of
course the representation of degree seven are used heavily
in the determination.

This paper is the third in a series of papers discussing linear
groups, the first two being [ 2 4 , 2 5 ] . We shall prove the following
result.

THEOREM I. Suppose G has an irreducible complex representa-
tion X of degree 7 which is faithful, primitive and unimodular.
Suppose, further, that G has an abelian 7-Sylow subgroup. Then,
by [5, 4A], Z, the center of G, has order 1 or 7 and G = Gγ x Z
for a subgroup Gx of G. We prove that Gx is one of the following
groups. Let \ Gλ \ be the cardinality of G±.

I. G, ~ PSL(2,13) \Gί\ = 13.7 3 22 = 1092.
II. G, ~ PSL(2,8) I G, \ = 7 32.23 .= 504.

III. G, ~ Λ I <?! I = 8!/2 = 20160.
IV. Gι ~ PSL{2,7) I Gx | = 7-3.23 - 168.
V. Gx ~ EΓa(3) \G,\ = 7 .3 3 25 - 6048.

VI. G, s S6(2) I Gt I - 7 .5 .3 4 29 - 1451520.
VII. An extension of III, IV, V by an automorphism of order

2 or an extension of II by an automorphism of order 3. For III it
is S8; for IV it is induced by PGL{2,7). For V and II it is induced
by field automorphisms. For V it is G2(2).

This result together with [25, Th. 4.1] determines the linear
groups of degree 7. The proof is in several parts. Rather than use
the notation G1 we assume G is as stated in the theorem and assume
Z = e. Set I G \ = g, the order of G. By [5, 4A] we know \G\ = 7 g{

where 7 Jf gQ. Let | G | = g = 7 5α 3δ 2c. We use the notation of
[24, 25]. Thus χ is the character of X. As χ is of zero 7-defect,
χ(ζ) = 0 where ζ is an element of order 7 [7, Th. 1]. This means
the eigenvalues are all distinct and so by [5, 3F] C(P) — P where P
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is a 7-Sylow group. The characters of G satisfy many properties
described in [5, §8]. These are different depending on the value
s = I N(P)/P\. The possible values are 2, 3, or 6. The value s = 1
is impossible as by Burnside's theorem there would be a normal
7-complement contradicting the primitivity of X. The cases 2, 3, 6
are treated separately. The case s = 6 is by far the most difficult.
It is treated first (§ 2-§ 5) because some of the ideas are used for
the case s = 3 (§ 7). However much of the treatment for s = 3 (§ 7)
and all of the treatment for s = 2 (§ 6) is independent of the earlier
sections and can be read independently.

If there are primes higher than 7 occurring in g = \ G |, G is case
I by [17, 5, 2D]. In the remaining cases we assume g = 7 5α 3δ 2\
We know by [5, 3E and 25, 2.6] that a ^ 6, b ^ 8, c ^ 10. A flow
chart for the order of the elimination is given at the end.

As in [24 or 25], some notation is standard. Thus if K is a
subset of G, C{K) and N(K) are the centralizer and normalizer of N.
If 7 e G we define N(j) = JV«7». Also set C(K) Π -BΓ = Z(K). Let
K\ denote the cardinality of K. We have set \G\ = g. We mention

Theorem 2.1 of [25] which says that a 5-Sylow group of G is
abelian. We label the principal p-block BQ(p) for any prime p
dividing g.

2. Preliminary properties of χ when s = 6. We first assume

8 = 6, G = G\ By [5, 8A], G is simple. As in [5, §8] the results
of [2] apply to G. There are seven characters χiy i — 0, 1, •••, 6,
in BQ(7) of G. Their degrees xi9 i = 0, 1, « ,6 are congruent to
± 1 (mod 7). We set χt(£) = δi9 i = 0, 1, . . , 6. Here ^ = ± 1 , £
is an element of order 7. The degree equation for B0(7) is Xi= 0 <M; = 0*
[2, Th. 11 or 5, §8]. We assume χ0 is the identity character.

If χ is the character of degree 7 corresponding to X we have

XX = Zo + Σ ΛίZ* + 5? .

Here η is a sum of irreducible characters of G oi zero 7-defect..
There must be some i with at Φ 0 i = 1, 2, , 6 for which ί< = — 1 .
This is because χ(ξ) = 0 and so χχ(f) = 0. The possible values of xc

are 6, 20, 27, and 48. This means G must have a character, say χi9

of degree 6, 20, 27, or 48. We will consider each of these cases
individually in this and later sections. The case x{ = 6 is easily
eliminated by considering the restriction of χ to N(ξ). As this
analysis will be needed in later sections, we include more than is
necessary here.

Let N = N(ξ). We are assuming | N\ = 42 = 7-6. Let τ be a n
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element of order 6 in N. The character table is as follows where
Λ2πί/3

— t> .

TABLE I. Character table for N = N(ζ).

element

fo

Ψt

fz
ψt

fs

fβ

1

1

1

1

1

1

1

6

ξ

1

1

1

1

1

1

- 1

τ

1
c

ε2

- 1

e

- e 2

0

r2

1

e2

ε

1

ε2

e

0

τ3

1

- 1

1
2̂

1

- 1

0

τ4

1

ε

e2

1

ε

ε2

0

Γ5

1

- ε 2

ε

- 1

ε2

0 .

If XJ is a character of G of degree 6 χ3 \ N = ^ 6 . However the
eigenvalues of the representation corresponding to ψβ(τ) are 1, —1,
— ε, — ε2, ε, ε2. This means the determinant is — 1. The representa-
tion Xj corresponding to χ5 cannot be unimodular and so G Φ Gr.
As we are assuming in this section that G' — G we can assume there
are no characters χό of degree 6.

For later use we require some further results. The restriction
of x to N must contain ψ6 and ψ3- 0 <^ j ^ 5 as constituents. In
order that X(τ) be unimodular, j = 3. This gives

(2.1) x I N = ^ 3 + ^ 6 .

Let P2(χ) be the character corresponding to the symmetric tensors of
rank 2 for X and C2(χ) be the character corresponding to the skew
symmetric tensors of rank 2. Their restrictions to N are as follows

(2.2)

(2.3)

C2(χ)

P2(χ)

We obtain similar results for a character χ3 of degree 8 or 20.
Here χs \ N will have two linear constituents. The character ψ6 of
degree six will appear once if χβ has degree 8 and three times if χ5

has degree 20. As the representation corresponding to χ0 is unimodular
there are three possibilities for the two linear constituents. These
are ψ0 + ψZ9 ψ1 + ψ21 ψi + ψδm If χy has degree 8 this gives

(2.4)
( i )

( ϋ )

(iii)

χd I N
ΨB



( i )

(ϋ)
(iii)

li

Xi

Xi

N =

N =

N =

He
+
+
+

to +
+

+
^ 2
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If χj has degree 20 the corresponding result is

(2.5)

If XJ is real the only possibilities are (2.4)(i) or (2.5)(i).
The following lemma will be needed several times.

LEMMA 2.1. Let Q be a 5-Sylow group of G. If a character μ
of G is not real and μ\Q is not rational, there are at least four
distinct nonreal conjugates of μ.

Proof. Let if be a splitting field for G containing X, = e2H/2δ.
Let Kx be the subfield of K containing any r-th roots of 1 lying in
K where r runs over the primes in g other than 5. We may pick
a e GiK/K,) the Galois group of K over K, so that σ(\) = (\)\
Suppose μ, μ% μ> μ° are not all distinct. As there are no elements
of order 53 in G[5, 3J5], μ\Q Φ μσ\Q by hypothesis. Also μ Φ μ
by hypothesis. This means μ = μ\ In particular μa \ Q = μ \ Q.
Let η = σ10. We have μ7* \ Q = μ \ Q = μ° | Q. This implies μ° \ Q =
μ I Q a contradiction. We see μ, μσ, μ, μ° are all distinct. Clearly
none can be real. This proves the lemma.

Several times we will need to study the case in which Q is cyclic
of order 5. That is g = 7 5 3δ 2c. The results of [2] can be applied
for p = 5. Let π be an element of order 5. By Burnside's theorem
C(π) = <X> x V. As there are no elements of order 5 7, | V\ = 3β2r.
Let I N(π)/C(π) \ = w. As G has no normal 5-complement w is 2 or 4
by Burnside's theorem. Each 5 block contains e nonexceptional
characters and 4/β exceptional characters where β is 1, 2, or 4. Let
5X(5) be the 5-block containing χ. If χ is nonexceptional there are
two possibilities for χ | C(π) as can be seen from close inspection of
[2, II, Th. 1]

(2.6) %l<π>x V=θ + ±Xi-φ

where θ is of degree 2 with θ(π) = 2, X is the linear character of <V>
such that λ(τr) = β27Γί/5, φ is a linear character of V.

(2.7) χ|<ττ> x V=φι + g
t = 0

where λ, 9> are as in (2.6) and φ19 φ2 are distinct linear characters
of c(π) conjugate in N(π). Also φ^π) = 1, i = 1, 2. In the case (2.6)
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V is nonabelian; in the case (2.7) V is abelian.
Suppose χ is exceptional. If s — 4 and e — 1 or 2 an examination

of [2, II, Th. 1] shows χ cannot have degree 7. If e = 4 any of the
•characters in ^(5) can be chosen exceptional and so χ can be chosen
nonexceptional. In any case X satisfies (2.6) or (2.7). If s = 2, there
are at least two characters χ and χ' of degree 7 in B^S). By [7,
p. 579] χχ' has a constituent in B0(5). As χφχ! this constituent is
not #0 and so J30(5) has a nontrivial character whose degree is at
most 49. By [2] there are three characters in JB0(5) besides x0. Their
degrees must be congruent to ± 1 or 0 mod 7. By examining the
possibilities one sees the smallest such degree equation for B0(5) is
1 + 63 = 64. This means χ cannot be exceptional and so χ must
satisfy (2.6) or (2.7).

3. The case χχ = χ0 + χ l f degχ, = 48, g = 7.5α.3δ 2c. In this
section we consider the case IB where χχ — χ0 + χιy degχx .= 48. We
still assume s = 6. This case is eliminated by first showing χ is
rational when restricted to 5-Sylow group and so α ^ l . The case
a = 1 is eliminated by finding C(π) where π is an element of order 5.
The case a — 0 is then eliminated using some results in [6].

Suppose χγ is not rational. In particular let σ be an element of
the Galois group of a splitting field K for G over the rationale for
which fa)* Φ χl9 Clearly χ°χ° = χ0 + χ% This implies χχσχχσ has χ0

as a constituent with multiplicity 1. This means χχ° of degree 49 is
irreducible giving a contradiction. We see χ1 is rational. Also χχ —
χ0 + χx must be rational

Let π be an element of order 5. Suppose χ \ <V> = 2<=i 6Λ
where the λ if ΐ = 1, 2, , ί are distinct linear characters of <Vr)>, δ{ ^ 0.
Certainly t ^ 5 and Σ U δ< = 7. If c = ΣU(6i) 2 we have χχ(ττ) -
<? — b where c + 46 = 49. This means c = 1 (mod 4). If the numbers
{&i, •••>&*} are arranged in decreasing order the following possibilities
occur:

{3, 1, 1, 1, 1}; {2, 2, 2, 1}; {4, 2, 1}; {3, 2, 2}; {6, 1}; {5, 2}; {4, 3} .

Now let λ be the linear character of <V> with X(π) = e2πil5.
Suppose χ | <V> = Σt=o Gfλ

4. This means

XX I <^> = ώ αΛ*}{Σ αΛ"*} = Σ ( Σ α. α^Jλ^ .

As χχ is rational we obtain

<3.1) Σ ¥i-ι = * , i = 1, 2, 3, 4 .
i=o
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The nonzero entries among {α0, aL, •••, α j are the values {6̂  •••, bt\
given in the above paragraph possibly rearranged. A routine check
of these possibilities shows {3, 1, 1, 1, 1} to be the only set for which
(3.1) can be satisfied. The checking is facilitated by noting that the
first two integers α0, aL can be picked arbitrarily from {6L, •••,&*,
0, « ,0} without changing the form of (3.1). Here the bracketed
integers are completed with zeroes to give 5 terms. The case [4, 2, 1}
or {3, 2, 2} can be chosen as {0, 0, δ19 δ2, <?3} where δu δ2, δ3 is 4, 2, 1 or
322 in some order. Equation (3.1) gives δλδ2 + δ2δ5 = δλδ3. This is
impossible for any of the choices of δlf δ2, δ3. The case {2, 2, 2, 1}
can be taken as {0, 1, 2, 2, 2}. Equation (3.1) is not satisfied. In the
cases {&!, b2) we consider {blf b21 0, 0, 0}. Equation (3.1) cannot be
satisfied. In the case {3, 1, 1, 1, 1} the unimodularity of X gives
χ I <τr> = 3λ° + λ + λ2 + λ3 + λ4. This means χ(π) = 2.

Suppose 7Γ has order 52. As π5 has order 5 the constituents of
χ I <τr5> are {3λ°, λ, λ2, λ3, λ4} where λ(ττ5) = eZπil\ Let the linear con-
stituents of χ I <V> be {λ1? λ2, λ3, εL, ε2, ε3, ε4} where (ε^)51 <V̂ > = λ%
(λ^)51 <τr5> = λ°. Suppose λi = Xj9 i Φ j , i, j = 1, 2, or 3. This means
εjii and εLXd are equal and so all twenty conjugates appear with
equal multiplicity at least 2 in χχ | <V>. The following thirteen linear
characters also appear in χχ | <Vr>: ε^, i = 1, 2, 3, 4; λ̂  λ ,̂ j , k = 1, 2, 3.
None of these are conjugate to ε ^ and so we have too many con-
stituents. This means Xly λ2, λ3 are all distinct. Also ε19 ε2, ε3, ε4 are
all distinct as their fifth powers are distinct. This means the trivial
character of <V> occurs seven times. The number of conjugates of
any nontrivial character is 4 or 20 and hence divisible by 4. How-
ever 4 142. This means there are no elements of order 52 in G.

We have shown χ is rational on a 5-Sylow group. In particular,
by [21] a ^ 1. We now consider this case, case IB(ii) of the flow
chart. There are two possibilities for χ | C(π), (2.6) and (2.7). In
case (2.7), C(π) is abelian as χ | C(π) has seven linear constituents.
In case (2.6), V is nonabelian as χ | V has a constituent of degree 2.

We may also consider the restriction χx | V x π. Here χλ(π) = 3.
The only possibility [2, II, Th. 1] is χ, \ V x TΓ = 0 λ°, deg ^ = 3.
This means V is nonabelian as θ is irreducible. In particular, case
(2.7) above does not occur. The character θ is rational as χx is
rational. As χχ = χ0 -f- χί we have ^ ^ ~ ΘQ -]- θ where ΘQ is the
trivial character of V, χ \ V x <(TT̂> = θx + Σΐ=oλ' φ.

We know χ | F = ^ + 5φ. If i? is in the kernel of θ19 (φ{R)f = 1
by the unimodularity of X. This means <p(R) = 1 and so θx is faithful.
Let V3 be a 3-Sylow group of V. As 61! is faithful of degree 2, V3

must be abelian. We see X \ F 3 has at most 3 distinct linear charac-
ters and so | Vs\ ^ 32 [5, 3D]. Let V2 be a 2-Sylow group of V. As.
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V2 has a faithful representation of degree 2 there is an abelian sub-
group A of index 2. As X \ A has at most 3-distinct linear characters,
I A\ ^ 22 [5, 3D]. Here F2 is nonabelian if and only if | V2\ = 23

In this case an involution in Z(V2) must satisfy Θ^J) = — 2. Clearly
.<£>(/) — l. In particular /€i?(F) .

We now consider θ. Let if be the kernel of θ. As θιθι = ΘQ + θ,
if ReK, \θι{R)\ — 2. In particular ReZ(V). Suppose there is an
element R of order 3 in K. As θ is faithful and rational on V/K

V\ = 32 2δ. Also (̂JB) is 2u or 2^2 where u = e2**73. We can assume
^(iϋ) = 2^ by taking R2 if necessary. By the unimodularity of X,
φ{R) — u2. If there is an element J in V for which θλ(J) = — 2,
^(J) = l and Blichfeldt's theorem is violated for X and JR. This
means <5 ^ 2. As F/iΓ has a representation of degree 3, δ = 2. If
F2 is elementary abelian there is an element J for which Θ2(J) = — 2.

We see F2 is cyclic. This means there is a normal 2-complement.
However, in this case there can be no character of degree 3 by Ito's
theorem [12, 53.18]. This shows there are no elements of order 3 in K.

As V/K has a rational character of degree 3 | V\ — 3 2\ Here
V has characters of degree 3 and 2. As 32 + 22 > 12 we see | V\ =
3 23. This means V2 is nonabelian and so there is an involution in
Z{V) for which ΘX{J) = -2. Let T be an element of order 3 in V.
If Θ^T) — u + ΰ where u — e2πiβ the element TJ would contradict
Blichfeldt's theorem. This means θt(T) = 1 + u or 1 + n2. We see
dγ Φ θγ. By the unimodularity of X, χ(Γ) = 1 + 6u. We see T is
not conjugate to T~ι in G. There must be a normal three comple-
ment to <T> in F and so the number of linear characters of F is a
multiple of three.

The characters obtained so far have degrees 1, 1, 1, 3, 2, 2. There
must be one further character of degree 2. As Θ1Θ1 — θ0 + θ has two
irreducible constituents, Θ1Θ1 — P2{β^) + CJφύ must have two irreducible
constituents. These are the characters corresponding to the symmetric
tensors of rank 2, P2(#i), and the skew symmetric tensors of rank 2,
Clθ,). We see P2(^) - θ. Similarly χχ = P2(χ) + C2(χ). As χχ =
1 + χlf P2(χ) and C2(χ) are irreducible. Clearly χχ(πv) = ^^(v) =
(θ + C2(^))(v), where i; e F. Let t = P2(χ). Clearly t ( ^ ) = ̂ (^).
This means ψ is in the same 5-block as χ1# Denote this 5-block by
^(5). Evaluating ψ(T) we find ^(Γ) = {(1 + 6u)2 + (1 + 6<)}/2 =
— 5 + 15%2. This means ψ Φ ψ. However ψ(πv) = ψ(πv) for veV
and so ψ e ^(5). We show case I B(ii) is impossible by showing the
block 1̂ (5) cannot be completed without giving a contradiction.

There cannot be two exceptional characters in Bt(5) or there
would be too many characters. Here ψ, ψ cannot be the exceptional
characters as 28 = 48 (mod 5). This means there are two missing
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characters with degrees R and S. There are two cases for the degree
equation 104 + R = S and 104 = R + S. There must be one more
character from BQ(7) and one whose degree is not divisible by 3. If
the degree of the character from BQ(7) is not divisible by 3 it must
be 8, 64, or 512. The only solution is 48 + 28 + 28 + 8 = 112. If
the character of degree 8 is denoted by χ6, χ61 V = θ + 5ζ where ζ
is linear. As Θ(J) = 3 we see ζ(J) = 1. This means J is in the
kernel of χ6 contradicting the simplicity of G. This means R or S
is of the form 7-2* where 7 2β = ±2 (mod 5). The degree of the
character in B0(Ί) is divisible by 3. We see B = 2, 4, 6, 8, 10, 7-2* = 1
(mod 3). We need only consider the cases 7-2* = 3 (mod 5). The
values are 28, 448, 7168. There are no solutions. This case is there-
fore impossible and we can assume g — 7 3δ 2c.

We now begin Case IB (iii). We assume s = 6, g = 7 36 2\ We
know 6 ^ 8 . By Sylow's theorem b — 1, 3, 5, 7. There must be a
character of degree 27 or 729 and one of degree 8,64, or 512.

If a character of degree 729 occurs it must be in a 3-block con-
taining 3 characters of degree 729, for if not there would be a
character of degree at least 6-729. The degree equation would then

ί 8)
be 1 + 729 + 729 + 729 + \ 64 [ = 48 + χ6. There is no solution.

(512)
There must be a character χ3 of degree 27. Let g = 7 3δ 2c.

Sylow's theorem gives b = 3, 5, 7. Suppose first 6 = 3. Then c =
3, 6, 9. If c = 3 or 6, g < 20,000. All simple groups of order at
most 20,000 are listed in [19] and none have this order. If c — 9
the result [6, 1H] is contradicted as 29 ^ 12-33 = 324. When 6 = 5
or 7 [6, 1L] can be applied to show there is no character of degree
512. As there must be a character of degree 2B it must be 8 or 64.
Each of these cases can be eliminated with a routine elimination of
degree equations using block separation and Schur's theorem [21]»
We do not include the details.

4. The case χχ = χ0 + χ1 + , degχ, = 20, g = 7 5α.3δ.2c. In
this section we consider the case IC where χχ = χ0 + χx + , deg χx =
20. The case is eliminated by first showing α = 1. This case i&
eliminated by considering χ \ C(π) where π is an element of order 5»
The relations (2.1)-(2.7) are used.

We begin with a preliminary discussion regarding the tree for
the prime 7 [2]. The character χ is a principal 7-indecomposable
and so χχ is a sum of principal 7-indecomposables [9]. There is
exactly one principal indecomposable containing χ0 as a constituent.
This is χ0 + χά where χy is adjacent to χ0 on the tree. This means
χ0 + χά is a constituent of χχ. We have already eliminated the case
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Xj = 6 or Xj = 48. This means xά is 20 or 27. We are assuming
x1 = 20. If Xj = 27, χχ would have two linear constituents con-
tradicting the simplicity of G or the irreducibility of χ. This means
Xj = 20.

Suppose j Φ 1. This would mean χχ = χ0 + χx + χy + μ. Here
μ would be of degree 8. Clearly χό is real as it is adjacent to χ0 on
the stem. Also μ is real as it is the only constituent of χχ of degree
8 and χχ is real. Using (2.4) and (2.5) we see χ0 + μ + χά \ N has
ψQ as constituent with multiplicity 3. However (2.2) and (2.3) imply
χχ I N has ψ0 as constituent with multiplicity 2. This means j = 1
and so χL is adjacent to χ0 on the stem.

Let χχ = χ0 + Xi + μ As above #! is real. From (2.2)-(2.5)
we see

(4.1) μ\ N = 4fQ + ψ, + ψ5 + ψ2 + ψt .

In particular ψ0 and i/r3 are not constituents of μ\N. This means by
(2.1) that μ has no irreducible constituent of degree 7. By (2.5), μ
has no real constituent of degree 20. As μ itself is real it can have
no constituent of degree 20. By (2.4), μ has no real constituent of
degree 8. If there is a nonreal constituent its conjugate also appears
as μ is real. This leaves a remaining constituent of degree at most
12 which is impossible as no χ̂  has degree 6. This means μ is irre-
ducible or has two constituents of degree 14.

We can now show χt is rational. Suppose there is some element
σ of the Galois group of K such that χl Φ χt. Then (χχ)σ = (χa){χ°) =
Xo + Xϊ + μσ- As μa has no constituent of degree 20, χl must be
adjacent to χ0 on the stem. However this means χx — χ%

We now show that χt is not in the principal 5-block JB0(5). In
fact we show that a character η of degree 20 in J50(5) must be
irrational when restricted to a 5-Sylow group Q. Suppose not. If π
has order 5, rj(π) = — 5. If there is an elementary abelian subgroup
of Q of order 52 summing the character η over the subgroup gives
( —5)(24) + 20 < 0 giving a contradiction. If Q has order 52, η has
5-defect 1 and so 7]gB0(5). This gives the result as there are no
elements of order 53 in G. Let B2(5) be the 5-block containing χγ.

We will now assume a ^ 2. This is Case IC(i) in the flow chart.
We have

(4.2) χχ = Xo + Xi + μ-

Again, let Q be a 5-Sylow group. As a ^ 2, χ | Q cannot be rational
by Schur [21]. Let σ be an element of the Galois group of a
splitting field K which fixes all p-th roots of unity for primes p
other than 5. Set
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(4.3) χσχ = Σ α Cί .

Here the ζt are irreducible characters of G. Let 4.2 be written in
terms of ζ$ as

(4.4) χχ - Σ δ*Ci

We see χχ and χσχ are equal on 5-regular element. This means for
B any 5-block

(4.5) Σiζ^aUp) = Έζ^bUp)

for any 5-regular <#.
We apply (4.5) with B = B2(5), the 5-block containing χ lβ The

character χL appears with multiplicity one on the right hand side.
There is possibly one second character of degree 14 appearing with
no zero coefficient on the right hand side. The degree is therefore
20 or 34. In particular it is congruent to —1 (mod 7). This means
the left hand side must contain a character χ3 of degree 20 or 27.
As (4.3) is a sum of principal 7-indecomposables there is a character
χk whose degree is congruent to 1 (mod 7). Its degree must be 8 or
15. Also χ3 and χk are adjacent on the tree.

Suppose xk = 8. It follows from the discussion in the above
paragraph that χkgB2(5). As N is 5-regular we may use (4.5), (4.1),
and (2.4) to see χk cannot be real. If χk \ Q is not rational where Q
is a 5-Sylow group of G, then Lemma 2.1 gives four nonreal con-
jugates of χ3. The degree equation for B0(Ί) must now be

1 + 8 + 8 + 8 + 8 = 20 + 1 3 .

This is impossible and so χk \ Q is rational. By Schur's theorem [21],
a <̂  2. As we are assuming a Ξ> 2 we have a = 2. Also i?2(5) is of
defect 1 and so the right hand side of (4.5) is χt. This means χy

has degree 20 and χι = χ3 for 5-regular elements.
Suppose j Φ 1 and so χ3- Φχx. If χ, is not real the degree equa-

tion becomes

1 + 8 + 8 + 43 = 20 + 20 + 20

which is impossible. If χ3 is real it is on the stem. The stem has
5 characters giving

Xi Xs Xj/ Xi

o o\\
Xk
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The character χt has degree 8 or 15. This is impossible as 8 + 8 + 8 > 20
and so 2xk + xt> x5. This means j = 1 and so χ0 = χ1#

As χ3 = χx and there are no characters with degree smaller than
8, the tree must be

•Ik

The 7-modular constituents of χγ are therefore of degree 1, 8, 8, and
3. By [23] the constituent of degree 3 is realizable in GF(7). How-
ever 52 \ I GL(3,7) I giving a contradiction. This means xk = 15.

Suppose now χk has degree 15. Let χk be in the 5-block J3*(5).
We assume first B*(5) Φ B0(5). Apply equation (4.5) with B = 2?* (5).
A character of degree 15 cannot be fitted into the sum (4.5) over
JB2(5) as that sum is of degree 20 or 34. This means -B*(5) Φ B2(5).
The possible sums of degree over B* (5) on the right of (4.5) are 14
and 28. However 14 < 15. If the sum is 28, (4.3) must have a linear
constituent giving a contradiction. This means χk e B0(5).

Because χk e J50(5), χk(π) must be irrational for any element π of
order 5. This means χk\Q is irrational where Q is a 5-Sylow group
of G. If Xi is not real Lemma 2.1 gives four nonreal conjugates of
χk. The degree equation is impossible. Therefore χk is real. If χl
is a conjugate of χk a similar argument with χσ shows χl is real.
There is at least one such χl Φ χk.

Assume first χ3 = χ1# As χk and χl are real they are on the stem.
The stem contains at least five characters. Also χk is adjacent to χx

on the stem. This forces a branch at χx. The tree must be

•Xl

Φ % — - • <

Clearly xι = 8 and G has a 7-modular representation of degree 3.
This contradicts a ^ 2 and implies χ3 Φ χx.

We now eliminate this case using the tree and the degree equation.
The tree has at least 5 real characters as χ0, χ19 χj9 χk1 χl are all
real. A branch at χt implies a 7-modular character of degree 3 which
is a contradiction. This means the character χx adjacent to χx other
than χ0 must have degree at least 19 and so cannot be χk or χl. In
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turn the stem must have 7 characters. If χj has degree 27 the
configuration

Xl Xj Xk
w W

3 12 15

implies χl has a 7-modular constituent of degree 3 again giving a con-
tradiction as a ^ 2 [23]. It follows that xs = 20. The degree equation is

1 + 15 + 15 + xι = 20 + 20 + xm

where χm is the character adjacent to χl above. As χx is a constituent
of χ ^ = χ ^ its degree is at most 20-21/2. The only such degrees
are 36, 50, 64, 120, and 162. There is only one solution

1 + 15 + 15 + 36 = 20 + 20 + 27 .

This is eliminated by 5-block separation using B2(5). We have com-
pleted all cases where a ^ 2 which is part IC(i) of the flow chart.

We now consider the case in which a = 1. This is IC(ii) of the
flow chart. We use the results (2.6) and (2.7). The case is eliminated
by a careful examination of the decompositions of χχ and χχ and
their restrictions to C(π). The results of [2] provide contradictions
for each of the possibilities for decompositions of χχ and χχ.

We know from (2.6) and (2.7) that χ is 5-rational, that is χ lies
in the field of g/5th roots of unity. This can also be shown using
(4.5). We know that χχ = χ0 + χx + μ. From (4.1) we know that μ
is either irreducible or has two constituents μ± and μ2 of degree 14.
Also (4.1) shows μL \ N Φ μ2 \ N. As χ is 5-rational so is μ. As N
consists of 5-regular elements, μλ and μ2 are 5-rational also when μ
is reducible. This means that the constituents of χχ of full 5-defect
are all 5-rational and consequently nonexceptional for p — 5. [2].

Let So be the character of <V> defined by S0(e) = 5, S0(π) = 0
In case (2.6) let y = θ, in case (2.7) let y = <px + <p2. Then by (2.6)
or (2.7), X I C(π) = y + φS0. Let 77 = ξ0 + & where ζQ is the trivial
character of C(π). This means

(4.6) χχ I C(π) = £0 + £i + 7ψS0 + yφSQ + 5φφS0.

Assume now μ is reducible. By [2, II, Th. 1] set μt \ C(π) =
±ψi + Si where ψt is a sum of τ< irreducible characters ^|, i =
1, 2, •••, τ< containing π in their kernel. The Si are 7iS0 where 7* is
a character of V. The 0J, j" = 1, 2, , τ< are conjugate in ΛΓ(7r) and
so T< = 1, 2, 4. Using 4.6 and 4.2 we see ±ψx ±ψ2 — ξt. If ψλ Φ ψ2

both signs must be plus. Interchanging ψ1 with ψ2 if necessary we
may assume ψλ has degree 1, τt = 1. But then degree /^ Ξ 1 (mod 5)
giving a contradiction. If ψt = α/r2 then both signs must be equal.
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As ξλ has odd degree this is impossible.
This contradiction implies that μ must be irreducible. We may-

set μ I C(π) = ± ψ + S as before. This time ψ = f1# As f is a sum of
τ irreducible characters #J" of C(π) with the same degree and τ = 1, 2, 4,
we see τ = 1 and 01 has degree 3. In particular V is nonabelian
and so case (2.6) holds. This gives ΘΘ = ξ0 + Θ\

The same technique can be applied to χχ. We have first that
XX = P*(X) + C2(χ). Using (2.2), (2.3), (2.4) and (2.5) it can be seen
that the constituents of χχ are all of zero 7-defect. As χχ has
three distinct irreducible constituents so does χχ. Using (2.2) and
(2.3) we see that either P2(χ) has two distinct constituents of degree
14 and C2(χ) is irreducible or P2(χ) is irreducible and C2(χ) has con-
stituents of degrees 14 and 7. Let these be ηl9 η2, ηz. We may again
check using (2.2), (2.3), (2.4) that they are 5-rational.

We also have θ2 = P2(θ) + C2(θ). Also P2(θ) and C2(θ) are irreducible
as θθ = f0 + θ1. As before we may set % \ C(π) — ±ψi + S< where the
ψi are sums of characters conjugate in N(π) each with π in the
kernel. We have

±ψί±ψt±ψs = Ptf) + C2{θ) .

If the φi9 i = 1, 2, 3 are all distinct there would be three constituents
on the right. It is easy to see that we may assume ψ1 = ψ2 and
the signs are opposite. Therefore ψ^ = P2(#) + C2(θ) which is im-
possible as P2(θ) is irreducible of degree 3 and ψ5 is a sum of irre-
ducible characters of the same degree. This contradiction finishes
this section.

5. The case χχ - χ0 + χt + , degχ, = 27, g - 7.5α.3&.2c. In
this section we consider the case ID where χχ — χQ + χι + , deg χ1 =
27. Here s = 6. There is exactly one group of this form S>β(2) of
order 7 5 34 29. Cases are eliminated by first showing χ is rational
when restricted to a 3-Sylow group. This is done much as in § 4
where it was shown that χ restricted to a 5-Sylow group was rational.
Here the character χx of degree 27 cannot be in the principal 3-block
by [8]. We can therefore use relations like (4.5) for the 3-block
containing χlβ Once it is known that χ restricted to a 3-Sylow group
is rational, the value of b is at most 4 by Schur [21]. As χγ is of
degree 27, b ^ 3. The two cases 6 = 3 and 6 = 4 are treated separately.
For 6 = 3, the generalized decomposition numbers for χ on C(τ2) are
examined where τ2 is of order 3 and normalizes a 7-Sylow group.
These lead to a contradiction. For 6 = 4, the 3-Sylow group is
determined explicitly. The character χ1 is of 3-defect 1. The various
possibilities for the tree are eliminated except of course the one
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leading to S6(2). In this case it is shown there is an involution J
for which χ(J) — — 5. Adjoining — I to the matrices X(G) gives a
group generated by reflections. These groups are all known and we
obtain S6(2).

The analysis here is much longer than in preceding sections and
we do not give all the details. Where arguments are similar to
earlier arguments they are not repeated. In eliminating cases, the
various known techniques involving block separation, cyclic defect
groups, etc., are used implicitly. Consequently, only the most trouble-
some cases are treated.

Let xχ — χ0 + Xι + μ lί μ contained a constituent of 7-defect 1
its degree would by 6, 8, or 20. We have ruled out a degree 6 in
§2. As μ has degree 21, μ has no constituents of 7-defect 1. As
in § 4, χQ + χx is a principal 7-indecomposable and so χx adjoins χ0 on
the stem. In particular χι is real. As in § 4, χγ is rational.

We now consider the case in which χ | S is not rational. Here S
is a 3-Sylow group of G. This is part ID(i) of the flow chart. Let
1 (̂3) be the 3-block containing χx. By [8] it is not of full defect.
This means that £^(3) Φ BQ(S) where J?0(3) is the principal 3-block.
Also the degrees of the characters in 1 (̂3) are all divisible by 3.
Let σ be an element of the Galois group of K which fixes all roots
of unity except 3rd roots of unity and for which χσ \ S Φ χ | S. This
will mean χ°χ and χχ are equal on 3-regular elements. Let

(5.2) tx = Σ b& .

Let μ = Σ c£i. We have for 3-regular elements p

(5.3) Up) + Σ 1 CUP) = Σ 1 bUp)

where the sum Σ 1 is taken only over the characters ζ4 in 1^(3). If
some Ci Φ 0 appearing in (5.3) the degree ζt must be 21 as such
degrees must be divisible by 3. This means some constituent of (5.2)
is linear giving a contradiction. Therefore the degree of Σ 1 &;C* is
27. There must be a 6̂  Φ 0 appearing in (5.3) for which the degree
is congruent to — 1 (mod 7). It can only be 27. This gives for
3-regular elements p

(5.3)' χi(p) = Up)

where ζx is an irreducible character of G in ^(3). As in § 4 there
are two cases (i) ζL = χt and (ii) ζ1Φ%ι.

In either case there must be exactly one further character ζ2 in
j?o(7) appearing in (5.2). Its degree must be 8 or 15. As χσχ must
be a sum of principal indecomposables ζx + ζ2 must be a sum of
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principal indecomposables and so ζ2 is adjacent to ζL on the tree.
It is now possible to eliminate each of these cases by careful

analysis of the tree. The method is routine using block separation,
properties of the tree, and the degree equation. Lemma 2.1 and
Schur's theorem [21] are used when ζ2 is of degree 8 and nonreal.
We do not give any further details of this enumeration.

We now treat the cases in which χ \ S is rational. Again S is a
3-Sylow group. By Schur's theorem [21] the order of S, 3\ is at
most 3\ As χx has degree 27 we have either 6 = 3 or 4. We will
first treat the case 6 = 3, ID (ii) of the flow chart. We then treat
the case 6 = 4, ID (iii) of the flow chart.

Assume then that \S\ — 3s. We will show first that S is non-
abelian. Suppose first S is abelian. Let χ \ S — Σί=i \ where the λ̂
are linear characters of S. Suppose there is an element T of order
9 in S. There must be an i for which λ̂ ( T) is a primitive 9-th root
of unity. As χ is rational all six conjugates must appear amongst
the Xi9 ί = 1, 2, -- ,7. For the remaining character λ̂  we have
X3iT) = 1 by the unimodularity of X. There can be no element of
S independent from T. As there are no elements of order 27 in G
[5, 3B] we see | S | <£9. Therefore S must be elementary abelian.
We can write χ j S = \ + \ + λ2 + λ2 + λ3 + λ3 + λ0 where λ0 is the
trivial character. We know χί of degree 27 appears as a constituent
in χχ. As χt \ S is the character of the regular representation of S,
we see all linear characters of S appear as constituents of χχ \ S.
Checking with the characters λx, λ2, λ3 shows that χχ \ S cannot
contain 27 distinct linear characters as constituents. This means S
is nonabelian.

As χ I S is faithful it must contain a nonlinear constituent. As
S is a 3-group its degree must be 3. Let μ be this nonlinear character
and let U be the representation corresponding to it. Here U must
be faithful as any proper quotient group of a group of order 27 is
abelian. There is an element R in Z(S) for which μ(R) = Zu where
u = euiβ. Here U{R) = ul3 where J3 is the 3 x 3 identity matrix.
This means μ is nonreal. As χ \ S is rational μ must also appear as
a constituent. We see χ | S — μ + μ + λ: where \ is linear.

The constituents of χ | S are all distinct and so | C(S) \ is divisible
by the primes 3 and 7 only by [5, 3F]. As 7 \ \ C(S) |, we see C(S) =
Z(Q). This means that the principal 3-block J50(3) is the only 3-block
of full defect [3, I6DJ. We know Z(S) has order 3. Let <E> = Z(S).
Then χ(R) = 3u + 3ΰ + X^R) = - 3 + X^R). Clearly X^R) = 1 and so
χ(R) = - 2 . In particular, if S is a 3-element and χ(S) Φ — 2, then
S is not in the center of any 3-Sylow group and so 3 3 | | C(S) |.

We will apply this to the element τ2 of order 3 given in Table
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I, §2. Here τ2eN(ξ) where £ is an element of order 7. We may
assume τ 2 e S . By (2.1), χ(τ2) = 1 and so 3 3 | | C ( τ 2 ) | . Let | C(r2) | -
32 c0 where 3 | c 0 . Here | C(τ2)/<τ2>| = 3c0. For the sake of simplicity
we will replace τ2 with T. This case will be eliminated by considering
the generalized decomposition numbers for T.

Let C = C(T), C = C/<T>. We know \C\ = 32 c0, | C| = 3c0. If
b is a 3-block of full defect of C there is a corresponding block 6 of
full defect for C. The modular characters of b all have T in their
kernel and can be considered as modular characters of the block b of
C. If Cί is the Cartan matrix for 6, the Cartan matrix, C19 for b
is 3Clf [4, p. 154].

Any 3-block of full defect of C has a cyclic defect group of
order 3. The theory of such defect blocks can readily be applied [2].
There are two cases, (a) and (b). In case (a) there is one modular
character and three ordinary characters of the same degree. The
Cartan matrix is (3). In case (b) there are two modular characters
and three ordinary characters. If fx and f2 are the degrees of the
modular characters, the degrees of the ordinary characters are
fif /i + U U Also fx = /2 (mod 3). The Cartan matrix is

We apply these results to the principal 3-block δo(3) of C. We first
show case (a) is impossible. Suppose, then, C had one modular
character in 60(3). Then the principal 3-block δo(3) of C has one
modular character which is of course the trivial character φ0. We
know that χ e B0(3) as there is only one 3-block of full defect. Re-
sults on generalized decomposition numbers in [3, 4] show χ(TS) =
dφQ(S) — d where SeC(T) and S is 3-regular. We may pick J' = τ3

of order 2. From (2.1) we see χ(T) = d = 1. Therefore d = 1. How-
ever from (2.1) we see also χ(TJ) = — 1. This would mean d = — 1
giving a contradiction. This shows case (a) does not occur.

This means case (b) occurs. There are two modular constituents
of C(T) in δo(3) One is <pQ. Let φx be the second. Let J = r3. If
dQ and dt are the decomposition numbers for χ we obtain

X(T) = dQ + dlΨι(e) - 1
1 ' } χ(τj) = do + dιΨι{J) = - l .

Subtracting we find d^φ^e) — φ^J)) = 2. As J is an involution
<pt(e) — ψι(J) is an even integer. Therefore dt = 1, φγ(e) — φγ(J) = 2.
Equations (5.4) become

d0 + φ,(e) = 1
X * ^ dQ + φι(J)= - 1 .

This means d0 is a rational integer. As dodo g 6 and φ^e) = 1 (mod 3)
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we see φ^e) = 1, dQ = 0. This shows that for any character χ of
degree 7 the decomposition numbers are d0 = 0, d1 = 1.

We are now in a position to analyze the decomposition matrix if
there are at least four characters of degree 7. Suppose then that
there are four characters of degree 7. Let D be the nonzero rows
of the decomposition matrix of J50(3) with respect to T. We know

ΊΪD = Γg gl. The entries of D are in Z[ρ] where p = e2πil\ We

let the first column correspond to φQ, the second to φL. By a small
amount of trial and error, we find there is one possibility to within
permutations of the rows and changes in sign. This is

D =

1
± 1

± 2

0

0

0

0

0
± 1

±1

1

1

1

1

This shows there is exactly one character whose degree is not
congruent to zero (mod 3) other than χ0 and the four characters of
degree 7. This is the character corresponding to the second row.
As B0(S) is the only 3-block of full defect, these six characters are
the only ones whose degrees are not divisible by 3. This new
character must therefore be in J50(7) or the degree equation could
not be satisfied.

We are now in a position to obtain a contradiction if a ^ 2 where
g = 7 5α 3δ 2c. Certainly if α Ξ> 2, χ \ Q is irrational by Sehur's
theorem. Here Q is a 5-Sylow group of G. Suppose χ is not real.
By Lemma 2.1 there are at least four conjugates of χ. The conclu-
sions of the above paragraph apply. Let P2(χ) = Σ a>%Vi where rjt are
irreducible characters of G, P2(χ) is the character corresponding to
the symmetric tensors of rank two for X. As χ Φ χ none of the ^
are linear. By (2.3) no character of degree 7 can be a constituent of
P2(χ). As 28 is not divisible by 3, P2(χ) is reducible by the aboveΓ
paragraph. In fact it is impossible to write P2(χ) as a sum of
characters satisfying the above paragraph. This means χ \ Q is real.

Suppose a ^ 3 where g = 7 5α.3δ.2c. By [25, Th. 3.1], χ | Q is
not real. The above paragraph applies and eliminates this case.
Therefore α ^ 2 . Sylow's theorem gives a = 2 or 0.

We first treat the case a = 2. By the paragraphs above we
know χ is real. Therefore χχ = χχ = P2(χ) + C2(χ) where P2(χ) is the
character corresponding to the symmetric tensors of rank two. As



224 DAVID B. WALES

χγ is a constituent of χχ we see by considering degrees that P2(χ) =
χ0 + χlβ As χ0 and χj are rational this means P2(χ) is rational. Using
the formula for P2(χ) we have that χ\R) + X(R2) is rational for any
ReG. We prove a lemma regarding this situation. We assume
χ I Q is real.

LEMMA 5.1. If P2(χ) I Q is rational, Q is cyclic. Here Q is the
5-Sylow group of G, P2(X) is the character associated with the
symmetric tensors.

Proof. Let π be an element of order 5. Let σ be an auto-
morphism of R[X] mapping λ to λ2 where λ = e27"75, R — rationale*
We have χσ(π) = χ(π2), χ°\π) = W) = X(π). Also

( r - x)(x° + x-
This implies χσ(π) = χ(π) or (χσ + χ-l)(π) = 0. Assume first (χσ + χ)(π) =
1. This will be true also for π, π2, π\ π4. Therefore

(Xσ + Z)(^ + π2 + π3 + π4 + e)

is 18 giving a contradiction. Therefore χσ(π) = χ(π). In particular χ
is rational when restricted to elements or order 5 in Q. As Q is
abelian it must be cyclic by Schur's theorem [21]. This completes
the proof of the lemma.

As there are no elements of order 125, | Q \ <Ξ 25. Let π1 be a
generator such that (TΓJ5 — π. We know χ(ττ) = 2. Suppose

χ I <2 = \ + λ, + λ2 + λ2 + λ3 + λ3 + λ0,

where the λ{ are linear characters of Q, λ0 is the trivial character.
Only two of \9 λ2, λ3 can represent πx by a primitive 25-th root of
unity. This means there are at least five conjugates of χ contradict-
ing the above paragraphs.

We have shown then that g = 7 33 2C. Sylow's theorem gives-
c = 3, 6, 9. The cases 3,6 are well within the known range under
20,000 [19] and there are no simple groups with these orders. If
c = 9 we again mention [6, 1H] which shows 2C ^ 12 33 = 324.

This eliminates all cases for which 6 = 3, Case ID(ii) of the flow
chart. We begin now Case ID(iii) of the flow chart in which b = 4.
We show there is exactly one group of this form S6(2).

We are considering groups whose orders are 7 5α 34 2\ Sylow's
theorem gives a = 1 (mod 2). As a ^ 6 we have a = 1, 3, or 5. We
will first show that a Φ 5.
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Suppose then that a = 5. Let Q be a 5-Sylow group. We know
from [25, Th. 2.1] that Q is abelian. By [25, Corollary 2.8] an
elementary abelian subgroup of Q has order at most 54. In particular
Q is not elementary abelian. Let πx be an element of order 25.

We know χx is a rational character of degree 27. Let

iΛQ =
27

i=ι

where the Xif i = 1, 2, •••, 27 are linear characters of Q. As χt is
faithful there is an i such that X^TΓJ is a primitive 25th root of 1.
Each of the 20 conjugates of λ< must appear as constituents in χx | Q
as & is rational. Let K be the kernel of λ<. As there are no
elements of order 125 in Q, K has order 125 and Q ~ K x ^TΓ^
Clearly if is in the kernel of each of the conjugates of λ*. If
\J •• >λ7 are the characters λ, not conjugate to λ* we have y ~
Σ<=i λ ί a faithful rational representation of K. As K has order 53

this is impossible by Schur's theorem [21]. We have proved that
a Φ 5 and so a must be 1 or 3.

The character χι of degree 27 is in a 3-block of defect 1. Let
i?i(3) be the 3-block containing χlβ As the defect group is cyclic of
order 3 we may apply results in [13]. There are exactly three
characters in 1 (̂3). The three characters in J5X(3) may all be of
degree 27, in which case two are nonreal, or there will be two
degrees yly y2 besides 27 such that 27 + y1 = y2. The degrees yι and
y2 will be divisible by 33 but not 3\ By checking the various possi-
bilities for the degrees of representations of the groups we are con-
sidering we find exactly one possibility. This is yx — 189, y2 = 216.
Block separation has been used in this elimination. This means that
JB0(7) contains characters with degrees 1, 27, 216 or characters with
degrees 1, 27, 27, 27. In the latter case the tree has a branch.

It is now possible to eliminate all but eleven possible degree
equations by straightforward techniques as described earlier. We do
not include the details but list the degree equations not eliminated.

1. 1 + 15 + 120 + 512 = 27 + 216 + 405
2. 1 + 64 + 36 + 162 = 27 + 216 + 20
3. 1 + 120 + 120 + 162 - 27 + 216 + 160

4. 1 + 960 + 120 + 162 - 27 + 216 + 1000

5. 1 + 64 + 64 + 162 = 48 + 27 + 216

6. 1 + 8 + 120 + 162 = 27 + 216 + 48

7. 1 + 512 + 288 + 162 = 27 + 216 + 720

8. 1 + 120 + 162 = 27 + 216 + 20 + 20

9. 1 + 120 = 27 + 27 + 27 + 20 + 20

10. 1 + 120 + 120 = 27 + 27 + 27 + 160

11. 1 + 960 + 120 = 27 + 27 + 27 + 1000.
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We now separate the cases g = 7 5 34 2C and g = 7 53 34 2C. We
begin with # = 7 5 34 2C and show that all degree equations are
impossible except (1) and that this leads to Sβ(2).

By Sylow's theorem c = 3, 6, 9. The only possible degree equa-
tions for c = 3 are (8) and (9) as the remaining equations contain
degrees divisible by 16. Equations (8) and (9) can be eliminated
using the two characters of degree 20 which must be in a 2-block of
defect 1. However on the tree they are off the stem and so they
must be complex conjugates. This is impossible. This leaves the
two cases g = 7 5 34.26 and g = 7 5.34.29. We will do the latter
case completely to obtain S6(2). The case g = 7 5 34 26 can be done
similarly.

We assume then that g = 7 5 34 29 or 7 5.34.26. The results
and notation of § 2 for groups of order 7 5 3δ 2c will be used, in
particular equation (2.6) and (2.7). Let π be of order 5, C(π) =
<τr> x V. We know | V\ = 3r 2s. Let V2 be a 2-Sylow group of V
and F3 a 3-Sylow group of V. The restriction χ \ Vz has linear con-
stituents by (2.6), (2.7) and so F3 is abelian. By (2.6), (2.7), X\ Vs

has at most 3-distinct linear characters. Using [5, 3D] we see
I F31 ^ 32. In particular r <; 2. If F2 is abelian, the variety1 of χ | V2

is at most 3 and so s ^ 2. In case 2.7 this is always the case. In
the case 2.7, V2 at any rate has a subgroup of index two which is
abelian with variety at most 3. In this case s S 3. If V2 is in fact
nonabelian \V3\ = 23, and Θ(J) = - 2 where JeZ(V2).

We also know that χ | F3 is rational. Therefore there can be no
element of order 9 in V3 as the variety is at most 3. Furthermore
if T is of order 3, the eigenvalues of X(T) must be λ, λ, 1, 1, 1, 1, 1
where λ = e27Γί/3. In case (2.6) then φ(T) = 1, Θ(T) = - 1 ; in case
(2.7), φ(T) = 1, (φ, + <p2)(T) = - 1 . In particular 3 2 | | V\. If there
is an involution J which commutes with T, then X{J) will have
either six or two eigenvalues —1. In particular, the eigenvalues of
X(TJ) will be {1, 1, 1, 1, 1, -λ, -λ} or {-1, - 1 , - 1 , - 1 , - 1 , λ, -λ}
for Tor Γ2. In each case Blichfeldt's theorem [1, p. 96] is contradicted.
This means that V cannot contain an element of order 6. In par-
ticular if I V\ is divisible by 24 this is the case. In case (2.7), V is
abelian and so \V\ is not divisible by six.

We now consider the case g = 7 5 34 29. Let w = \N(π)/C(π)\.
If w = 2 by Sylow's theorem | V\ = 2 (mod 5). This means | V\ = 2
or 12. If I V\ = 2, V is abelian and so case (6.7) applies. However
here <pt must equal φ2 giving a contradiction. If | V\ = 12, V must
be nonabelian and so case (2.6) applies. Therefore V has an irreducible
representation of degree 2 and so there is an element of order 6 in

1 The variety is defined in [1] or in [24, Introduction].
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V. This shows w Φ 2.
Suppose g = 7 5 34 29 and w = 4. In this case Sylow's theorem

gives I V\ = 1 (mod 5). This shows | V\ = 1 or 6. If | VΊ = 1 there
would be one 5-block of full defect and so no character of degree 7.
Therefore | V\ = 6. As there can be no element of order 6 in V, V
must be isomorphic to S3 as there are only two nonisomorphic groups
of order six. Case (2.6) applies.

The group V is generated by an element T of order 3 and an
involution / s u c h that JTJ^ T~ι. There are three irreducible charac-
ters of V; y]o, Vι, θ. Here η0 is the trivial character; η^T) — 1,
7]λ(J) = - 1 , ηSfi) = 1; Θ{T) = - 1 , Θ(J) - 0, θ(e) = 2. There are
therefore three 5-blocks of full defect: B0(5) corresponding to η09 Bx(5)
corresponding to ηl9 and J52(5) corresponding to θ. In each case e = 4
and so each block consists of 5 ordinary characters. The degrees of
characters in J50(5) and B^S) are congruent to ± 1 (mod 5). In B2(5)
they are congruent to ± 2 (mod 5).

Suppose there is a character, say χ2, of degree 162. Then χ2 e B2(5)
and so χ2(πT) = ± 1 . As χ2 is of full 3-defect this is a contradiction
[7, p. 579]. This shows that cases 2, 3, •••, 8 are impossible.

The cases 9, 10, 11 can be eliminated by block separation as χ0 is
the only possible character in B0(7) Π BQ(5).

This leaves (1) as the only possible degree equation remaining.
The degrees in B2(5) are so far 7, 27, 512. If χ is not rational the
degree equation would be 7 + 7 + 27 + 512 = 553 = 7.79 which is
absurd. Therefore χ is rational.

It is now possible to show G = S6(2). Let J be an involution in
V. As Θ(J) = 0, φ{J) = - 1 by the unimodularity of X(J). There-
fore X(J) has six eigenvalues —1 and one eigenvalue 1. As G is
simple the conjugates of J generate G.

We consider the group G = G x Z2 and a representation X of G
given by X(α, b) = X(a)η(b) where aeG, be Z2. Here η is the non-
trivial character of Z2, Z2 is the group of order 2. As X is rational
and of odd degree it can be written in the real field [22]. We may
assume the matrices are orthogonal. If Z2 ~ KJ^, X(JJλ) is a re-
flection in R7. The same is true of any conjugate. The group
generated by these conjugates is G as can be quickly checked. This
group is then a group generated by reflections in Rτ. These groups
have all been classified as Weyl groups of certain Dynkin diagrams
containing seven elements [10, 11, 26]. These are A7> B7, D2, E7.
The only group with the correct order is the Weyl group of EΊ. It
is known that the Weyl group of E7 has a subgroup of index 2
isomorphic to Sβ(2) and that it has a complex irreducible representa-
tion of degree 7 [14].
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The case g = 7 5 34 26 can be handled similarly. All degree
equations can be eliminated.

We now proceed to the case g — 7 53 34 2C. Sylow's theorem
gives c = 4, 7, 10. The cases 1, 2, 6, 7, 8, 9 can be eliminated by a
routine use of the established techniques. For example in cases 1
and 7 the character of degree 512 implies c = 10. However the
character of degree 512 is then of 2-defect 1 and so must occur with
multiplicity two. In cases 2, 8, and 9 the characters of degree 20
cannot be in B0(5) and the cases are eliminated by 5-bloek separation.
In case 6 there is a rational representation of degree 8 contradicting
[21].

The remaining cases 3, 4, 5, 10, 11 will be eliminated by examining
a 3-Sylow group of G. It will be shown there is a self centralizing
element π9 of order 9. As 531 g we know that χ \ P5 is not real by
[25, Th. 3.1]. By Lemma 2.1 there are at least four conjugates of
χ. The cases can be eliminated by showing it is impossible to complete
the 7Γ9 column of the character table. The decompositions of χχ
and χχ together with equations (2.1)-(2.3) will be used. As no groups
arise we sometimes only sketch the arguments.

We first show there is a self centralizing element of order 9.
Let T generate the defect group of B^S). Then, as B^S) is not of
defect 0, χ,{T) Φ 0 by [3]. As g χ2(T)/\ C(T) | 27 is an algebraic
integer 3 4 | | C ( Γ ) | . Therefore Q is nonabelian where Q is a 3-Sylow
group of G. As earlier using the fact that χ | Q is rational we obtain
χ\Q = μ + fi + \ where μ has degree three. The representation U
corresponding to μ can be written in monomial form.

There must be an abelian subgroup of order 27. Let M be any
abelian subgroup of order 27. Let χ \ M — ΣJ= 1 ζ;. Suppose there is
an element of order 9 in M. If ζί represents it faithfully all six
conjugates must appear in χ | M. Therefore d is faithful and M is
cyclic. This is a contradiction and shows M is elementary abelian.

The matrices U(M) may be picked as all diagonal matrices of the
form

Pi

0

_0

0

ft
0

0
0

ft-

If R £ M we may choose a basis so that

U(R) =
0

0

c

1
0

0

0
1

0_
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As U{RZ) = 0 C 0 we have C3 = 1. We may choose R so that

Lo o c]
C — 1 or p where p = e2ίrΐ/3. Picking R with C = p gives an element
τr9 of order 9. The eigenvalues of χ(π9) are distinct and so | C(π9) | is
a 3-group by [5, 3F] and the fact 7| |C(ττ9)|. If 33||C(7Γ9)| there
would be an abelian subgroup of order 27 which was not elementary.
This means ττ9 is self centralizing. We have also shown χ(7Γ9) = 1.

The value of χ0 and the four characters of degree 7 on πQ is 1.
Let η19 •• ,τ)t be the remaining characters of G for which %(πg) Φ 0.
Let y]i{πg) = δ;. The orthogonality relations give

t _

£ hh = 4
(5.5)

Σδ^<(β) = -29 .

There must be at least one character from 2?0(7) amongst the r]i

and in the 5 remaining cases such degrees can be given explicitly.
In case 5 the characters of degree 64 must be amongst the 7]{. In
cases 3 and 10 the character of degree 160 and in cases 4 and 11 the
character of degree 1000 must be one of the %. From the tree in
each case it can be seen the value is real and except for case 5 is
rational and so the value 6; can be obtained by its congruence mod 3.

We now show there are at least two rji occurring as constituents
of χχ. As χχ has at least three constituents the same is true of χχ.
This implies P2(χ) or C2(χ) must be reducible. From (2.2) and (2.3)
we see that P2(χ) has no constituents of degree 7 and C2(χ) has at
most one. If P2(χ) is reducible there are two constituents of degree
14. As P2(χ)(π9) is 1 they are not both equal. If C2(χ) is reducible
there is one constituent of degree 7 and one of degree 14. In any
case there are at least two new constituents. Their values on π9

can be readily evaluated. In each case it is now impossible to satisfy
(5.5). This completes the final case in Section ID of the flow chart.

6* The case s = 2. In this section we consider the case s = 2.
There is one group PSL (2,8), of order 504, of this kind, case II in
Theorem I. This is section II of the flow chart. There are five
characters in B0(7), χ0 the trivial character, χ1 of degree congruent
to ± 1 (mod 7) and three exceptional characters χj, χjj, χ3 whose degrees
are congruent to ±2 (mod 7). There are two possible degree equations

(a) 1 -f xl = xλ or (b) 1 + xx = x\

where xt — degree χu x\ = degree χj.
If χ is the character of degree 7 set

(6.1) χχ - Xo + ax, + 6(χi + χl + χϊ) + v
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where ΎJ has constituents of zero 7-defect. Here a and b are non-
negative integers. As the degree of χχ is 49 and the degree of η is
divisible by 7 it is clear that either a Φ 0 and xγ = — 1 (mod 7) or b Φ 0
and x\ = 2 (mod 7). This means that x, - 6, 20, 27, 48 or x\ - 2, 9, 16.
The only degree equations possible for G are then

(a) 1 + 5 - 6 , (b) 1 + 1 - 2 , (c) 1 + 8 - 9 , (d) 1 + 1 5 - 1 6 .
The first case (a) is impossible by [5] or [17]. In case (b) Gf is

of index 2. But then Gr has a normal 7-complement and is not
simple [5]. It can also be eliminated by [1] or [2]. In case (c) 2-
block and 3-block separation imply g — 7 5α 32 23. As there is a
rational character of degree 8 a ^ 2 by Schur [21]. Sylow's theorem
gives a — 0. There is one simple group PSL (2,8) of order 504 [19].
It has a representation of degree 7 by [15]. One can also work out
the character table quite easily.

In case (d) the character χx of degree 15 is rational. A 5-Sylow
group is abelian. Therefore χL cannot be in BQ(5) as χ1(S)/15 = 1
(mod 5) for any 5-element S. This would imply χL(S) — 15 or χ^S) —
— 10. Neither are possible in G. This argument is similar to one in
§4 where a character of degree 20 was involved. If χLgi?0(5), 5-
block separation implies g — 7 5 3δ 2c. However the four characters
Xo> Xl, %l, Xl are all in Bo(5). By [2, Th. 11] there must be one further
character in J50(5) of degree 49. This is a contradiction and completes
this section.

7* The case s — 3. We now consider the case s — 3, G — G'*
Thus G is simple by [5,8A]. This is section III of the flow chart.
In this case B0(7) contains χ0J two characters χlt χ2 whose degrees are
congruent to ± 1 (mod 7), and two exceptional characters χj, χ2

0 whose
degrees are congruent to ± 3 (mod 7). If x{ — degree χi9 x\ — degree
χΐ for i — 1, 2 the degree equation becomes one of

(a) 1 + x2 - x, + x] x, ΞΞ - 1 (mod 7), x2 = 1 (mod 7) ,

(7.1) (b) 1 + x\ - xι + x2 xίy x2 = - 1 (mod 7) ,

(c) 1 + xι + x2 — xl xγ — x2 = 1 (mod 7) .

As in §§2 and 6 we have

(7.2) XX = Xo + aju + a2χ2 + b(χl + χξ) + η

where again a19 a2, b are nonnegative integers and the constituents of
η are of zero 7-defect. We may assume that either (i) a, Φ 0, x1 =
- 1 (mod 7) or (ii) b Φ 0 xι

0 ~ 3 (mod 7). We may also assume that
χx or χj adjoins χ0 on the stem as χχ is a sum of principal indecom-
posables [9]. The possibilities for x, in (i) are 6, 20, 27, 48. The
possibilities for xι

Q in (ii) are 3, 10, 24. It is clear that case c in (7.1)
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is impossible. This means the tree contains four real characters all on
the stem.

If there is a character of degree 3, then G = PSL (2,7) by [1, 2,
or 17]. Also, PSL (2, 7) has a character of degree 7 by [15]. Alter-
natively, the character table for PSL (2,7) can be quickly worked
out. This is Case IV of Theorem I.

We will show that when xx = 6 G ~ PSL (2,7); when xλ = 20,G = A8,
when xι = 27, G = 273(3). The remaining cases can all be eliminated.
The methods are similar to those of earlier chapters but in general
much simpler because there are only two missing degrees in the degree
equation. The details will not all be given.

Suppose that xL = 6 and χι adjoins χ0 on the stem. This means
that %!%! contains χ2 as a constituent in case (a) or χ\ as a constituent
in case (b) by an argument involving the tree. In particular χ2 or
χj has degree at most 21 as (χj2 has constituents of degrees 15 and
21 corresponding to the symmetric and skew symmetric tensors.
The possible degree equations are

( i ) 1 + 8 = 6 + 3 and (ii) 1 + 15 = 6 + 10 .

Case (i) is again by [1 or 2], PSL (2,7).
In case (ii), χx is in J50(5) by 5-block separation. [As χx is rational,

52Jfg and 3 5 | # by [21]. This means g = 7 5 3&.2C; 6 ^ 4 . As in §2
we apply the results in [2, II, Th. 1] for the prime 5 this time with χ
replaced by χlm Let C(π) = <ττ> x V where π is a 5-element. Then
χ11 V = φQ + 5φ1 where φQ is the trivial character of V9 φ1 is a
linear character of V. It is immediate from the unimodularity of
the representation corresponding to χι that φx — φ0. This means
I V\ = 1. In particular there is only one 5-block of full defect by
[3] and so χ e B0(5). This means B0(5) contains χ0, χlf χ and a fourth
character χ* conjugate to χ.

As there are no elements of order 5-2 or 5-3 block separation
applies to B0(5). If 6 = 1, J50(5) π #0(3) contains three characters
%o> X> %*• This contradicts the theory of cyclic 3-defect groups.
Therefore 6 ^ 2 . By block separation B0(5) Π B0(S) = B0(5). In
particular χ^Boβ) and so 6 ^ 3 [12,90.19]. Let ττ3 be an element
of order 3 in the center of a 3-Sylow group. As χ1 is rational,
fcto) = 3, 0, - 3 . As χ^BoίS), χι(πΛ) = - 3 . This implies χ(ττ3) =
χ*(7τ3) = — 2. Computing a(π, π, π3) [6-3.1, 3.2] now gives a negative
value and so a contradiction. This case is therefore impossible.

Suppose x\ = 10 and χj adjoins χ0 on the stem. Using arguments
involving the tree we see x2 ^ 100. The only degree equations possible
are
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( i ) 1 + 15 = 6 + 10 (ii) 1 + 3 6 - 1 0 + 2 7 .

Case (i) is eliminated as in the above paragraph. In case ii, χl is
rational when restricted to a 5-Sylow group and so 5 3 | # . The case
g = 7 52 3& 2C is eliminated by 5-block separation on χj and χl. The
case 7 5 3δ 2c is eliminated by 5-block separation with J50(5).

If χι = 48 or x\ — 24 an argument similar to that of § 3 applies
to give g — 7 36 2C. This case can be eliminated as there must be a
degree congruent to ± 1 of the form 2β or 3 r. These few cases can
all be easily eliminated.

There are two cases remaining, xt — 20 and xλ — 27 with χt

adjacent to χ0 on the stem. We can apply the same tree arguments
to see that χj or χ2 has degree at most 210 if xι — 20 and at most
378 if xL — 27. There are only a few possibilities and all but the
following three can be easily eliminated using techniques already
discussed.

(i) 1 + 64-20 + 45
(ii) 1 + 32-27 + 6
(iii) 1 + 50 - 27 + 24 .
In case (ii) the order is 7 5α 33 26 by block separation. As χt

has degree 6 and is rational α ^ l by [21]. By Sylow's theorem
a — 0. There is exactly one simple group with this order, Z73(3), [19].
It is known to have a representation of degree 7. For example, a
character table is given in [16].

In case (i), χL of degree 20 is rational. As in § 4, %1 cannot be
in i?o(5). Block separation now gives g — 7 5 3δ 26. This means δ — 2
or 8. For b — 2 the order is 20160. There are two known simple
groups of this order A8 and PSL (3,4). Only A8 has a character of
degree 7. The character table can be completed in a routine way to
the character table of A6. By [20], G must be AB. The case 6 — 8
can be eliminated by closely examining C(π) and noting | V\ = 2, 12,
or 72.

The third case is, curiously enough, quite troublesome. We do
not give full details but just sketch the argument. Block separation
on the characters of degrees 50 and 27 gives g — 7 52 33 2C. Sylow's
theorem gives c — 3, 6, 9.

If χ is real P2(χ) — χ0 + %x and so P2(χ) is rational. By Lemma
5.1 a 5-Sylow group is cyclic. This case can now be eliminated using
[13]. This shows χ is not real. By Lemma 2.1 there are at least
four conjugates of χ.

As in § 5 it can be shown that the 3-Sylow group is nonabelian.
Let T be an element of order 3 not in the center. The decomposition
numbers for C(T) can be analyzed. The analysis is not as easy as
in § 5 as there is no involution inverting a 7-element. As in § 5
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there are two possible Cartan matrices (9) and 3 g Using χ0, χ2,
and the four characters of degree 7 and carefully analyzing the
possible decomposition matrices this case can be eliminated.

8* The case GφG\ We now discuss the case in which GφG\
This is case IV of the flow chart. It is shown in [5] that G' is a
simple group and so X(Gf) is one of the representations already
obtained. The candidates for G' are PSL (2, 7), PSL (2,8), A8 and U3(S).
Gr could not be Sβ(2) as | N(P)/C(P) j = 6 in this case and so any exten-
sion would have an element in C(ξ) where ξ is an element of order
7. For the same reason | G: Gr | = 2 if G' is PSL (2,7), As or U*(S);
\G:G'\ = 3 if Gr is PSL (2,8).

If a is an element of G not in Gr the map Θa: ξ —• ξa, ξ e G' is an
automorphism of Gf. As a cannot commute with an element of order
7, θa cannot be the identity automorphism. It cannot be an inner
automorphism as no element aη, η e G', can commute with an element of
order 7. Therefore θa is an outer automorphism. The automorphisms
of our groups are all known. A very readable account without proofs
using the fact they are all Chevalley groups can be found in [9].

In the case of PSL (2,8), {θaf is an inner automorphism as α3 eG'.
By taking θjj where rj is an inner automorphism we can assume
(θay = θe as in G a 7-element is self centralizing. We see then that
G is the semidirect product of G by <(#α>. If A is the automorphism
group of PSL (2,8), I(A) the inner automorphism group, then A/I(A)
has an element of order 3 generated by a field automorphism. There
are seven such extensions all isomorphic. We may assume then the
extension is induced by a field automorphism. From the character
table [15], PSL (2,8) has four characters of degree 7 and so one
must lift.

In the remaining case (θa)
2 is an inner automorphism as a2eG'.

In each of the remaining cases there is exactly one element of order
2 in A/I(A). It must be θa. By taking an element aη instead of a
we can assume (θa)

2 = θe the identity automorphism. In this case α2

must commute with all elements of Gr and so must be e. This shows
that G is uniquely determined as the semidirect product of Gr and
<(ay with the automorphism θa.

In each of the groups PSL (2,7), A8, and C7"3(3), there is exactly
one rational character of degree 7. This means θa must leave it fixed
and so the character of degree 7 can be lifted to G.

In the case of PSL (2,7) there is certainly only one representation

of degree 7 as the sum of the squares of the degrees in BQ(7) is

168-72. The element a can be taken | n 1 /I 0 — 1 M
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matrix form of PSL (2,7).
In the case of A8 one may check the character table [18] to see

there is only one representation of degree 7. However, this is not
necessary because S8 is known to have an irreducible unimodular
representation of degree 7 and so G is S8.

For the final case J73(3) one must check a character table [16].
Here there are three representations of degree 7, two of them are
conjugate and the third rational. The automorphism is a field auto-
morphism. The group G must be the group G2(2) as G2(2) cannot be
Z2 x Gf or it would have an automorphism of order 2 [9].

FLOW CHART. \G\ = g = 7 5α 36.2c.

I. s = 6. χχ = χ0 + Σ U <*iZi + ?. G = G'.
A(§ 2). One of χi9 i = 1, 2, . -, 6 has degree 6.
B(§ 3). Some α* = 1, sc* = 48. We assume αj. — 1, xλ = 48.
( i ) x irrational on a 5-Sylow group,
(ii) g = 7.5.3δ 2c.
(iii) g = 7-3*.2C.
C(§ 4). Some a{ = 1, B, = 20. We assume a, = 1, j ^ = 20.
( i ) α ^ 2.
(ii) α = l .
D(§ 5). Some a{ = 1, ^ = 27. We assume a, = 1, ^ = 27.
( i ) χ restricted to a 3-Sylow group is irrational,
(ii) 6 - 3 .
(iii) b = 4. (This case gives £6(2)).

II. (§6). s = 2 G = G'. (This case gives PSL2(8).)
III. (§7). 5 = 3 G = G'. (This case gives PSL2(7), A8J and Z78(3).)
IV. (§ 8). G ^ G'. (This is VII of Theorem I).

The author wishes to thank Professor Brauer for his help and
encouragement. He suggested many of the techniques and helped
to shorten many of the original proofs.
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AN ISOMORPHIC REFINEMENT THEOREM
FOR ABELIAN GROUPS

R. B. WARFIELD, JR.

In this paper we find a class ^ of Abelian groups with
the property that if a group A is a direct sum of groups in
the class ^ , then any two direct sum decompositions of A
have isomorphic refinements. The class & includes those groups
which are complete and Hausdorff in their natural topology
and also the torsion-complete ^-groups.

All groups in this paper are Abelian groups, additively written*
The natural topology (or J£-topology) is defined on a group G by taking
as neighborhoods of 0 the subgroups nG, for nonzero integers n. A
group G is called Hausdorff if it is Hausdorff in this topology, or, equiva-
lently, if PinG — 0 (where n ranges over all nonzero integers). G has
bounded order if for some nonzero integer n, nG — 0. We will fre-
quently use Prufer's theorem that a group of bounded order is a
direct sum of cyclic groups [9, Th. 6]. The groups which are com-
plete and Hausdorff in the natural topology are exactly the reduced
algebraically compact groups in the terminology of [9]. A p-group
is torsion-complete if it is Hausdorff and it is the maximal torsion
subgroup of its completion in the natural topology (which in this case
is the same as the p-adic topology).

We use the symbol Σ for the direct sum of a family of groups,
A 0 B for the direct sum of the groups A and B (either abstractly
or as a subgroup of another group), and A + B for the ordinary sum
of two subgroups of a group (not necessarily a direct sum). If a
group G has two direct sum decompositions, G — Σiez^ί — ΣjejBj*
we say that these decompositions are isomorphic if there is a bi jective
mapping φ:I—+Jy such that At = Bφ{i) for all iel, and we say that
the second decomposition is a refinement of the first if each B3 is
contained in one of the A{.

A group B has the exchange property if for any group A, if
A = B' © C = Σήei Di, with B = B', then there are subgroups Ό\ S D4

such that A = B ' φ Σ ί β i ^ ί If this holds in every case where the
index set / is finite, then B is said to have the finite exchange pro-
perty. It is not known whether these two properties are equivalent.
The exchange property has been exploited for the study of infinite
direct sum decompositions by P. Crawley and B. Jόnsson in [4].

DEFINITION. An Abelian group G is in the class & if it satisfies
the following three conditions:

237
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( i ) G is Hausdorff
(ii) G has the finite exchange property;
(iii) If /: G —> M is a homomorphism of G into a Hausdorff group

M and M = Σ e/^ί then there is a finite subset J^I and a decom-
position of G, G ^ G i φ G2, where 6̂  is of bounded order and every
nonzero element of G2 has a nonzero multiple whose image under /
is in ΣnejMi.

The main result of § 4 below is that complete Hausdorff groups
are in ^ Torsion-complete ^-groups are also in ^ since Crawley
and Jόnsson showed [4, Lemma 11.4] that they have the exchange
property, and property (iii) is easy to check directly (using, for ex-
ample, the completeness of the socle in the p-adic topology and ap-
plying the Baire category theorem as in § 4 below).

There are many other examples of groups in <g*. Crawley proved
[3, Lemma 3.5] that for p-groups properties (i) and (ii) above imply
(iii) (his condition appears weaker than (iii) but is actually equivalent)
so any Hausdorff p-group with the finite exchange property is in cέ?.
He also constructs in [3] a class of "stiff" ^-groups which are in ^ ,
but which are not torsion-complete. For other examples, we remark
that if G is a Hausdorff group whose maximal torsion subgroup T is
a stiff p-group and if G/T is divisible of finite rank, then G is a
mixed group in <£*. Finite rank pure subgroups of the p-adic integers
(for any prime p) are examples of torsionfree groups which are not
complete but which are in c<^ (see Proposition 1 and the proof of
Proposition 4 in [14]).

We will need two important additional properties of ^

LEMMA 1. If G is in ^ so is any summand of G. If G*(i —
1, , n) are in ^ so is Gλφ φ Gn.

LEMMA 2. If G e cέ?, any two finite direct sum decompositions
of G have isomorphic refinements.

Lemma 1 is obvious except perhaps for property (ii) for which
see [4, Lemma 3.10]. Lemma 2 is immediate from the finite exchange
property. The groups in ^ actually have the exchange property (not
just the finite exchange property). For a proof we refer to [3,
Lemma 3.6], only remarking that one must use our Lemmas 6 and 7
ΐelow instead of Crawley's 3.2 and 3.3. We will not need this result.

We will state our main results for abstract classes of groups,
since the class c^ is not the only class of groups for which these
theorems can be proved.
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THEOREM 1. Let & be a class of groups such that
( i ) Summands and finite direct sums of groups in 3? are in

(ii) If Ge£S? then any two finite direct sum decompositions of
G have isomorphic refinements, and

(iii) If Ge £&, and f:G—+Mis a homomorphism, where M —
Σie; Mi9 and the M{ are all in &f then there is a finite subset J g
I and a decomposition of G, G = G1@ G2, where Gx is of bounded
order and every nonzero element of G2 has a nonzero multiple whose
image under f is in Σ i e / ^

Then if A is any group which is a direct sum of groups in the
class &j any two decompositions of A into summands in the class
& have isomorphic refinements.

THEOREM 2. Let £& be a class of Abelian groups satisfying the
hypotheses of Theorem 1, and such that the elements of £& have the
finite exchange property. Then if a group A is a direct sum of
groups in the class £%r, any summand of A is also a direct sum of
groups in the class 2f.

Sections 2 and 3 below are devoted to the proofs of these
theorems.

COROLLARY. If 2$ is a class of groups satisfying the conditions
of Theorem 2 and A is a direct sum of groups in the class £^ then
any two direct sum decompositions of A have isomorphic refinements.
In particular, this applies to the class ^, (by definition and Lemmas
1 and 2) so (specializing further) if A is a direct sum of complete
Hausdorff groups or of torsion-complete p-groups, then any two direct
sum decompositions of A have isomorphic refinements.

The results of this paper for torsion-free and mixed groups are
entirely new, but the corresponding questions for p-groups have a
considerable history. Reinhold Baer completely solved the problem
for countable p-groups in 1935 [1], Kulikov proved in [11] that if
an Abelian p-group is a direct sum of cyclic groups, then any two
direct sum decompositions of the group have isomorphic refinements,
thus generalizing one of the results obtained by Baer in the counta-
ble case. Kulikov also defined torsion-complete p-groups in [11] and
showed that any two direct sum decompositions of a torsion-complete
p-group have isomorphic refinements. E. Enochs, in work based partly
on earlier work of Kolettis [10], proved in [5] the special case of
Theorem 1 involving direct sums of torsion-complete p-groups. Our
proof of Theorem 1 was motivated by his paper. Crawley generalized
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this result in [3], replacing torsion-complete p-groups by Hausdorff
^-groups with the finite exchange property. In both of these cases,
one still needs to prove the corresponding special case of Theorem 2.
This has previously been done only in the special case of direct sums
of torsion-complete p-groups—for countable sums by Irwin, Richman
and Walker [7], and in general by P. Hill [6] and the author [12],
independently.

We close this introduction with some examples to illustrate the
limitations of our results. Numerous examples of groups without the
isomorphic refinement property are known, due to Baer [1] (for count-
able p-groups), Jόnsson [8] (for torsion-free groups), and Corner
and Crawley [2] (for Hausdorff p-groups). On the other hand, there
are groups not in the class & for which a theorem such as ours
should be provable. If G is a p-group such that the subgroup Gι of
elements of infinite height is torsion-complete and not zero, and such
that GIG1 is stiff (in the sense of [3]) then G has the exchange pro-
perty and any two direct sum decompositions of G have isomorphic
refinements, but G is not Hausdorff and therefore is not in ^ . Pos-
sibly the class ^ could be enlarged by omitting condition (i) and.
suitably altering condition (iii).

1* Lemmas on pure subgroups and projections* We recall that
if A is an Abelian group and B a subgroup, then B is pure in A if
nB = B f] nA for all integers n. We define the p-height (denoted hp}
of an element x by setting hp(x) ~ n if x = pny for some y but x Φ
pn+1z for any z, and hp(x) = oo if x is divisible by all powers of p..
By the height of x we mean the function associating to each prime
p the number hp(x). Clearly a subgroup B is pure in A if and only
if the heights computed with respect to B and with respect to A are
the same.

Most of the lemmas that follow are generalizations to mixed
groups of well-known and widely used results for ^-groups. The first
two, for example, are generalizations of Lemmas 12 and 7 of [9].

LEMMA 3. // M is a group and N a pure subgroup such that for
every x e M (x Φ 0) there is an integer n such that nx Φ 0 and nx e Nr

then N — M.

REMARK. This lemma is not true for modules over an arbitrary
integral domain. For instance, if D is a divisible iϋ-module which is
not injective, and E is the injective envelope of JD, then D is pure
in E and every nonzero element of E has a nonzero multiple in Dr

but E Φ D.
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Proof. By a finite reduction process, it suffices to show that if
p is a prime and px e N, then xeN. If px = 0 this is trivial by
hypothesis, since some nonzero multiple of x must be in N. Other-
wise, px = py for some y e N (by the purity of N) and p(x — y) — 0
so either x — y (and we are done) or x — y is of order p and hence
in N, and x = (x — #) + y is a sum of elements in AT.

LEMMA 4. Lei M be a group and N a subgroup and say that
for all x e N (x Φ 0) ίfeerβ is an integer n such that nx Φ 0, and nx
has the same height in M and in N. Then N is pure.

Proof. By a finite reduction we need only show that if px has
the same height in N and M then so does x. Since x and px have
the same g-height for all primes q, q Φ p, we need only consider p-
height and we must show that if x = pny for some y e M then there
is a z e N with x = pnz. If px = 0 the result is trivial since in this
case, if nx Φ 0 then nx and x have the same height. We therefore
assume px Φ 0.

Suppose x = p%7/, y eM. Then p# = pw+1τ/ and by hypothesis, p$ =
pn+1z0 for some 20 e N Then p(^%^0 — #) = 0 so either x — pnzQ (and
we are done) or pnz0 — x is of order p and hence has the same height
in M as in N. Since it is divisible by pn in M (since x = pny) it is
also divisible by pn in JV, so that there is a zx e N with p%z1 — pnz0 — x,
that is, x = pn(zQ — ̂ ), proving the result.

DEFINITION. If two pure subgroups A and B of a group ϋί" have
the property that each nonzero element of A has a nonzero multiple
in B and each nonzero element of B has a nonzero multiple in A, then
A and 5 are said to be essentially linked.

LEMMA 5. If M is a group with pure subgroups A and B which
are essentially linked, such that A is a summand (M = 4 © A ' ) , then
B is also a summand and M = B 0 A!.

Proof. The conclusion is equivalent to the statement that the
projection Θ\M—>A carries B isomorphically onto A. θ restricted to
B is clearly injective since any nonzero element of B has a nonzero
multiple which is left fixed by θ. We next note that Θ{B) is a pure
subgroup of A, by Lemma 4, since if θ{b) is in Θ(B), then for some
integer n, nθ(b) = nb Φ 0, and nθ{b) has the same height in Θ{B) as
in B (since θ restricted to B is injective) and the same height in B as
in A (since A and B are pure). Finally, any nonzero element in A
has a nonzero multiple in Θ{B), so A — Θ{B) by Lemma 3.



242 R. B, WARFIELD, JR.

LEMMA 6. If M is a group with pure, essentially linked subgroups
A and B, both summands {say M = i φ A! = B0 Bf), then also

Proof. Apply Lemma 5 twice.

LEMMA 7. If A and B are summands of a group M and every
nonzero element of B has a nonzero multiple in A, then the pro-
jection of B into A carries B isomorphically onto a summand of A.

Proof. Let the projection into A be θ. Θ{B) is pure by Lemma
4. By Lemma 5 therefore, Θ{B) is a summand with the same com-
plement as B.

LEMMA 8. If M is a group and n a positive integer, we can
decompose M = A 0 A' where nA = 0 and any nonzero element of Af

has a nonzero multiple in nAf. Furthermore if G = B 0 Bf is ano-
ther such decomposition then A — B and A' = B'.

Proof. Choose A to be a subgroup of M maximal with respect
to the properties that A is pure and nA — 0. A pure, bounded-order
subgroup is a summand [9, Th. 7], so we can decompose M — A 0 A!.
We must show that any nonzero element of A! has a nonzero multiple
in nA!. If the element has infinite order the result is trivial, and
otherwise it has a nonzero multiple of prime order, so it will suffice
to show that if x e A', x Φ 0, and px = 0, for some prime p, then x
is divisible by n. This is equivalent to showing that hv(x) ^ k, where
pk is the highest power of p dividing n. If this were not the case,
there would be an element ye A' with pmy — x, where hp(x) = m and
m < k. By Lemma 4, the subgroup [y] generated by y would be
pure, and hence a summand of A'. A 0 [y] would then be a pure
subgroup satisfying n(A 0 [y]) = 0, contradicting the maximality of
A.

To prove the final statement, note that nM — nAr — nB', so A!
and B' are essentially linked, so by Lemma 6, M = A 0 Br = B 0 A',
which implies that A = B and A! ~ B'.

LEMMA 9. Let Mbea group, and M = A 0 S 0 C = A0 D @E,
and suppose that A and A! are essentially linked, and every nonzero
element of D has a nonzero multiple in A 0 5 , and that π is the
projection of M onto B from the first decomposition. Then π{D) is
a summand isomorphic to D, and the subgroups A 0 π(D) and A! 0
D are essentially linked.
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Proof. Let θ be the projection of M onto B 0 C. By Lemma
6, M = AζBDξBE, so Θ(D) is a summand of B0 C. By the condi-
tion on elements of D, every nonzero element of 0(1?) has a nonzero
multiple in B. By Lemma 7 therefore, π(D) = π(θ(D)) is a summand
of 5, and it is clearly isomorphic to D. Note that π(D) and Θ{D)
are essentially linked by construction. To prove the last statement
of the lemma, it suffices to show that any nonzero element of D has
a nonzero multiple in A 0 π{D) and that any nonzero element of π(D)
has a nonzero multiple in Ar 0 D. For the first, we note that D g
A 0 Θ{D), and any element of A 0 Θ{D) has a nonzero multiple in
A 0 π(D). For the second, let x be a nonzero element of π(D) and
wa? a nonzero multiple which is in Θ(D). Then nx = α + ώ, where
α e i and de D. If α = 0 we are done. Otherwise there is a nonzero
multiple ra of α in A'. Certainly rnx = ra + rd is in A! 0 Z), and,
since ra Φ 0, rwα? Φ 0 since rα G A', and rdeD and A Π Z) = 0.

2* Proof of Theorem 1. We begin with three remarks which
we will need to refer to.

(2.1). Hypothesis (iii) of Theorem 1 can be strengthened by add-
ing the condition that none of the finite set of summands M^ieJ)
are of bounded order. To see this, let n be a positive integer such
that nMi = 0 for all of the M^i e J) which are of bounded order.
This is possible since there are only a finite number of them. Let
Gj (?! and G2 be as in the statement of condition (iii) and use Lemma
8 to decompose G2 so that G2 = G2* 0 G2J where nG* — 0 and every
nonzero element in G2 has a nonzero multiple in nG'2. We now let
G[ = Gx 0 G2*, so that G = G[ 0 G'2, where G[ is again of bounded order,
and every nonzero element of G2 has a nonzero multiple whose image
under / is in the sum of those M^i e J) not of bounded order.

(2.2). If G is in the class £gr then any two direct sum decom-
positions of G have isomorphic refinements. For if G = Σiez A{ =
Σie/ Bj , then by condition (iii) of Theorem 1 there is a positive in-
teger n such that nAi = nB3 = 0 for all but a finite number of the
iys and i's. We now apply Lemma 8 to each of the summands At
and Bj, using this integer n, and obtain decompositions

where nA* — nB* = 0 for all iel, j eJ, and any nonzero element of
A'i or B) has a nonzero multiple in nG. If A = Σ ί e/A*, A' = Σίe/^ί
and B and J5' are defined similarly, then G ^ i φ A ' - ΰ φ ΰ ' . These
decompositions satisfy the conditions of Lemma 8, so A = B and
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A! = Bf. These four groups have decompositions inherited from the
original decompositions of G. The decompositions of A and B are
finite, so by hypothesis (ii) of Theorem 1 they have isomorphic re-
finements. A! and B* are of bounded order and hence are direct sums
of cyclic groups, so their decompositions have isomorphic refinements
by Kulikov's theorem ([11] or [9, Exercise 34]). Putting these results
together, we have the required isomorphic refinements of the original
decompositions.

(2.3). Applying (2.2) several times, it is easy to see that if G
is a group which is decomposed in two ways as a direct sum of groups
in the class ϋ^, G = ΣrerCr = Σ UΛ A> and if these decompositions
have isomorphic refinements, then if G = Σίe/^4-* is a refinement of
the first decomposition, and G = Σ/ej B, is a refinement of the second,
then these two decompositions also have isomorphic refinements.

We now outline the rest of the proof of Theorem 1. Suppose
G = ΣiieiAi •= ΣjejBj where the A« and B5 are groups of the class
£&. We regroup the summands Ai into finite sets, setting Cr — Σ»ez Ait

where 7 is an ordinal in some initial segment of the ordinal numbers
(7 < λ), and the Ir we construct will be disjoint and their union will
be 7. We similarly group the summands Bό defining Dγ — Y^^JyBjf

where Jr is a finite subset of J, and the Jr are disjoint sets which
together include at least all elements j e J for which Bά is not of
bounded order.

We will then have

Σ r ( Σ r ) θ Σ B3
γ<λ \ΐ<λ / jeJ*

where J* is the set of all j eJ not contained in any of the Jr, and
all of the Bό(j e J*) are of bounded order. We will construct isomor-
phic refinements of these decompositions, which will prove Theorem
1 by (2.3). We will decompose the C"s and D's as follows:

and we will have by construction
(1) D\ = C\
(2) D2

r = C2

r+1 where C2

r = 0 if 7 = 0 or 7 is a limit ordinal.
(3) D) and C* are of bounded order.

(4) Σr<; (D\ θ D2

r) and Σr<; (Q θ Q) are essentially linked.
We now note that in the above situation, the theorem is proved,

since by (4) and Lemma 6,

G = Σ (Cf 0 Cr

2) Θ Σ ^ Θ Σ Bj
ϊ<λ γ<l jej*
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so that Σr<* £*r ΘΣ/ej*#i = Σr<λQ> and since these last groups are
direct sums of finite cyclic groups, we can get isomorphic refinements
by Kulikov's theorem. Hence our pairing in formulas (1) and (2)
above and this remark together prove the theorem.

We now construct the subgroups Cr, Dγ and their decompositions
to satisfy (1), (2), (3), and (4). We say the process is completed up
to k if

(a) for n ^ k (ordinal numbers) the finite sets In of indices are
chosen, and for n < k the sets Jn are chosen.

(b) for n < k the Dn and Cn decompose as above and the summ-
ands Di, Cl satisfy the statements (1), (2), (3) where they apply.

(c) Ck is chosen and C|, a summand such that Cl = JD|_X if k — 1
exists, and Cl — 0 if k is a limit ordinal.

(d) Σ.<* (Cl © Cl) 0 Cl and Σ.<, (Dl® Dl) are essentially linked.
Now let the induction hypothesis be that this has been done for

all k < 7, and do it for 7. If 7 is a limit ordinal the process is trivial.
Take Cγ to be any summand A{ not previously included in Ck(k <7),
and set C) = 0. Ir is the single chosen index i. (If no A< remain
then we are done, for no Bό can remain except possibly groups of
bounded order, since by the previous argument, if we let K be the
sum of the remaining summands BjΊ we have Σ&<r Dl 0 K = Σ&<r Cl>
a direct sum of finite cyclic groups, and by condition (iii), any element
of & which is a direct sum of cyclic groups is necessarily of bounded
order.)

If we are not at a limit ordinal, we change notation and assume
that the process has been carried out for 7 and do it for 7 + 1. We
are given Cr and C*. Let C* be a complement to Cf in Cr. Let Σ r Bj
be the sum of those summands B3 not in Dk for any k < 7.

We now apply condition (iii) of Theorem 1 to the subgroup C*
and its natural inclusion mapping into G, using the decomposition

k<γ k<γ

We obtain a decomposition C* = CJ 0 CJ, where CJ is of bounded
order, and also a finite subset Jr of J disjoint from all of the Jk,
k < 7, such that if Dr — Σ ej ^ then any nonzero element of C) has
a nonzero multiple in

Hence we have used remark (2.1) to eliminate summands of the form
D\j k < 7. We now apply Lemma 9, where A and A' (in the term-
inology of that lemma) are Σ*<r (Dl θ D\) and Σ^<r (C*L θ CJ) 0 Cr

2,
^ is D π and D is CJ. We obtain a summand Dr

L of Dγ which is
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isomorphic to Cj, and such that the subgroups

and Σ*<r (D\ 0 D\) 0 D\ are essentially linked.
We now apply the same process in the other direction, choosing

Jr+1, Cr+1, D2

r, D
3

T, Cγ+1 exactly as we choose Jr, Dγi Cr\ C?, and D\, re-
spectively. The proof is exactly the same, thus completing the induc-
tion and the proof of Theorem 1.

3* Proof of Theorem 2. Suppose we have

where the Mά are groups of the class <2f. We group these, as in the
proof of Theorem 1, defining summands Ni9 where each Ni is the sum
of a finite number of the Mό. The indices i of the Ni will form an initial
segment (i < λ) of the ordinal numbers and the Nt will be constructed
by transfinite induction, so that we will have M = Σ«<J Ni F ° r e a c h
i we will also construct summands Ait B{ of A and B respectively,
where A* and Bt are in the class £& and we will set d = A{ 0 B{.
By construction the C< will be independent, by which we mean that
the subgroup generated by them is their direct sum. We will de-
compose the Ni as follows

Λ7-. _ ATI Π\ ΛΓ2 Π\ ΛT3

where N* is of bounded order and Ni — 0 if i = 1 or i is a limit
ordinal. We then regroup and decompose again, so that we will have

where P? is of bounded order (the superscript 3 will always mean
this). Finally, the subgroups Σ%<χ Pi a n ( i Σ;<; Ci will be essentially
linked, so that by Lemma 5, Σi<χ C* is actually a summand of M.

Let us first show that when this construction has been carried
out we will have proved the theorem. By Lemma 6 the summands
Σi<j Pi a n ( i ΣΪ<A Ci interchange and we have

where the second term is a direct sum of finite cyclic groups. Now
Σi<λ Ci = Σή<χ A* 0 Σί<A Bi9 and since Σ ί < λ C< is a summand of M, so
are Σί<* ^ a n ( i Σί<; #•• Hence Σi<^ ̂  a n ( i Σi<^ -B» a r e summands
of A and I? respectively, and we have A = Σ i < M ί 0 ^ Λ J5 = Σ ΐ < ^ i 0 ^ * >
and i * φ ΰ * = Σ ^ (PI 0 -W) (since both are complements to Σ;<;t C<)
and since this is a direct sum of cyclic groups, so are A* and 5* by
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Kulikov's theorem. Any cyclic summand of M is in 3f (by hypothesis

(1) of Theorem 1) since it is actually contained in (and therefore a

summand of) the sum of a finite number of the original summands

Mj. Hence A — A* 0 Σ;<;t A% * s a direct sum of groups in the class

^ , which is what we wanted to prove.

To complete the proof, we must carry out the construction of

the subgroups Ni9 C< and P{ in the way outlined above. We say the

construction has been carried out for k if for i :g k, N{ is chosen and

for i < k, Ciy Ai9 and B{ are chosen (all belonging to the class £&),

where At and B{ are summands of A and B respectively, C* = A{ 0 Bi9

and all these are chosen so t h a t

(a) Ni = Nl®Ni(B N!(ί < k) with N! of bounded order and

N = 0 if i = 1 or a limit ordinal,

(b) Nk has a summand N£ which is zero if k is 1 or a limit

ordinal.

(c) For i < k, Ni 0 JV?+1 = Pi® Pi where PI is of bounded order.

(d) The d are independent and Σ*<£ C* is a pure subgroup of

M.

( e ) Σi<ifc ^ and Σ;<fc ^ a n ( ϊ essentially linked, so that , in par-

ticular, Σi</C Ci is a summand of M by Lemma 5.

We now suppose t h a t this has been done for all k < y and do it

for 7. Suppose first t h a t y is 1 or y is a limit ordinal. We let ΛΓr

be one of the remaining Mά (if any remain) and set N* — 0 (as we

must) . Note t h a t this choice guarantees t h a t the process eventually

terminates with the choice of all of the Mά. Conditions (a) and (c)

are trivially verified, having already been assumed for i < T, and (b)

is immediate from our definition of N*. For (d), it is clear t h a t the

Ci (ί < y) certainly are independent and their direct sum is a pure

subgroup, since it is an ascending union of pure subgroups. For (e),

we note t h a t Σ;<r Ci and Σi<r P% a r e essentially linked, and since

Σi<r P% is a summand, we can apply Lemma 5 to show t h a t Σ « r Ci

is also a summand. This completes the induction in this case.

Suppose, then, we are not a t a limit ordinal. For convenience

we assume t h a t the construction has been carried out for y and do

it for y + 1. Say Nr = N? 0 Nf, and let the projections to A and

B respectively be ΘA and ΘB. We can decompose M in three ways.

( Λ \ Ά/T — V C (Xλ A * CX\ 7?*
\ •*• / -LV-L — f i v-'i \£s -fl γ Kjp J-^γ

where A? is a complement in A of ^Σn<rAif and J5* is a complement

in B of Σί<r Bi.

( 2 ) M = Σ Pi 0 #
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where ^/M3 denotes the sum of those Ms not chosen to be in Nt

for any i, i^y. Since Σ;<r Ct and Σ*<r Pi are essentially linked we
also have

(3) ilf = Σ £<©#;© Σ ( Ή 0 Ή 8 ) © Σ r AT*.
i<r i<r

We now apply condition (iii) of Theorem 1 to the group N* and
the two homomorphisms ΘA and ΘB (applying the condition twice),
using the decomposition (3) above. We obtain a decomposition

N* = Nl © N?

where N? is of bounded order, and there are a finite number of the
summands Md not included in any Nt for i ^ 7, such that if Lr+1 is
the sum of this finite number of subgroups, then any nonzero element
of Nγ has a nonzero multiple whose images under ΘA and ΘB are both
in

Hence we have used remark (2.1) in order to eliminate summands of
the form Pi or Ni.

Now let π be the natural projection of M onto A* φ Bf from
decomposition (1). We have immediately

(4) ΣCi@N?@Lΐ+1 = Σ Ci0τr(iSΓ* 0 L γ + 1 ) .
i<r i<r

We let K = Σi<r Ci 0 JVr* 0 L7+ί. Note also that

(5) Jfn(A?ΘS?)

Now π(iVr* 0 Lr+1) is isomorphic to iVr* 0 Lΐ+1 and is therefore in
(since summands and finite direct sums of elements of Z& are in
and therefore has the finite exchange property, so that

A* 0 B* = π(N* 0 Lΐ+1) 0 A** 0 S**

where A r **gA*,5**£B*. We have natural decompositions

A* = A** 0 Df, B* = S** 0 D?

where the groups D^, Df can be identified as follows:

D? = Af n (π(N* 0 Lr+1) 0 β**)

D? - 5? n (π(iV* 0 Lr+1) 0 A**)

Note that the above formulas and statement (5) imply that
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(6) Kn A*SDf, and Kn B?SD? .

We let Dr = Df φ Df, and we claim that any nonzero element of
Nγ has a nonzero multiple in Σ*<r C* Θ A By the original definition
of N}f if a? e JV? and x Φ 0, then # has a nonzero multiple nx such
that if w# = y + z, with y e A and z 6 B, then 2/ and z are in if. We
will show that y is in Σ ί < r C* φ Z)r, and the proof for z will be the
same. We have y = α2 + α2, where αx e Σ*<r A+ and α2 e A* Since
<h e Σ « r Ci> it will be enough to show that α2 e D r. Since y and αx

are both in K, so is α2, so α 2 e 4 r n ϋΓ, and thus is in Dr by formula
(6).

We have now shown that any nonzero element of JVJ has a non-
zero multiple in Σ ί < λ C; φ Dγ. We apply Lemma 9 to obtain a summ-
and D\ of i?r such that the subgroups Σ ί < r P^ φ Nj and Σi<r Ci Φ Dι

r

are essentially linked.
Let Dγ be a complement to Ό) in Z)r. As usual, we cannot

handle all of D*, so we apply condition (iii) of Theorem 1 again, with
respect to the decomposition

where we use the notation Σ r ' Ms to denote the sum of those Ms not
chosen to be in Nt for any i ^ 7 or in Lr+1. We obtain a decomposi-
tion Z?*.= ΰ2

r φ D3

r, where Z)J is of bounded order, and there are a
finite number of summands Mά from the term Σ r ilf̂  such that if we
let Nΐ+1 be the sum of Lr+1 and this additional set of summands, then
any nonzero element of D* has a nonzero multiple in

Applying Lemma 9 again, (where this time the subgroups correspond-
ing to the A and A' of that lemma are Σί<r Pi Φ ty and Σ ί < r d φ DJ
respectively), we obtain a summand iVr

2

+1 of Nγ+1 such that the sub-
groups Σ w C β B D r θ D? and Σ ^ r ^ Φ ^ r Φ ^ w are essentially linked.

Unfortunately, D^ φ Z>? cannot be the Cr we need for our induc-
tion since it is not necessarily the sum of its A and B components.
We return then to Dr, and compare decompositions. We have

Dγ = Di@Df - Ό) φ Ό) φ Ό),

where nΌz

r = 0 for some positive integer n. Applying Lemma 8 (using
this integer n) we obtain decompositions

where A) and B) are of bounded order and every nonzero element of
Ay and Bγ has a nonzero multiple in Ό) φ Z^. Let
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γ — ^\.y \X) £>γ

Let σ be the projection onto N} 0 iV2

+1 from the decomposition

M = Σ Pi e w e Nhd Θ Σ ^ Θ Ni) e ivr

3 © N?+1 © Σ r+1 ̂  ,

where JV*+1 is a complement to iV2

+1 in Nτ+1. Since Σ ί < r C; and Σ ί < r

are essentially linked, and Σ <r <?•• θ A1 θ D*r a n d Σ*<r -P. θ W 0 ΛΓ
are also essentially linked, we know that σ takes Ό) 0 D) isomorphic-
ally onto N\ 0 iVr

2

+1. Let Pr = σ(Cr) and Pr

3 = σ(Ar

3 0 £3) We then
have

where Pr

3 is of bounded order. We now apply Lemma 9 once more,
where the A, A', and D of that lemma correspond to Σ ί < r P;, Σ ί < r Cif

and Cr respectively, and we see that the subgroups χ ί < r P< 0 P r and

are essentially linked. It is also clear that Cr is in Sf since it is
isomorphic to P r and Pγ is a summand of i\Γr 0 Nr+1, which in turn
is a direct sum of a finite number of groups in the class !3f. We
therefore have completed our induction and the proof of Theorem 2.

4* Complete Abelian groups* For any Abelian group A there
is a natural homomorphism

A —+ lim A/nA

where the limit is taken over the nonzero integers n ordered by di-
visibility. The inverse limit is denoted A and it is the Hausdorff
completion of A with respect to the uniform structure defined by
taking as neighborhoods of zero the subgroups nA (n Φ 0). The map-
ping A —* A is injective if and only if A is Hausdorff. We remark that
the homomorphism A—>Ά induces an isomorphism A/nA —• A/nA, so
that the image of A is a pure subgroup of A and the Z-topology on
A agrees with the topology induced (by the completion process) from
the Z-topology of A. The group A is complete and Hausdorff if and
only if A = A.

Note that a subgroup B of A is pure if and only if for all integers
n, n Φ 0, the natural homomorphism B/nB —> A/nA is injective. B
is dense in A (with respect to the Z-topology) if and only if for all
nonzero integers n, the natural homomorphism B/nB ~+A/nA is
surjective.
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LEMMA 10. If B is a pure dense subgroup of a group A and f
is a homomorphism from B into a complete Hausdorff group C then
f extends in one and only one way to a homomorphism from A to
C.

This follows from standard inverse limit or topological arguments.
(From the topological point of view, one needs to observe that any
homomorphism between two groups is continuous in the Z-topology
and that the ^-topology on a pure subgroup B agrees with the topology
induced from the Z-topology on A.)

If A is any group, we let A1 be the subgroup of A consisting
of those elements divisible by all integers n. The proof of the follow-
ing lemma is an elementary computation.

LEMMA 11. // B is a subgroup of a group A, then the closure
of B is the inverse image in A of (A/B)1. In particular, B is closed
if and only if A/B is Hausdorff, and B is dense in A if and only
if A/B is divisible.

For any prime p, we denote by Zp the ring of rational numbers
which can be written as fractions with denominators prime to p9 and
for any group A, we let Ap = A ® Zp, regarded as a Zp-modvle. Ap

is the localization of A at the prime p. If Ap is the submodule of
Ap consisting of all elements divisible by all powers of p then we
define the Hausdorff localization, Ap of A by A$ = Ap/Ap. We have
natural homomorphisms φp: A —> Ap, and hence a natural homomorphism

If A is Hausdorff, this imbeds A as a pure, dense subgroup of Π?> ̂ *
This proves the following lemma.

LEMMA 12. If C is a complete Hausdorff group then the natural
homomorphism C —> JJP C* is an isomorphism.

To exploit this lemma, we need some results about modules over
the rings Zp. The results are actually valid for modules over any
discrete valuation ring. A subset X of a ^-module is a pure inde-
pendent subset if the elements are independent and the submodule [X]
generated by X is a pure submodule. A submodule B of M is a
basic submodule if it is pure, dense, and a direct sum of cyclic modules.
By [9, Lemma 21] any maximal pure independent subset generates a
basic submodule, and it is trivial to verify that if X is a pure inde-
pendent subset then X is maximal if and only if [X] is dense (or
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equivalently, M/[X] is divisible). The next lemma is a refinement
of [9, Th. 23].

LEMMA 13. If M is a Zp-module and C a pure submodule which
is complete and Hausdorff, X a maximal pure independent subset of
C, and Y a set disjoint from X such that X U Y is a maximal pure
independent subset of M, then M — C 0 ΰ , where D is the closure of
the submodule generated by Y.

Proof. Define a function / on the set X U Y by f(x) = x if x e X
and f(y) = 0 if y e Y. This extends to a homomorphism of the basic
submodule generated by I U Γ, which can be regarded as a homo-
morphism of [X U Y] into C. By Lemma 10, this extends to a homo-
morphism of M into C, which we also call /. Since / is the identity
on [X] and [X] is dense in C, / is a projection onto C. If D is the
kernel of the projection then D is closed since C is Hausdorff. To
show that D is the closure of Y, we remark that M/[X U Y] is di-
visible and M/[XΌ Y] ~ C/[I]0 i)/[7] , so D/[Y] is divisible, which
implies that Y is dense in D by Lemma 11.

LEMMA 14. If M is a Zp-module with torsion submodule T, and
X is a subset of M, and Xo and Xγ are the subsets of X consisting
of the elements of finite and infinite order respectively, then X is a
maximal pure independent subset if and only if Xo is a maximal
pure independent subset of T and X1 is mapped bijectively onto a
basis of the Z/pZ-vector space M/(T + pM).

Proof. Let X be a maximal pure independent subset of M and
let C = [XJ. Then the natural homomorphism C/pC-*M/(T + pM)
is an isomorphism by the proof of Lemma 21 of [9], and certainly
Xo is a maximal pure independent subset of T, which proves half of
the lemma. Conversely, if the condition above is satisfied, and
σ: M-+M/T is the natural map, then σ takes Xx bijectively onto a
maximal pure independent subset of M/Y by [13, Lemma 3]. The
submodule B generated by σ(X^) is therefore free, so

It follows immediately that X is an independent set. Also, since B
is pure in M/Tf σ~\B) is pure in M, and since [Xo] is a pure submodule
of the summand T, [X] is a pure submodule of M. Finally, M/[X]
is clearly divisible, since T/[XQ] and M/(T + [XJ) are both divisible.

LEMMA 15. Let M be a Zp-module, Y a maximal pure independ-
ent subset of M, and X a pure independent subset of M. Then there
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is a subset Z of Y, disjoint from X, such that X U Z is a maximal
pure independent subset of M.

Proof. This result was proved for p-groups in [4, Lemma 10.12].
We therefore know that if XQ and Xt are the sets of elements of
finite order and infinite order respectively in X and Y"o and Yx are
the corresponding subsets of Y, then there is a subset Zo of Fo, dis-
joint from XQ, such that XQ U Yo is a maximal pure independent subset
of the torsion submodule T of M. If φ is the natural map of M onto
M/(T + pM), (where T is the maximal torsion submodule of M), then
φ takes Y1 bi jectively onto a iΓ/pϋΓ-basis for M/(T + pM), and Xt

bi jectively onto an independent subset of M/(T + pM). There is there-
fore a subset Zx of Γi, disjoint from X19 such that φ takes Xx U Zλ

bi jectively onto a basis for M/(T' + pM). This proves the lemma,
setting Z = Zo U Zx.

THEOREM 3. A complete Hausdorff group has the exchange pro-
perty.

Proof. Let A be a group and C a complete Hausdorff summand
of A, and say A = Σiei A We will show that there are subgroups
A S A with

We first prove the theorem in the local, Hausdorff case. Suppose
that A, C, and the Di are all ^-modules. Suppose in addition that
A is Hausdorff. Let X be a maximal pure independent subset of C
and Yt a maximal pure independent subset of D^ By Lemma 15, we
can extend X to a maximal pure independent subset of A by adding
elements from the sets Y{. Let the added sets be F/ £ Yi9 and let
Z be the union of the sets Y (so that X U Z is a maximal pure in-
dependent subset of A). By Lemma 14, if £7 is the closure of the
subgroup generated by Z, then A = C © E. We let ^ = E Π A>
and we claim that £7= Σ i e z ^ Since A is Hausdorff, A is closed,
so Ei is also closed. Since the Ei are in different summands, Σ ί e / ^
is closed, and it contains Z, so E = Σiei-^i a s desired. Hence, A =
C φ Σ e/-&.•> proving the exchange theorem in this case.

We now prove the theorem in general. If A = Σiei A then A* =
Σiei(A)? a^d C* is a Hausdorff complete summand of A*. By the
previous case, there are submodules E^p) £ (A)J such that

A* = C * © Σ #<(*>).Σ
This means that there is a projection gP: A* —> C* such that
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( 1 ) Ker (gv) = Σ ker (gp) f] (D,)* .
iεl

What we need to prove is that there is a projection /: A —> C such
that

(2) Ker (/) - Σ Ker (/) n A .
iel

The definition is now clear. Let

g. TίAϊ->ΐi c*
P V

be the homomorphism induced by the mappings gp:A*^>Cp, let φ be
the natural homomorphism

P

with coordinate mappings φp, and let

σ:*Π.C*-+C

be the inverse of the isomorphism of Lemma 15. Let / = σgφ. To
prove that (2) holds, we need only check that if x e A and x — Σ χί
in the decomposition Σ t e / A then if f(x) = 0, we also have /(#*) — 0.
If f(x) = 0, then gPC& ΦP(x%)) = 0 for each prime p. By (1), this im-
plies that gp(φp(Xi)) = 0 for each prime p, which shows that f(x{) = 0
as desired. This proves that (2) holds, and if we define

Ei = Ker (/) Π A >

then we have

A = C®Σ}Ei.

This completes the proof of Theorem 3.

COROLLARY. A complete Hausdorff group is in the class ^.

Proof. Condition (1) is immediate and condition (ii) is contained
in Theorem 3. For condition (iii), we suppose that C is a complete
Hausdorff group and /: C —> M a homomorphism of C into a Hausdorff
group M which is a direct sum, M = Σ ί e i - ^ We first remark that
it will suffice to show that there is a finite subset JQl, such that
for some nonzero integer n, f(nC)Q^ieJMt. For in this case we
apply Lemma 8 to obtain a decomposition C = Cx 0 C2, where nCλ = 0
and any nonzero element of C2 has a nonzero multiple in nC2 , whose
image under / is therefore in Σ ί e i ^

We assume first that the decomposition of M is countable, M =
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ΣΓ=i M^ The subgroups / ^ ( Σ ^ i Mi) are closed subgroups of C whose
union is all of C, so by the Baire category theorem, for some integer
m> /"HΣί^i M^ contains a neighborhood of 0, namely nC, for some
nonzero integer n.

If the result were false in the general case (with an arbitrarily
large index set I) and if the mapping / and the group M in fact
provided a counterexample, then we could find a sequence of integers
Ujij = 1, 2, •••)> a sequence of elements x5 of C, and a sequence of
distinct summands of the original family, which we simply write Nί9

such that Xj is divisible by % and f(xj) has a nonzero coordinate in
Nj. If we let No be the direct sum of all of the summands Mi not
in our chosen list, then we have a decomposition M = Σ7=o ̂  which
provides another counterexample, this time with a countable number
of summands. Since this has been shown to be impossible, the coroll-
ary is proved.
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THE AMBIENT HOMEOMORPHY OF AN INCOMPLETE
SUBSPACE OF INFINITE-DIMENSIONAL

HILBERT SPACES

JAMES E. WEST

The pair (H, Hf) is studied from a topological point of
view (where H is an infinite-dimensional Hilbert space and Hf
is the linear span in H of an orthonormal basis), and a com-
plete characterization is obtained of the images of Hf under
homeomorphisms of H onto itself. As the characterization is
topological and essentially local in nature, it is applicable in
the context of Hilbert manifolds and provides a characteri-
zation of (if, £Γ/)-manifold pairs (M, N) (with M an iZ-manif old
and N an ϋΓ/-manifold lying in M so that each coordinate
chart f of M may be taken to be a homeomorphism of pairs

(U, UnN) -^ (/(ED, ΛU) n Hf)).
This implies that in the countably infinite Cartesian pro-

duct of H with itself, the infinite (weak) direct sum of Hf
with itself is homeomorphic to Hf (the two form such a pair),
and that if K is a locally finite-dimensional simplicial complex
equipped with the barycentric metric (inducing the Euclidean
metric on each simplex) and if no vertex-star of K contains
more than dim (H) vertices, then (K X H, K X Hf) is an
(H9 £Z/)-manifoId pair.

These results are used in [10] to study H/-manifolds much more
intensively to obtain results previously available only for iϊ-manifolds
or in the case that Hf is separable, i.e., connected i^-manifolds are
homeomorphic to open subsets of Hf, homotopy-equivalent ί//-manifolds
are homeomorphic, and there is an essentially unique completion of
an jff/-manifold into an iϊ-manifold, yielding an (H, i?/)~pair.

It should be remarked that this characterization has already
been achieved for separable Hilbert spaces by R. D. Anderson [1]
and by C. Bessaga and A. Pelczynski [5], and that the observations
concerning (JET, iϊ/)-manifold pairs have been made by T. A. Chapman
[6, 7] in that case. (Chapman then proceeded to obtain most of the
results of [10] in the separable case by methods which seem at the
moment to be limited to separability.)

Throughout the discussion, X will denote some complete metric
space, and J%f(X), the group of all homeomorphisms of X onto itself.
The term "isotopy" ("isotopic") will be understood as an abbreviation
for "invertible, ambient isotopy", that is, a map F: X x [0, 1] -* X
such that the function G: X x [ 0 , l ] - > I x [0, 1] defined from F by
setting G(x, t) = (F(x, t), t) is a homeomorphism. (When an embedding

257



258 JAMES E. WEST

/ of a subset of X into X is said to be isotopic to the identity,
then, there will exist an extension g of / to an element of 3ίf(X)
which is invertibly ambient isotopic to the identity.) If ^ is a
collection of open sets of X, a map / of a subset Y of X into X
will be said to be limited by ^ if for each point y of Y such that
V Φ f(y), there is a member of <%S containing both. A homotopy
F: Y x [0, 1] —• X will be said to be limited by <2S if for each point
y of Y such that F({y} x [0, 1]) Φ {y}, there is an element of ^f
containing F({y] x [0, 1]). If £f is a collection of subsets of X then
^ * will denote their union, and S^ will be termed normal whenever
there is an open cover ^ of J^* by mutually disjoint sets with the
property that for each U in ^ , U f) ̂ * e S^. The letter N means
the positive integers. Finally, if A is a subset of X and Sf is a
collection of subsets of X, then st (A, £f) denotes the star of A with
respect to £f, that is, the union of all members of 6^ meeting A,
and st ( ^ ) = {st (S, S^)\Se S^}. Also,

sf (A, SS) = st (st—^A,

and stn(S) = st (&tn~1(^)). All refinements used will be understood
to be composed of open sets, and J7~ is a st%-refinement of 6^ pro-
vided that stTO(^~) refines 6^.

The first lemma is due to Anderson and Bing [2].

LEMMA 1. Let {fn}neN be a sequence of homeomorphisms of the
complete metric space X onto itself, and let ^ be any open cover
of X. // {Un}n=o is a collection of open covers of X such that
st2 (^o) refines <%? and for each n in N c'2/n is a star-refinement of
^n-i of mesh less than l/2%, then {fn° ••• ° fι}neN converges (uni-
formly) to a member of 3$f(X) which is limited by ^ provided
that for each n in N fn+1 is limited by %Sn and mesh

(/Γ1 o . o f-ι(^/n)) < l/2% .

Proof. Anderson and Bing proved that {fn o . . . o f}neN con-
verges uniformly to a member / of £lf(X). To verify that / is
limited by ^ , it is sufficient to observe that for each x in X and n
in N, there is a U(x, n) in ^/n containing both fn o . . o f(χ) and
fn+i ° * ° fι(χ)i a n ( i there is also a U(x, 0) in ^ 0 containing both x
and f(x) If V(x, n) is an element of ^"Λ_1 containing st (U(x, n), ^n)
for each x and n, then x and fn+ί o . . . o /^a;) lie in

U U(x, m)(zX) U(x, m) U V(x, n)
m=0 m = 0

c U C7(x, m) U V(x, n - 1) c c U(x, 0) U V(x, 1)

C 0),
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so x and f(x) must lie in the closure of st (U(x, 0), ^0)> which is
contained in st2 (U(x, 0), ^/0), which lies in some member of ^/.

LEMMA 2. If ^ is a collection of pairwise disjoint open subsets
of X, then there is an open cover T^ of %f*, refining <%S9 with the
property that if for each Ue^ fΌ is a homeomorphism of U onto
itself which is limited by %" then the function f defined by f(x) =
fu{x)i if X&U, and f(x) = x, if x^^*, is a homeomorphism of X
onto itself.

Proof. Let T = {V(x) = {yeX\d(y, x) < d(z, x)/2 for each z in
X\U} \xe U£<%/}, where ώ( , •) is the metric for X. Then for any
points z of X\U*, and y of X, d(z, f{y)) fS 3eZ(2,2/), which establishes
continuity. As / must be one-to-one and onto, and the same argu-
ment establishes the continuity of f~\ f is a homeomorphism.

Let J%Γ be an hereditary collection of closed subsets of X which
is invariant under the action of 3ίf(X), that is, each closed subset
of a member of J T is in 3Γ and f(K) e ST if Ke 3T and fe ^T(X).
A set A in X will be termed JϊΓ-absorptive if for each open cover
<%S of a member if of < ^ and each member Kr of ^ ~ contained in
K Γi A, there is a homeomorphism / in <% (̂X) which is limited by
^ , is the identity on iΓ', and carries K into A. If / may always
be chosen so that there is an isotopy from it to the identity which
is limited by ^ , then A will be called strongly 3>t'-absorptive.

LEMMA 3. If A is St^-absorptive (strongly JsίΓ-absorptive), L is
an open subset of a member of ^t] and U is an open cover of L in
X, then there is a member f of ^f{X) carrying L into A which is
limited by ^ (is isotopic to the identity by an isotopy limited by C2

Proof. As ^ * is an open subset of the complete metric space
X, it may be given an equivalent metric under which it is itself
complete, so Lemma 1 holds under the new metric. Let {Vn}neN be
a sequence of open sets in X such that each contains its successor
and f)neN Vn = X\U*, and let <%?" be a refinement of ^ which
covers ^ * and has the property that any member of <%^(^*) which
is limited by W~ extends to an element of έ%f(X) which is also
limited by <W. If J%Γ' is the collection of all members of 3Γ which
lie in ^ * , then from the definition of (strong) ^^absorptivity it is
immediate that as a subset of ^ * , A Π E7* is (strongly) 3ίΓf-
absorptive. Using Lemma 1 and the fact that L\Vn+ι contains L\Vn

for all n in N and that both are in 3ίΓ\ select a sequence {fΛ}neN

of members of Jg^(^*) with {fn o . . . o fλ}neN converging to a member
of 3lf(<Zf*) which is limited by W" and such that for each n, fn
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carries fn_, © . . . o/^Z^yj into i f l ^ * and is the identity on

This may be done because each of the functions fn° o /x may be
kept limited by W^, which ensures that they permute the elements
of 3fΓ'. Extending the limit homeomorphism to all of X so that it
is the identity off ^"* produces the desired member of £ίf(X). (In
the case that an isotopy is desired, and that A is strongly ^^absorp-
tive, consider the cover c%Γf = {W x [0, 1] 1 We 3^} of ^ * x [0, 1]
and construct a level-preserving homeomorphism of ^ * which is
limited by W\ is the identity on ^ * x {0}, and carried L x {1}
into A x {1}. The associated isotopy extends to X.)

A collection s^f of members of K will be called a Jsf~-complex if
it may be expressed as a countable union U ϊ = o X of subsets of
itself such that s^n = Ul=o J ^ ί is closed for each w and s^[n] =

l i e j / J is normal for all w. (Here, j ^ " 1 = 0 . ) The set
* will be said to admit the structure of a S£~-complex. If J ^ *

is (strongly) ..^absorptive, then it will be referred to as a (strong)
3^-absorption base.

THEOREM 1. If <%s is an open cover of X and A* and J3* are
two (strong) J3t~-absorption bases in X, there is a homeomorphism f
of X onto itself (an isotopy F of X), limited by ^ , such that
/(A*) = J9*(F(A* x {1}) = B*).

Proof. Let s*f = U?=o JK and & = \J~=Q ̂ n be .^complex
structures for A* and 5* respectively. As the construction of an
isotopy in the strong case may be handled from the construction of
a homeomorphism in the other case as was done in the previous
proof, only the latter construction will be made here. It is quite;
simple. Since J ^ is invariant under the action of §ίf(X), so is the
collection of (strong) .^absorption bases. A sequence f19 gί9 f2, g2,
of members of 3ίf(X) is to be chosen with {g~x ofno . . . o g~ι ofι}neN

converging to an element / of 3ίf(X) which is limited by %?. Further-
more, fn(gn~i ° °f(^fn)) is to be a subset of ^ * , gn(&n) is to be a
subset of fn o gζLt o . . . o g-ι o /L( j ^ * ) , fn is to be the identity on
9n-i ° Λ-i ° ° QT1 ° fA^f^1) U ̂ n~\ and gn is to be the identity on
fn ° Qn-i ° ° 971 ° fr(^fn) U ̂ n~x. Then the limit homeomorphism
/ is limited by %f and /(J^*) = ^ * . The selection of these homeomor-
phisms may be made inductively so as to satisfy the convergence
criterion of Lemma 1 because for each n, J^[n] and &\n\ are normal
and s/n~γ and &n~l are closed, so Lemmas 2 and 3 may be applied
and the homeomorphisms constructed piecemeal on collections of pair-
wise disjoint open sets in X.
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THEOREM 2. // U is an open subset of X, A* is a (strong)
J%Γ~absorption base for X, and <5ίΓf is the set of all members of
J2Γ contained in U, then A* f] U is a (strong) 3ίΓ'-absorption base
for U.

Proof. It has already been remarked that A* Π U is (strongly)
Jϊ^'-absorptive, so all that is necessary is to demonstrate that it
admits the structure of a _$r*'-complex. If A* Π U= 0 , then J2Γ'=
{0}, and A* n U is a strong .^'-absorption base for U. Otherwise,
let {Vn}neN be a collection of open sets with X\Ud F u + 1 c F u + 1 c Vn

for each n, and with ΠneN Vn = X\U. Now, let

^ £ = U {A\Viln-m+ι) I A
0

and ^ + 1 - Umto{-4\F2U_m+l3+1i 4 e X } . If UΓ=o ̂  is denoted by
^ , it is apparent that ^ n is closed for each n. To see that ^?\n\
is normal for each n, let {^}w e^ be a collection of sets of mutually
disjoint open sets of X with the property that ffcς* contains s*f[n]*
and that for each Ujn <%fn, Uf] sf\ri[* e J*f[n). Then define W~2n =
U { ^ F \ F 1 CΓ m ) a n d

F 2 U _ m + 1 ) \ F 2 ( M + 2 ) I C7G

for each n — 0, 1, The collections 5 ^ are composed of pairwise
disjoint open sets separating members of ^[n], so & is a J^~'-
complex. Since .̂ f* = j y * Π ί7, the proof is complete.

If {Yn}neN is a collection of spaces, then Π^e^ Yn will denote
their Cartesian product. If, for each n,yneYn, then Π ^ e ^ ί ^ ^ ^ )
will denote that subset of ΓLe;\r i ^ composed of those points with
w-th coordinate differing from yn for at most finitely many n. Also,
let <& be a class of spaces which is closed under the operations of
taking closed subsets and of taking finite products, and for each
space F, let ^(Y) denote the collection of images of members of <&
under closed embeddings in Y.

THEOREM 3. // {Xn}neN is a sequence of complete metric spaces
and if, for each n, Ssf(n) is a ^(Xn)-complex, and xn is a point of
J*f(ri)*, then UneA^fa)** %n) admits the structure of a ^ ( Π ^ e ^ ^ ) -
complex.

Proof. For each finite subset S of N, let / denote the natural
injection of ΐ[nesXn into line* CX»» #n) Now, for each ordered
^-tuple (mίy , mn) of nonnegative integers, each of which is no
greater than n, let ^?(n; m19 , mn) = {/(Π?=i Λ) I A< e J^(i)w <}. Order
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the set of all these collections in such a manner that

&(n\ mlf , mn) :> &(n'; mi, , m'n,)

if n >̂ nf or if n — nf and mf ^ m̂  for all y. The order selected
will be isomorphic to the nonnegative integers, so index the ^ ' s by
them in a manner consistent with the above requirements. Let
& — U~=o ̂  For each n, <^?n* is closed, so &n is, also. Thusr

in order to check that & is a ^(Y[neN Xn)-comp\ex, it is only
necessary to verify that ^\i\ is normal for each i. However, for n
and (m1( , mn) such that ^ ^ — &?(n\ mlf , m j , and for B in
^ , ^ ^ c ί ^ d l H J / ί i ) ^ " 1 ) , so if for each w in N and each
nonnegative integer m, ^ * is an open cover of j/(%)[m]* in Xn by
pairwise disjoint open sets U with the property that

Uf] jV(n)[m]* e s*f{ri)\m\ ,

then ψ\ - {Π?-i U5 x ΠΓ-*+i X i I Ui e ^ for i = 1, , }̂ is a cover
of ^ [ ί ] by mutually disjoint open sets of JlnBNXn with the property
that the intersection of each with &[i\* is a member of ,^[ϊ\.
Thus, each ^\i\ is normal and & is a ^(ΠWeiv^)-complex. As it
is immediate that ^ * = TίneA^(n)*<, %n), the theorem has been
proved.

REMARK. It was tacitly assumed above that there were infinitely
many X^s. Of course, the same proof works for a finite collection.

COROLLARY 1. //, in the above, n«ejv(*^(w)*, xn) is (strongly)
neN Xn)-absorptive, then it is a (strong) (^'(Y[neN Xn)-absorption

base.

REMARK. It is clear from the definitions that if X and Y are
homeomorphic, then any homeomorphism between them carries the
^(X)-complexes to the ^(F)-complexes and the (strong) ^(X)-
absorption bases to the (strong) ^(Y^-absorption bases.

From now on, ^ will denote the class of all finite-dimensional
compact metric spaces. The next lemma is an extension of Proposi-
tion 4.5 of [5] to the nonseparable case and to isotopies. It consists
of combining Theorem 4.2 of [3] with the Bartle-Graves Theorem.

LEMMA 4. If X is an infinite-dimensional Frechet space and
K is a compact subset of X, then for each open cover ^ of K
there is a second, ^ such that any embedding of K in X which is
limited by Y* is (invertibly ambient) isotopic to the identity by an
isotopy which is limited by %S.
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Proof. For a real number (positive) r and a point x in a metric
space, N(x, r) will denote the open ball centered at x with radius r.

Let λ be a Lebesgue number of fS with respect to K, let
5^ = {iV(α5, λ/36) | αeJBΓ}, and, inductively, for n > 1, let

Now, let 3^ = \JneN jr. If / embeds K in X and is limited by 5 ,̂
let Y be the closed linear span in X of the image of F: Kx [0, 1]—>X
defined by i*7^, ί) = (1 - t)x + tf(x). Let pγ: X-+X/Y be the canoni-
cal projection, and let qγ: X/Y—+X be a right inverse for pF sending
0 to 0. (This is by the Bartle-Graves Theorem. For a proof see
[11].) Now, the function hf: X/Y x Y —>X defined by hf — qγp1 + p2

is a homeomorphism, where pι and p% denote the projections onto the
first and second factors, respectively.

From the definition of 5̂ 7 it follows that for each element V of
st4 (3O, V + N(0, λ/3) is contained in some member of ^ , where
here " + " denotes the set of all sums of pairs of elements, one from
the first set and one from the second. Letting W be a neighborhood
of the origin in X/Y which qγ carries into N(0, λ/3), one sees that
hf(Wx {T* n Y)) lies in ̂ * and, indeed, that {hf(Wx V)\Ve st*(T \ Y)}
refines ^ . (Here, T \ F = {Vf] Y \ V e T}.)

Select a map g: X/Y-+[0,1] such that ^ ( 0 ) z> (X/Y)\W and
Oeg-'iΐ). Since Y is separable and T* Π Y is open in Y, [3] yields
an isotopy G: (T* Π Y) x [0, l ] - > ^ * n F from the identity homeomor-
phism at t = 0 to an extension to 5^* Π Y of / at t = 1 which is
limited by st4 (3^ | Y). Then ί ί : I x [0, 1]-+X given by

is the desired isotopy.
Let H be an infinite-dimensional (real) Hubert space, let E be a

complete, orthonormal basis for H, and denote by Hf the collection
of all (finite) linear combinations of members of E.

THEOREM 4. Hf is a strong ^{H)-absorption base.

Proof. Two things must be shown, namely, that Hf admits the
structure of a ^(ϋO-complex and that it is strongly ^(JϊJ-adsorp-
tive. To see the first, let j^J be the set of all integral linear
combinations of members of E. For n > 0, let

&n = \Qn = { J ^ β m I *» β [0, 1], m = 1, ,

are n distinct elements of E>,
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and let j^ς = {A == Qn + x \ Qn e &n, x e j^fQ}. It is readily seen that
•S& = U~=o J^» is a ^(iϊ)-complex with J ^ * = Hf.

By Lemma 4, in order to demonstrate that Hf is strongly ^(H)-
absorptive one must only show that for each member K of C^(H),
each open cover ^ of K, and for each closed subset K' of K Π fl/,
there is an embedding / of K in i?/, limited by ^ , which is the
identity on K\ Since K is compact, there exists a Lebesgue number
λ for <%S with respect to if, so one must only find an embedding /
of K in Hf which moves no point as much as λ and is the identity
on Kf. However, the total boundedness of K and the denseness in
H of Hf lead to the existence of a sequence {e^ieN in E and a
sequence {n(i)}ieN in N such that if pt is the orthogonal projection of
H onto the span of {es}]^n^l)+if then || ΣΓ=i2><(α) - α II < 2~m-2λ for
each meN and a?eif. Also, since iΓ is finite-dimensional, for each
set S of 2dim (K) + 2 distinct elements of i?, there is an embedding
of K in the unit sphere ( = elements of norm one) of the subspace
spanned by S. Assume that for each i, n{i) — n(i — 1) >̂ 2dim (K) + 2,
and let /< be an embedding of K in the unit sphere of the span of
K ^ U - D + I . Now, let g map K into [0, 1] such that K' = flr^O), and
for each i let h, map [0, 1] into [0, 1] such that hτι(0) = [0, l/n(Z)]
and hτ\l) = [1M(2), 1] and for ΐ > 1,

ΛΓi(0) - [l/n(i - 1), 1] U [0, l/n(i + 2)]

and hτ\l) = [l/w(i + 1), l/w(ΐ)]. Finally, set

/(a?) - Σ (max {hd o ̂ (^)})^(α;) + Σ 2-^λ A, o g(x)fM(x) .
ieN j^i ieN

This is the desired embedding.

COROLLARY 2. If % is any collection of open sets of H and Y
is any ^(^^-absorption base in &*, then there is an ambient,
invertible isotopy of H onto itself which is limited by ^ , is the
identity at t = 0, and at t = 1 is a homeomorphism hx such that
hx{Y) = ^*f)Hf.

Proof. Lemma 4 shows the equivalence of the concepts of
absorption base and strong ^(^*)-absorption base, Theorem 4 com-
bined with Theorem 2 gives that ^ * Π Hf is also a strong ^(<g/*)-
absorption base, and Theorem 1 supplies the isotopy on f̂* limited
by an open cover given by Lemma 2 which refines ^ and has the
property that any isotopy limited by it may be extended trivially to
one on H.
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COROLLARY 3. Let {Hn}nBN be an indexed, countably infinite
collection of copies of H, and let Y be the subspace of Πnβ -̂ff*
consisting of all points with at most finitely many nonzero co-
ordinates, each of which lies in the appropriate copy of Hf. Then
Y is homeomorphic to Hf.

Proof. It is easy to modify the proof of Theorem 4 to show-
that Y is ^(Π^etfίU-absorptive. If the copy of Hf in Hn is
denoted by (Hf)n, then Y — T[neN ((#/)»> 0), so Corollary 1 applies to
show that Y is a ^(Π^e^ί^J-absorption base. However, J[neNHnis
homeomorphic to H by a theorem of Bessaga and Pelczynski [4], so
by the remark following Corollary 1, Y may be embedded in H as a
^(ίO-absorption base. Corollary 2 now applies to finish the proof.

The above result is crucial to [10]. The next two results identify
some simplicial complexes whose products with Hf are jfiΓf-manifolds.

THEOREM 5. If K is a metric simplicial complex and K x H
is an H-manifold, then K x Hf is an Hrmanifold.

Proof. By Theorem 3 (the remark after Theorem 3), K x Hf is
a ^(K x ϋf)-complex, since K is by definition a ^(iO-complex. The
strategy of the proof is to show that K x Hf is a ^{K x if ^absorp-
tion base, to embed K x H component-wise in H as open subsets
(using a theorem of Henderson [8]) and then to use Corollary 2 to
find a homeomorphism of the open subsets in question onto themselves
throwing the images of K x Hf onto Hf Π (the open subsets). Thus,
all that is necessary is to establish the ^{K x if)-absorptivity of
K x Hf. In fact, since for each vertex v of K, st° (v, K)— the open
star of v in K— is a contractible open set, st° (v, K) x H will be
homeomorphic to H by [9], so all that is needed is to show that
st° (v, K) x Hf is <Sf (st° (v, K) x iϊ>absorptive. Therefore, let X be
a finite-dimensional compactum of st° (v, K) x H, let ^ be an open
cover of X in st° (v, K) x H and let X' be a closed subset of
Xfl (st° (v, K) x Hf). Lemma 4 together with the fact that st° (v, K)xH
is homeomorphic to H establishes that it is sufficient to find an
embedding of X in st° (v, K) x Hf which is limited by ^ , and is the
identity on X'. Let λ be a Lebesgue number for ^f with respect
to X, and let pH denote the projection of K x H onto H. As noted
in the proof of Theorem 4, there exists a sequence {ei}ieN in E and
another sequence {n(i)}ieN in N such that n(i) — n(i — 1) ̂ > 2dim (X) + 2
for each i and ||Σ&*Pi ° PH(®) — PH(X) II < 2~m~2λ for each meN and
α? e X, the rest of the notation being as in the proof of Theorem 4.
Constructing fo:X—>Hf by the same method as used in Theorem 4,
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except for the substitution of pζ o pH for pif and setting / = (pκ, f0)
produces the desired embedding, if pκ denotes the projection of
KxH onto K.

COROLLARY 4. If K is a metric, locally finite-dimensional,
simplicial complex such that no vertex-star contains more vertices
than dim (H), then K x Hf is an Hf-manifold.

Proof. By Theorem 4 of [12], KxH is an if-manifold, so
Theorem 5 applies. (This metric is assumed that in the abstract.)

Actually, if a pair (X, Y) of spaces, F c l , is called a (H, Hf)~
manifold pair provided that X is a paracompact iϊ-manifold and
there is an open cover ^ of J by sets U for which there are open
embeddings fv: U-+H such that fπ(U\J Y) = MU) Π Hf9 then the
following have been established.

THEOREM 6. The pair (X, Y) is a (H, Hf)-manifold pair if
and only if Y is a r^(X)-complex, X is an H~manifold, and the
following weak c^'(X)-absorptivity condition is satisfied: For each
finite-dimensional compactum C of X, each open cover <%f of C, and
each compact subset C" of C Π Y, there is an embedding of C in Y
which is limited by ^ and extends the inclusion of C". If (X, Z)
is another (H, Hf)-manifold pair and "T is an open cover of X,
then there is an isotopy of X, limited by 5̂ 7 from the identity to
a pair homeomorphism of (X, Y) onto (X, Z).

COROLLARY 5. // (X, Y) and (X', Yf) are (H, Hf)-manifold pairs,
then (X x Xr, Y x Y') is an (H, Hf)-manifold pair.

COROLLARY 6. // (X, Y) is an (H, Hf)-manifold pair and K is
a metric, locally finite-dimensional, simplicial complex such that no
vertex-star contains more than dim (H) vertices, then (X x K, Y x K)
is an (H, Hf)-manifold pair.
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ADJOINT PRODUCT AND HOM FUNCTORS IN
GENERAL TOPOLOGY

PETER WILKER

The well known natural equivalence [RxS,T] = [R, Ts],
valid in the category of sets and set mappings, can be derived
in various ways in the category of topological spaces and con-
tinuous maps, provided suitable topologies are introduced on
the product set R X S and on the set of all continuous maps
from <S to T. In this paper we will show how to construct
topologies of this kind. The ordinary product topology on
R X S and the compact-open topology on Ts will be given
their proper setting in this context.

Given the category of topological spaces and continuous maps, we
shall write Con (A, B) for the set of morphisms from space A to space
B, A x B for the product of the carrier sets of A and B. If R, S, T
are three topological spaces, suppose topologies have been fixed on
R x S and on Con (S, T). [R x S, T] and [22, Con (S, T)] will denote
the sets of continuous maps from R x S to T and from R to Con (S, T)9

respectively. (No topologies introduced on these sets.)
As in the category of sets and set mappings, there is a naturally

given function Φ from [22 x S, T] to [R, Con (S, T)] defined by

fe [R x S, T]; (Φf)(r/s) = / ( r , s) (reR,seS).

Its inverse is the function Ψ from [R, Con(S, T)\ to [R x S, T], given by

g e [22, Con (S, T)]; (Ψg)(r, s) = g(r/s) (reR,seS).

The problem to be investigated in this paper is the following: what
topologies on R x S and on Con (S, T) will make the couple (Φ, Ψ) a
natural equivalence, i.e., will make the functors - x S and Con(S, —)
adjoint functors?

The best known example is probably the use of the product
topology on R x S and of the compact-open topology on Con (S, T),
restricting S to locally compact Hausdorff spaces. Starting from this
standard situation, two lines of attack on the general problem have
been opened in the literature. One can start with the product topology
on R x S and look for conditions on Con (S, Γ), or else one starts at
the other end by using the compact-open topology for Con (S, T), look-
ing for suitable topologies on R x S. (See [1], [2], [3]; the authors
do not use categorical language and their aims are somewhat different
from ours).

269



270 PETER WILKER

In this paper we shall use a different approach. For the space
Con (£, T) a class K of topologies is chosen generalizing the class of
set-open topologies of [1], Requirements for Con (S, T) and for R x S
to be functors and for (Φ, Ψ) to be a natural equivalence will on the
one hand reduce K to a subclass of admissible topologies on Con (S, T)
and will on the other hand force R x S to carry topologies uniquely
determined by the topologies on Con (S, T). (The word "admissible"
is used in its ordinary sense, not as in [1]).

By a suitable choice of topologies a natural equivalence [R xS, T]~
[R, Con (S, T)] can always be established in more than one way, irre-
spective of the nature of the spaces R, S, T. There is even a minimal
and a maximal nontrivial solution to this problem (given the class K
of topologies on Con (S, T)). This will be the content of §'s 2, 3 and 4.

The remaining part of the paper is concerned with the role of
the compact-open topology on Con (S, T) and of the product topology
on R x S in this context. One of the admissible topologies on Con (S, T)
is determined by the compact sets of S; it turns out to be equal to
the compact-open topology only in case S satisfies a condition which
does not seem to be easily reducible to familiar properties of topological
spaces, but holds for well-known classes of spaces, e.g., Hausdorff
spaces. Given an admissible topology on Con (S, T) and the correspond-
ing one on R x S, if the latter is required to be the product topology
the space S has to satisfy a local condition related to local compactness.

2* Topologies on Con (S, T) and on R x S. Notation: R, S, T
will always denote topological spaces. Given S, the letter @ will be
used to describe the space of open sets of S as well as the correspond-
ing lattice, g, ©, will be used for filters on @, ^ gf, ^ C , 3ίΓ,
for families of such filters. If K is any subset of S, %(K) will denote
the filter of all open sets of S containing K; @ = f$(0) counts as a
filter. Finally, Z will stand for a Sierpinski space, i.e., a space con-
sisting of two points z19 z2 and with 0 , {2J, {z19 z2} as its open sets.

Let j ^ ~ be a family of filters on @ containing the filter @ itself.
For any % e ^~ and any open set U of a space T we define

<g, C/> - {/6Con(S, Ty.f-'Ue® .

By requiring the family of all these sets to be an open subbasis one
introduces a topology τ(^~) on Con (S, T). If all filters of ^ are of
the form %(K), τ(%) will be a set-open topology in the sense of [1].

Let g, ©ej^T obviously, <g, C/>n<®, ϋ> = <gn®, tf>, where
gΠ© is the intersection (meet) of the filters g a n d ©. Hence there
is no loss of generality by assuming ^ to contain all finite intersections
of its members; this will be tacitely understood in the sequel.
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Next, look at each g e J?~ as a subset of the space @ and introduce
a topology on @ by requiring ά?~ to be an open basis.

To determine a topology on R x S we introduce a special notation.
Let AdR x £; for each rGiϋ, let ^r denote the set of all seS such
that (r, s) G A. The function ^ from R to the power set of S com-
pletely describes A and we shall write A — \φ\.

Suppose topologies have been defined on @ and on Con (S, Γ) by
means of a family ^ ^ of filters on @, while R x S carries a topology
yet to be specified. Consider the transformations Φ and Ψ introduced
in §1. For Φ and Ψ to be natural transformations, the following
conditions are obviously necessary: given fe [R x S, T], g e [R, Con (S,
T)], reR, the mappings Φf: R — Con (S, T), (Φ/)(r/-): S -> Γ and f#:
R x S —* T must be continuous. We shall say that Φ and ?F must
preserve continuity.

THEOREM 1. Φ and Ψ preserve continuity if and only if the
following holds: a subset [φ] of R x S is open in the chosen topology
if and only if φ is a continuous map from R to @.

Proof. Assume the conditions on the open sets of R x S. Let
U be open in T,fe[RxS, T],reR. Define φ by [φ] = f~ιU. It is easy
to see that for any g e J^ {Φf)~K% U> = φ~ι% and ( ( φ / ) ^ / - ) ) - 1 ^ - φr.
Φ preserves continuity if and only if φ~^% is open in R and φr is open
in S, which is just our assumption. Similarly, for g e [R, Con (S, T)]
define φ' by [φ'\ = (Ψg)~ι U. Ψ preserves continuity if and only if [φf]
is open in R x S. But φ'r = (g(r/-))~ιU and φ'~ι% = g-χ%, C7>. Thus,
φ' is a continuous map from R to & and [̂ '] is open by assumption.

Suppose Φ, W preserve continuity and let T — Z. If [φ] is any
open set of R x S, construct /: R x S —> Z by putting /(r, s) = zι for
<r, s) G [φ], f(r, s) = ̂ 2 for (r, s) ί [^]. Obviously, / e [i2x S, Z]. Choosing
{«J as the set U and repeating the argument used above we see that
Φ is a continuous map from R to @. Conversely, let φ: R—>& be
continuous. Construct g: JS-*Con (S, Z) by g(r/s) = z1 for s e ^r, g(r/s) = z2

for s g ^r. We must show g e [R, Con (S, Z)\. Since {g{r\-)Yι{z^ =• φr,
we have g(r/-) e Con(S, Γ). For any g G ̂ " and £7open in Z, g-χ%, U>
can only be equal to 0, R or φ~λ%. Hence g is continuous. Repeating
the argument used to show that Ψ preserves continuity we see that
[φ] is open in R x S.

Theorem 1 restricts the system of filters J^ which may be used
to define a topology on Con (S, T), because the family of subsets [φ]
of R x S described by Theorem 1 must satisfy the axioms of a to-
pology. Actually, three of these axioms hold for any family ^ 7 The
sets 0 and R x S are open in R x S, because they correspond to the
constant functions from R to @ with 0 and S as values, respectively.
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Let φ19 <f>2:R-+& be two continuous functions and define φλ ΓΊ φ2 by
(0i Π Φ*)r = φγr Π φjr, the intersection on the right to be taken in S
Obviously, [^JflM = [^n^], hence φ1f)φt must be continuous. But
this is always the case, since for any filter g of &~ we have {φι Π Φ2)~ι%~
{r e R: φ,r n Φ2r e g} = {r e R: φxr e g and φ2r e g} = φτ'% Π ί^g, which
is open in R x S. There remains the union axiom. For any family
Φii R —»@(i e I) of continuous maps define U & by (U Φι)r = U 0;r(ΐ e I).
Because U[&] = [U^*], U î must be continuous. We investigate this
requirement.

A filter g of @ will be called compact, if for any system i4<(i e J)
of open subsets of S, whenever U ^ G g ^ G l ) , there is a finite subset
iΓc/ such that \jAiG%(ieK). If g and © are compact, so is gΠ®.
If % is of the form %(K), it is a compact filter if and only if if is a
compact subset of S. Filters of this kind will be called compactly
generated.

A family of filters ^ may satisfy the following condition:
(A) For any two open subsets Alf A2 of S and for any % e «Ĵ 7 if

A, U A2 e g, there are filters ®19 @2 e ^ such that A, e ©i, A2 e ©2r

THEOREM 2. U ^*(i e J) is α continuous map from R to @, /or
i/ α^d Ô ZT/ i/ ^ is a system of compact filters satisfying (A).

Proof. Let φi .R—*@(ΐ e J) be a family of continuous maps. For
g e ^ 7 define the set F = (U Φi)^ = {re R: U far) e %(i el)}. F must
be shown to be open in R.

Assume % compact; for each reF there will be a finite subset
Krdl such that U far) e %(i e Kr). Write Fr - {s e R: U fas) e %(i e Kr)}.
By definition, Fez UFr(r eF). On the other hand, for any seFr we
have U fas) c U (Φj s)(i e Kr, j e I) and because % is a filter, U(^s)eg,
i.e., seF. Hence F = \jFr and to show F open it will be sufficient
to consider only finite families of continuous maps φt. As the general
finite case follows by induction, two functions φlf φ2 will suffice.

φ1 U φ2 is continuous if and only if the set G — fa U Φ2)~1% = {reR:
φxr U Φ%r G g} is open in R for any g e ^ 7 Assume J^~ to satisfy
condition (A). To any reG there correspond filters ©r, ^ r e ^ such
that φxr e ©r, φ2r e Qr, ©r n ^ r e g . We claim G = U (ΦTι®r Π ^Γ^rXr G G).
By definition, G is contained in the right-hand set. Let s be an ele-
ment of ΦT^rΓiΦϊ1®^ for some reR. Then

φxs e ®r, φ2s e $r, φyβ UΦ2s G φ r n © r e g ,

hence seG. This proves equality and shows G to be open.
For the converse, let g e&~ and let A^i el) be a family of open
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sets of S such that U A< e %(i e I). Consider the space R = @7, equipped
with the product topology and write π{\R—+@(i G /) for the canonical
projections. An open basis of R consists of finite intersections of sets
πf1®, where © e ^C The functions π{ are continuous. By hypothesis,
the same is true for (j fti(i e /). Thus the set H = {u e i?: U (π^) e f$
(i G J)} is open in R and each point of H belongs to a basic open set
contained in H.

Define aeR by π{a = A< for all i e / . Then aeH and there are
a finite set Jal as well as filters Q^e^ such that ae C\πjι§ό(zH
(jeJ). This implies πμe$Qά for all j e / . Define beR by π, δ = Ay

(iG J), TΓ^ — 0(iel — J). For i e J, 7ry6 = TΓ̂  α, thus be Ππ^&j. Since
Ππj1^- is a subset of H, beH and uτr<δ = U Ay eg(i eI,jeJ). This
shows g to be compact.

Finally, let I be the set {1, 2}, otherwise using the same notation
as above. The element a e R = @ x @, defined by πxα = An 7Γ2α = A2

will again satisfy aeπ^^^πς^^aH for two appropriately chosen
filters -φi, ^2e^ί thus AiG^, A 2 G ^ 2 . Let the set C be a member
of & Π § 2 and consider the element cei?, defined by 7ΓLc = ττ2e = C.
Because c e π Γ ^ n π T ^ c z l ϊ , we have πxc U r̂2c = C e g. Since this
holds for any such C, ^ i Π & c g and JF' satisfies condition (A).

A system of compact filters satisfying (A) will be called an ad-
joining system. Suppose all filters of a system ^ are compactly
generated. Our next theorem describes condition (A) in this case.

For any subset X of S define X* to be the intersection of all
open sets containing X. Obviously, (X1UX2)* = X* UX2*; if K is
compact in S, the same is true for K*, because any open cover of
K* is also an open cover of K, hence contains a finite subcover which
must be above K*.

We shall call a compact set K for which K — K*, fully compact.
All compact sets of a topological space are fully compact if and only
if the space is Tx.

Let %{K) be a compactly generated filter; it is an immediate conse-
quence of our definition that %(K) = %(K*). Moreover, %(Kf) Π %(K}) =
M l ^ U l Q * ) and @ = g(0) - g(0*). One may therefore assume that
the compact sets generating the filters of the given family j^~~ are
all fully compact.

We need one more fact, easily seen to hold: if K and L are com-
pact sets in S, then %(K)a%(L) if and only if L*c.K*.

THEOREM 3. Let JF* be a family of compactly generated filters
on @, and let & denote the family of fully compact sets of S which
generate the filters of JK Then ^ satisfies condition (A) if and
only if the following holds: if A19 A2 are open sets of S and if Ke&
is such that KdA1[jA2, there are KlyK2e& with ζ c ^ , K2aA2,
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Theorem 3 is an immediate consequence of the facts established
above.

3* Functotial requirements• Given an adjoining system ^ on
@, Theorems 1 and 2 show that ^ uniquely determines topologies
on Con (S, T) as well as on R x S such that Φ and Ψ preserve con-
tinuity. (Φ, Ψ) determine a natural equivalence between [R x S, T]
and [R, Con (S, T)] if, given the space S, Con (S, T) and R x S are
(object mappings of) functors in T and R, respectively. This will
now be shown.

Let T, T' be topological spaces, p: T—+T' a continuous map. As
usual, the morphism mapping C(p): Con(S, T)~>Con (S, Tf) of the functor
Con (S, - ) will be defined by C(p)f = p/, for any / e Con (S, Γ). It must
be shown that C(p) is continuous with respect to the topologies defined
on Con (S, T) and on Con (S, T). For IP open in T and for g e &~ we
have C ^ ) " 1 ^ , CΓ> = < g, p-1 Ϊ7' >, which implies continuity of C(p).

Similarly, let iϋ, J?', q:R—>R' be given, g continuous. The mor-
phism mapping P(q): R x S—*R' x S of the functor — xS is defined
by P(q)(r, s) = (gr, s), for any (r, s)eR x S. We show that P(tf) is
continuous with respect to the topologies chosen for R x S and Rr x S.
Let [φf] be open in Rr x S and define φ: R—*S by φ — φ'q. It is easy
to see that Piq)"1^] = [$*], which is open in R x S by Theorem 2.

The variety of adjoining systems for a given space S depends of
course on the nature of this space. To obtain a categorically significant
simultaneous choice of adjoining systems ^~(S) for each space S we
now require Con (S, T) and R x S to be functors in S as well. To
investigate this requirement we have to define two operations on sys-
tems ^ and list their properties.

Let j r be a family of filters on @ and let g^e J^Γie/. In
general, U g»(i 61) will not be a filter. We want to adjoin to ^ all
unions of its members which are themselves filters. Hence we define
J^" to be the family of all filters on @ which can be written as un-
ions of filters belonging to ^ 7 If all filters of &~ are compact, the
same holds for ^ 7 and if ^ satisfies condition (A) of §2, so does

Consequently, if ^ is adjoining, then J^ is also adjoining.
can actually be larger than ^ 7 The following example will incident-
ally prove the existence of compact, not compactly generated filters.

Let the space S consist of the set of natural numbers N together
with an element w&N. Write So = N, Sn = N — {0, 1, 2, , n — 1}
(n ;> 1). Open sets of S shall be the sets Sn, {w}, Snl){w} and the
empty set. Write %(n) for the filter generated by the compact set
{n} on &(neN). Then g = U%(ri)(neN) is a filter, as is easily seen.
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If it were compactly generated by a fully compact set KaS, the
intersection of all its members would be K. But this intersection is
the empty set 0 , while % φ g(0) = @, since {w} $ %. Hence for

): n e N], J^ is properly contained in

THEOREM 4. Let j ^ \ gf be two (not necessarily adjoining) fa-
milies of filters on a space @, and let τ(J^ T), r(5f, T) be the cor-
responding topologies on the space Con (Sf T). Writing σ <L τ, if the
topology τ is finer than the topology σ, we have τ(&, T) ^ τiJ^ T)
for all T if and only if g^c.^7

COROLLARY. τ(jη T) = τQ^ T) for all T.

Proof. Let T = Z, a Sierpinski space, and let © G ^ . The set
•<©, {zjy is not empty, since the constant function f:S—>Z with value
.zγ belongs to it. On the other hand <©, {zj> = Con (S, Z) if and only
if ® = @. Suppose ®Φ& and assume τ(&, Z) ^τ(jr;Z). Then
•<©, fe}> = U <Si, faJXi G I), where g4 G ̂ 7 We want to show © = U &.
For AG@, define /GCon (S, Z) by fa = ^(α G A), /α = ^2(α e S - 4 ) .
Because /€<©, {̂ }>, there is an ί G / such that fe($i, {«J>, which
implies ^ G g ; and ©cUgi . By a similar argument, UδίC©. This
proves S^c^Γ

The converse is an easy consequence of the definitions. The
corollary is implied by the fact that ^ is a basis for the topology
-τ(jr T).

Let S, S' be two topological spaces and let q: S —> S' be continuous.
For any filter g on @ define the subset <?'g of @' by q'% = {Af e &':
'q~xAr e%). g'g is a filter on @', and if g is compact, so is ^'g; this
follows easily from the algebraic properties of q~\ If % = %(K), then
q'%(K) = g(g-SΓ); if, therefore, g is compactly generated, so is q'%.

Given a family ^ of filters on @, let us write g '^" for the
family of filters q'%, g G ^ T If jr satisfies condition (A) of §2, the
same is true for g'^7 This again is an immediate consequence of the
definitions. Together with the facts noted above we have: if ^ is
an adjoining system, then q'j^" is also adjoining.

Returning to the investigation of the functorial requirements, let
T be a fixed topological space and consider Con (S, T) as the object
mapping of the (contravariant) functor Con( —, T). For a continuous
q:S-*S', define the morphism mapping D(q): Con (S', T)-+Con(S, T)
by D(q)f = f'q (f'eGon(S\ T)). The topologies on the two spaces
Con (S, T) and Con (£', T) are assumed to be given by adjoining systems
«^r and ^~'> respectively. D{q) must be continuous, i.e., for each
g G ^ and for each open subset £7c T, the set D(q)-ι<$, U> has to
he open in Con (S', T). It is easy to see that D(q)~χ%, C7> = <g'g, C/>,
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which is a basic open set of the topology defined by q'j^~ on Con (S', T).
Thus, this topology must be coarser than the given one. Conversely,
if this is true, D(q) will be continuous. Theorem 4 now implies

THEOREM 5. If for each space Con (S, T), T fixed, a topology is
defined by the choice of an adjoining system J^~(S) on the corre-
sponding space S, then Con( —, T) together with the mapping D is
a functor if and only if for each continuous map q: S —» £' the re-
lation qfJΓ(S)czJ^(Sf) holds.

We shall describe this relation briefly by "^"(S) is functorial".
If adjoining systems have been chosen according to Theorem 5,

then R x S with the topology induced by J^(S) is also, for fixed R,
(the object mapping of) a functor. For any continuous q: S—+S' de-
fine the morphism mapping Q(q): R x S —* R x S' by Q(q)(r, s) = (r, qs)
((r, s)eR x S). Q(q) is continuous. To see this, let [φf] be open in
R x S', where φ':R—»&. The inverse q~ι of q induces a mapping
gr-1:®'-*©; define φ:R-+& by φ = q-ψ. Then Q(g)-1^'] = [φ], as
is easy to see. For any %e^~(S), we have φ~ι% = 0'~WS) By as-
sumption, q'% is open in the space ©' with respect to the topology
given by JP~(β'). This shows φ~ι% to be open in @, φ to be continuous^
[φ] to be open in R x S and finally Q(q) to be continuous.

4* Minimal and maximal adjoining systems* Let the variable
E range over the finite subsets of a topological space S. By gf we
shall denote the family of all filters $(E). & is adjoining: every
%(E) is compactly generated, and if A, B are open sets in S with
Al)Be%(E) for some E, then A e g(AΠ-Er), B e %{BC\E), %(Af]E) Π
%(Bf)E) = %((AuB)f)E) = %(E). It is also easy to see that g"(>S)
is functorial: for any continuous q: S-+S', q'%(E) = %(qE), hence

Before stating the next theorem we need a preliminary discussion.
Let S, S' be two topological spaces. Given a point t e S', write qt for
the constant map qt: S—* S' with value t. If % is a filter on @, then
gjg = g({ί}), provided g ^ @; otherwise, q[& = @'. This follows from
g^A' = S(ieA'cS'), gr 1 ^ - 0( ίg A').

Consider the system of filters ^ ~ on @, consisting of the filter
@ = g(0) alone. It is a trivial fact that ^ ~ is adjoining and ^~{S)
is functorial. One can prove a slightly stronger result: if J^iS) is
functorial and ^"(So) = ^~(SQ) for some space So, then ^~(S) — ^~(S)
for all spaces S. Let ίGS0 (we exclude the empty space); for any
space S, consider the constant function qt:S—>SQ. Since ^(S) is
functorial, we must have q\^~'(S)cz^~\SQ) = J7~(SO), hence q[% = @0

for all g e ^ S ) . By our discussion above, this forces % — @ and
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Of course, the choice of ^~(S) leads to a trivial
solution of our original problem: Con (£, T) carries the indiscrete, R x S
the discrete topology.

THEOREM 6. &(S) is a minimal adjoining system for any space
S, in the following sense: if J^{S) is a functorial choice of adjoin-
ing systems different from ^~(S), then

Proof. Given S, let s e S and consider the constant map qs: S—>S.
By assumption, there is a filter g e ̂ ~{S) with g Φ @. Since q^ =
%({s}), Theorem 5 implies g({s})eg and gfcjP^.

The topology induced by if on Con (S>, T) is equal to the subspace
topology with respect to the space Ts of all functions from S to T,
carrying the ordinary product topology. In keeping with the term
"set-open" a name sometimes used for this topology is "point-open";
it is called p-topology in [3], usually also the topology of point wise
convergence.

The topology on R x S corresponding to 8" can be described in
different ways. Suppose r: R —• ?$S is a mapping from R to the power
set of S, s: S —> ?βR a mapping from S to the power set of R. We
shall call r, s reciprocal, if for any veS, s(v) — {ueR: v er(u)}, or
equivalently, if for any u e R, r(u) — {v e S: u e s(v)}. Obviously, to each
r there corresponds exactly one reciprocal s, and conversely. If r
maps R to points of S, s is simply the inverse mapping r - 1.

Suppose r is a map from R to @, the space of open subsets of S.
We shall call r and its reciprocal s, topologically reciprocal, if the
same is true for s, i.e., if s maps S into 3ΐ, the space of open sets
of R.

The topology on R x S, induced by the adjoining system &(S),
can now be described as follows: a subset [φ] of R x S is open in
this topology if and only if φ and its reciprocal ψ are topologically
reciprocal.

The filters 3({s})(s 6 S) constitute an open subbasis for the topology
given by & on @. Because [φ] is open if and only if φ:R—>& is
continuous, [φ] will be open if and only if ^"^({s}) = {r e R: s e φr) =
ψs is open in R. This is exactly what we have claimed.

Another description of the topology on R x S has been given by
R. Brown (see [2]), who also briefly comments on its connection with
the point-open topology on Con (S, T). ([2], Remark 1.15).

To obtain maximal adjoining systems, we first show how to con-
struct new systems out of a family of given ones. Let j^~\(ί e I) be
a family of adjoining systems on a space @. Define U *^~i(i € /) as the
set of all filters which can be written as finite intersections of filters be-
longing to U *^~i. By a straightforward application of the definitions
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involved one proves easily: U *_^r

ί(ί e I) is an adjoining system; if all
filters belonging to U ^ are compactly generated, the same holds
for the filters of U * J ^ .

This construction allows to define two distinguished adjoining
systems on any space @. The first one is the system ^ , obtained
by applying our construction to the family of all adjoining systems
on @. ^£ is of course the maximal adjoining system on © further-
more, ^£(β) is functorial.

The second distinguished system will be denoted by 3ίΓ\ it is
constructed from all adjoining systems consisting of compactly gener-
ated filters only. Since g7 is such a system, J%Γ is not empty. J2Γ(S)
is functorial: for any continuous q: S -~+Sf and any compactly generated
filter %(K) we have q'%(K) = %(qK); qK is compact.

Note that other adjoining systems satisfying the functorial re-
quirement can be obtained by cardinality arguments. Consider for
instance, on a space @, the family of all adjoining systems of com-
pactly generated filters, where for each such filter a generator may
be found with cardinality ^m, m a fixed infinite cardinal. Application
of our construction to this family yields an adjoining and functorial
system 3ΓJ<β) for each space S.

5* The compact-open topology• The compact-open topology on
a space Con (S, T) is defined by the system J%1 of all compactly gener-
ated filters on @. ^ " 0 need not be adjoining, as will be shown pres-
ently; hence the compact-open topology does not always provide a
solution to our problem. However, due to the importance of this
topology for the theory of function spaces an investigation of spaces
S for which the compact-open topology on Con (S, T) is induced, for
any T, by some adjoining system is indicated.

Let j ^ ~ be such a system. According to Theorem 4, we have
j?r — j ^ ; conversely, a system ^ satisfying this equality defines,
for any T, the compact-open topology on Con (S, T).

THEOREM 7. If J^ = 3%l for some adjoining system J^ on @,
the space S satisfies:

(D) If K is a compact subset, and if Alf A2 are open subsets
of S such that KaA^A^ there are compact sets Ku K2 in S with
ζ c Λ , K2aA21 KczK.uK^

Conversely, if (D) holds, the adjoining system 3ίΓ defined in
§ 4 equals

Proof. Suppose jP^ = J%ί and let K, A19 A2 satisfy the hypothesis
of condition (D). Then Λ U A e g ί i O and %(K)ejβ: Since ~JΓ is
adjoining, there exist filters %lf %^W^ with A, e%ίy A2 e%2,
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%(K). gi, fjk being members of Sέ^y there are compact sets Lίif L2j

(i el,je J) such that % = U g(L14), & = U $(£.*)(* e 7, j e J). A, e &
implies LλczA19 where L1 is one of the sets LH; similarly, L 2 c4 2 .
Furthermore, & n g 2 = U (8(J^) Π S(L,y)) = Ug(LHUL2i), thus g(LLu
L2)cg(ίΓ). As was shown in §2, the latter relation is equivalent to
KczK*c:L* \JL}. By letting K, = L*, iΓ2 - L* we have established
the first part of the theorem.

Suppose (D) holds in a space S; then it also holds if "compact"
is replaced by "fully compact". Theorem 3 now shows St^ to be
adjoining. Obviously, <_5̂  = ^

Examples of spaces satisfying (D) are easily provided: discrete,
indiscrete and pseudo-finite spaces (all compact sets finite; see [4] or
[5]) are instances in case. We give a sufficient condition for (D) to
hold, which covers some important classes of spaces.

We shall use the following notation: T^i = 1, 2, 3, 4, 5) denotes
the usual separation axioms, where for i ^ 2 we do not assume Tt.
A space is called a KC space (according to [5]), if every compact set
is closed; it will be called a K*C space if every fully compact set is
closed. This is equivalent to: if K is compact, A open, and if KaA,
then KcA (where K is the closure of K). Finally, a space will be
said to be KTif if every compact subspace is a T4 space.

THEOREM 8. Any KT4 space satisfies condition (D). // the space
is a K*C space, KT4 is equivalent to (D).

Proof. Let K be a compact subset, Alf A2 open subsets of a KT4

space S, such that KaAι\jA2. The sets K — A19 K — A2 are closed
subsets of the subspace K and (K — Aλ) D (K — A2) = 0 . By assump-
tion, there are open sets Bl9 B2 in S such that K — A^B^ K — A2aB29

KC\BλC\B2 - 0 . Writing K, = K - Bu K2 = K ~ B2, we have K.ciA,,
K2dA2 and Kx{jK2 — K. The sets Kl9 K2 being closed in the compact
subspace K, they are compact in S.

Let S be a K *C space satisfying (D), and let K be a compact sub-
space of S. If CΊ, C2 are closed disjoint subsets of K, write Dly D2 for
their complements in S. Because KaDι U D2 and A, A are open, there
are compact sets Ll9 L2 in S with L^czD^ L2aD2, KaL^L^ By as-
sumption, LίdDίy L 2 cD 2 . Writing Af̂ Λfa for the complements of L1,L2

in S, we have dcil ί i , C2cikf2, jK'nMiflMs = 0 . Hence K is a Γ4 space
It is easy to see that T2, T3 and r 5 spaces are KT4 spaces and thus

satisfy (D). This is trivial for Tδ. Any subspace of a T2(TZ) space is
itself Γ2(JΓ3); as is well known, a compact Γ2(JΓ3) space is also a Γ4 space

We shall see in the next section that (D) holds also in locally
compact spaces.

On the other hand, neither 7\ (or the stronger KC) nor compactness
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imply (D). Consider the space Q+, the one-point-compactifieation of
the space Q of rationale. Q+ is a compact KC space (see e.g., [5]),
hence also 2\ and K*C. By Theorem 8, Q+ will satisfy (D) only if
it is a T4 space. Because Tx and T4 imply T2, Q

+ would have to be
a Hausdorff space, which it is not.

6* The product topology• The topology induced on the space
R x S by an adjoining system on @ need not be the product topology.
In this section we give necessary and sufficient condition in order
that a given adjoining system induces the product topology on R x S,
for any R.

Let % be a filter on @ and let Ft(i e I) be the family of its
members. We write g° for the set (nF-)°(ieI). (X° denotes the
interior of X in the space S). If % = %(K) is compactly generated,
then g° = K*°.

Let R, S be two topological spaces, A an open subset of R, B an
open subset of S. We define a mapping ψ(A, B): R-+& by ^(A, 5)r — J5
(r G A), TKA, J?)r = 0( r e R - A). Obviously, with the notation of §2,
[ψ(A, B)] = A x 5. Let g be any filter on @. It is easy to see that
ψ*(A, B)-1^ is equal either to A or to 0 or to R. Hence ψ(A, B) is
continuous for all A, B and A x 5 is open no matter what adjoining
system is chosen on @ to determine a topology on R x S. This shows
that any such topology is finer than the product topology.

Since the family of sets A x B is an open basis for the product
topology on R x S, an adjoining system on @ determines this topology
if and only if to any continuous map <ρ:R—+& there correspond open
sets A,cJ?, BidSiiel) such that [φ] = U[f(Aiy

THEOREM 9. An adjoining system J^ on @ induces the product
topology on R x Sy for any R, if and only if any open set AaS
satisfies A— U g°, where % runs through all filters of J?~ containing
A as an element.

Proof. The condition is necessary. Let R be the space @ with
the topology given by ^ 7 We claim: the family of sets [ψffi, B)]
(g e ^ 7 B open in S) is an open basis for the product topology on
@ x S. Indeed, an open set in @ is given by 21 = U &•(&• € ̂ 7 i e J)
and [Ί/Γ(St, JB)] = U [φ(%j, B)](j e J). Consider the identical mapping
ε: @ —• @. Since ε is continuous, [ε] is open in @ x S and there exist
filters %e^ and open sets Bi(zS(ieI) such that [ε] = UhKS*, JB<)]
(iel), or equivalently, ε = U^(g<, Bt) (according to the notation in-
troduced in §2). For any open AaS we have εA — A — U ^(S*, Bt)A =
U ^-(i elyje J(A))9 where the subset J(A) c J is determined by i e J(A)
if and only if A e g<. Hence for any i e / and any A e g< we have
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Bid A and consequently Bid%°i. Fix an open AaS and consider the
index set J(A). Then gJcAfor all jeJ(A), hence UgJcA, but also
A = U-BiC Uf$. This proves A = U%) and also A = Ug°, as stated
in the theorem.

The condition is sufficient. Let i? be any topological space, φ: R—>@
a continuous map. For any %e^ define ^(g) = φiφ-1^, g°) By
definition, for r 6 i?, #(g)r = %° if ^r e g, otherwise ^(g)r = 0 . Tak-
ing the union of all the sets Φ(%)r for all g 6 <_̂7 r fixed, one obtains
U Φ{%)τ = U ©°, where © runs through all filters of ^~ containing

φr. By assumption, this is equal to φr and we have φ = U$KS) =
U^H^"1^ g°)(ge^"). Hence [φ] is open in the product topology on

Rx S.
We shall call a space S satisfying the condition of Theorem 9,

locally JK The reason for this terminology is the following: let A
be open in S, p a point of A. The condition is satisfied if and only
if there is a filter %ej^~ containing A and such that peffiaA.

If ^ consists of compactly generated filters and if $b(^~) is the
set of its fully compact generators, S is locally &~ if and only if for
any open AcS and any point peA there is Ke$t(^~) such that
peK°czKc:A, i.e., if and only if 5δ(^~) is a local neighborhood base
for each point of S. If B(^) is the family of all fully compact sets
of S, this is just (a version of) local compactness, as is easily seen.

As was shown above, the product topology on R x S is always
coarser than any topology induced by an adjoining system. This re-
mark leads to.

THEOREM 10. Let j ^ ~ he a family of compact filters on @ and
let the space S, be locally J^~ί Then J^ consists of all compact filters
on @ and is adjoining; in fact, Jβ~ equals the maximal adjoining
system ^£ on @.

Proof. Let © be any compact filter on @ and let Ae®. By as-
sumption, A = U %°, where % runs through all filters of J?" containing
A. Since © is compact, there is a finite number of such filters, say
%i, •••, 8 , such that g?U ••• Ug°.e(S. Consider § - &n ••• Πg ; it
is easy to check that §°=)gi U U %l. Consequently, £° 6 © and £ c ® .
For any Ae® we have found a filter QiAjeJ^ with Ae$(A)cz®;
hence © = U£(A)(Ae©) and ©ej^T

To prove ^ ^ = ^*C, we show that ^ ^ is adjoining, i.e., satisfies
condition (A) of §2. Let %eJ^A, B open in S, Al)Be%. Writing,
as above, A= U ©°, B = U £°(A e©eJ^ΓJ3e£e &~) we can find filters
©(A), φ(B) G ̂ r with A e ®(A), B e ξ/(B), ®(A)° U ®(B)° e g. The latter
relation implies ®(A)f)$(B)c:%j as is easily seen by using the formula
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COROLLARY. If S is locally compact (in the sense introduced
above, i.e., locally J%^), then J%Z = ^Jt and the compact-open topology
on Con (S, T) corresponds to the product topology on R x S.

This corollary together with Theorem 7 implies that a locally
compact space satisfies condition (D) of Theorem 7. This fact can of
course be shown directly.

We shall now give an example of a space S which is not locally
JΓ for any system of compact filters. By our results the product
topology on R x S will not, in general, be induced by any adjoining
system on @.

Let S be an uncountable set with the countable topology (a set
is closed if and only if it is at most countable or the whole space).
As is well known, the resulting space is pseudo-finite (compact = finite).
We want to show that every compact filter % on @ is compactly
generated.

Let K be the intersection of all members of % and suppose KaA,
where A is open in S. We shall prove Ae%. A is either cofinite or
cocountable. In the first case, let A = S — {vl9 •• ,vΛ}. For each
ΐ, 1 <ί i ^ n, there is Ft e g with vt g Ft. Then F1Π Π FndS -
{Vu , vn} = A and A e g. In the second case, let A = S — V, where
V — {v19 v2, •}. For each natural i, there is again Ft e g with ^ g JP .̂
We use, for any i, the notation F< = {vx, , vj, Â  = AU V*. Obvious-
ly, i ^ n i ^ n n i ^ C i S - F4, which implies S - F^eg. The union
of all Ai is equal to S and therefore belongs to the filter g. Since
g is compact, there is a finite number of sets At whose union is a
member of g. As is easily seen, this union is equal to some As.
Then Aj Π(S - Vd) e g; but Ay n (S - F, ) = A.

Our result implies g = %{K), thus g ίβ compactly generated. It
is now evident that S cannot be locally J^~ for any system of compact
filters ^ 7 for this would imply the existence of finite open sets on S.

The author wishes to dedicate this paper to Professor Hugo
Hadwiger of the University of Bern on the occasion of his sixtieth
birthday.

REFERENCES

1. R. Arens and J. Dugundji, Topologies for functions spaces, Pacific J. Math. 1 (1951),
5-31.
2. R. Brown, Functions spaces and product topology, Quart. J. Math. (2) 15 (1964),
238-250.
3. J. Dugundji, Topology, Allyn and Bacon, 1966.
4. M. R. Kirch, A class of spaces in which compact sets are finite, Amer. Math. Monthly
76 (1969), 42.



ADJOINT PRODUCT AND HOM FUNCTORS IN GENERAL TOPOLOGY 283

5. A. Wilansky, Between Ti and Γ2, Amer. Math. Monthly 74 (1967), 261-266.

Received June 4, 1969.

UNIVERSITY OF BERN





PACIFIC JOURNAL OF MATHEMATICS
Vol. 34, No. 1, 1970

A NOTE ON THE CHARACTERIZATION OF
CONDITIONAL EXPECTATION OPERATORS

DANIEL E. WULBERT

Let (X, 2 , μ) be a n arbitrary measure space. A complete
characterization is presented for the norm one positive projec-
tions P of L\X, Σ, μ) into itself such that ||/||» ^ | |P/| |~ for
each essentially bounded, summable function /.

If (X, Σ> μ) is a probability measure space it is known [1], [2],
and [4] that such operators coincide precisely with the conditional
expectation operators defined on L1 (see definitions below). In this
note we show that this characterization extends to an arbitrary mea-
sure space. The proof presented here is a direct, constructive proof
requiring only basic measure theory. Although this extension is not
unexpected, it does not seem to be a consequence of the methods used
in the case for the finite measure spaces. An independent proof for
this result, using the ergodic theory of Markov processes, was found by
S. Foguel. Also extensions to arbitrary measure spaces of related
theorems in [1], have recently been done by L. Tzafriri [5].

DEFINITION. Let (X, Σ> μ) be a measure space. Let Σo be a
cr-subring of Σ We call a projection P on L\X, Σ> μ) & conditional
expectation operator with respect to Σo if Pf is Σo measurable for
all /, and if for each U in Σo we have

( Pfdμ = \fdμ.

Clearly a conditional expectation operator is positive projection of
norm one.

Notation. Let P be a norm one positive projection from L\X,
Σ> μ) onto E. Let

^ΣJO = {K Q X: K = supp/, / ^ 0, /in E}.

We use supp/ to denote the support of a function /. The
characteristic function of a set A is written 1 .̂

LEMMA 1. E is a lattice.

Proof. Let / and g be in E. Since f V g dominates / and g,
P(f V g) dominates /, g and hence fVg. Since | | / V g || ^ || P(f V #)||,

285
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we have that fVg = P(fVg).

LEMMA 2. Σo is a σ-ring.

Proof. We need to show that countable unions of members of
Σo are in Σo> and differences of members in Σo are in Σo Suppose
Ui is in Σo for i — 1, 2, . Let / be norm one positive functions
in E whose support in £7*, Then / — Σ£U (1/2)*/* *s a positive function
in i? whose support is UΠ=i ^

Suppose Z7 and V are in Σo> and are the supports of positive
fuction / and g in E.
Let

fn = (/ - ng) V 0 .

Let

&) for a? in U - V

(0 otherwise .

From the dominated convergence theorem fn converges to / \ Thus
U - V is in Σo

LEMMA 3. Suppose f vanishes off some member of Σo The
following is true.

( i ) P(\ f I) = 0 implies f = 0.
(ii) i/ .BΓ is m Σo then P(lκf) = lκP(f).

(iii) ( Pfdμ = [ fdμ for all K in Σo.

Proof. We will assume that / is nonnegative. Suppose g is a
nonnegative number of E such that /vanishes off supp(#). Since
f A ng increases monotonically to /, it suffices to assume that / is
bounded by a member of E. We will assume therefore that 0 ^ /
^g.

( i ) P(g- f) = g so \\g\\^\\g-f\\,butθ^g-f£g. There-

fore / = 0.
(ii) Suppose that h is a nonnegative member of E such that

supp h = K. Since g Λ nh converges monotonically to lκg, it follows
that lκg is in K.

Now 0 ̂  P(lκf) ^ P(lκg) = 1*0- Hence P(l*/) vanishes off K,
and P(l*/) ^ 1*P(/). We also have lκg - P(lκf) = P(l^(g - /)) ^

~ /) = lκθ - UP{f). Thus lκPf = P(ίκf).

(iii) \jdμ - || 1^/ || ^ || P(lκf) || - \κPfdμ . Similarly
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flr - f)dμ = \\ lκ(g - f)

^ II P(lκ(g - /)) II = \χ(Pg - PfW.

Hence

For the remainder of the paper we will also assume that for each
essentially bounded / in L\ || jT||«, ^ || Pf |U

LEMMA 4. Each member of E is ^-measurable.

Proof. We first show that g A c is in E for each constant func-
tion c and each g in E. It suffices to prove this assertion for positive
functions g and for c > 0. However this is almost obvious for since
P is positive g ^ P(g A c) ;> 0, and from the hypothesis c ̂  P(g A c).
Thus g A c ̂  P(# Λ c). Now with K — supp # Lemma 3 (iii) implies
that g A c = P(g A c).

It follows that for any c, g — g A c is in E. Hence if g is a
positive function in E, the set (x in I : g(x) > c} is also the support
of g — g A c, and thus is in χ o . Hence Pf is Σo measurable for each
/ in L\

PROPOSITION. P is the conditional expectation operator with
respect to Σo

Proof. Let / be in IΛ Let r = supίί | / | dμ : if in Σol Let ίΓ

be a member of χ o such that I \ f \dμ — r. Writing / = lκf +
JK

(f — lκf) we see that / is the sum of a function which vanishes off
a member of Σo a n ( i a function which vanishes on each member of
Σo Thus in view of all the previous lemmas it remains only to show
that Pf = 0 if / vanishes on each member of χ o We may assume
that / is bounded and nonnegative. Since the support of nPf is in
χ o , and since / vanishes on all members of Σo> we have

but

II / + nP/|U ^ \\P(f + nPf) |U = (n + 1) I! P/IU

This implies that || P/IU = 0.

REMARKS. The hypothesis that || / ||«, ̂  H P/IU is equivalent to
the assumption that P(1A) ^ 1 for all sets A of finite measure.
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The referee has pointed out that the main result in this note is
valied for norm one projections defined on Lp spaces. Besides the
proofs presented here, one would also use the fact that there do not
exist two distinct norm one projections of a smooth space onto a
subspace. (For Lp spaces this result is in [1]. For smooth spaces a
proof is in [6, Lemma 1]). The organization of this note was also
suggested by the referee, and adapts to Lp operators more readily than
the original.
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