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We consider in this paper boundary problems for the five-term scalar recurrence relation

\[ d_n y_{n+2} + c_n y_{n+1} + (b_n - \lambda a_n)y_n + c_{n-1} y_{n-1} + d_{n-2} y_{n-2} = 0 \]

\( 0 \leq n \leq m \)

where the coefficients \( a_n, b_n, c_n, d_n \) are real, \( a_n, d_n > 0 \) and \( \lambda \) is a complex parameter, with boundary conditions of the typical form

\[ y_{-2} = y_{-1} = 0 \]

and

\[ y_{m+1} + k(c_m y_m + d_{m-1} y_{m-1}) = 0, \quad y_{m+2} + hy_m = 0 \]

for some integer \( m \geq 0 \), and real numbers \( h, k \).

We derive oscillation properties, orthogonality relations and associated eigenvector expansion theorems for solutions of (1.1), (1.2), (1.3), and then discuss the solution of boundary problems for the corresponding inhomogeneous recurrence relation in terms of a Green’s function.

Atkinson [1] has discussed the connection between two and three term scalar and matrix recurrence relations and Sturm-Liouville differential equations and first order systems of differential equations.

On this basis the five-term recurrence relation here discussed appears as the analogue of a fourth order differential equation or first order system of dimension four.

The self-adjoint second order differential equation for which the fundamental limit-point, limit-circle distinction for the singular boundary problem first given by Weyl [12] plays an important part is discussed in detail for example in the work of Coddington and Levinson [5]. The analogous three-term recurrence relations were studied by Stone [11] in the setting of Hilbert space theory.

The extension of the theory to the case of the general even order differential equation was given by Kodaira [9] Glazman [8] and Everitt [6], [7] who studied also in particular the fourth order case. A fundamental study of the oscillation theory of the fourth order differential equation was made by Leighton and Nehari [10] and Barrett [2], [3].

We discuss in this paper regular boundary problems for the five-term recurrence relation (1.1). In a subsequent paper (Billigheimer
we consider singular boundary problems for the recurrence relation (1.1) with (1.2) as \( m \to \infty \).

2. The boundary problem. We discuss firstly fundamental properties of the boundary problem for the recurrence relations (1.1), (1.2), (1.3).

We define the fundamental solution vectors \( p_n(\lambda), q_n(\lambda), s_n(\lambda), r_n(\lambda) \) of (1.1), polynomials in \( \lambda \) with real coefficients, by

\[
\begin{align*}
  p_{-2}(\lambda) &= p_{-1}(\lambda) = 0, p_0(\lambda) = 1, p_1(\lambda) = 0; \\
  q_{-2}(\lambda) &= q_{-1}(\lambda) = 0, q_0(\lambda) = 0, q_1(\lambda) = 1; \\
  s_{-2}(\lambda) &= 0, s_{-1}(\lambda) = 1, s_0(\lambda) = s_1(\lambda) = 0; \\
  r_{-2}(\lambda) &= 1, r_{-1}(\lambda) = 0, r_0(\lambda) = r_1(\lambda) = 0.
\end{align*}
\]

The vector \( y_n(\lambda) = \alpha p_n(\lambda) + \beta q_n(\lambda) \), where \( \alpha, \beta \) are constants, satisfies the recurrence relations (1.1) and the initial conditions (1.2) and is the most general such solution. \( y_n(\lambda) \) will satisfy the boundary conditions (1.3) if

\[
\alpha[p_{m+1}(\lambda) + k[c_m p_m(\lambda) + d_{m-1} p_{m-1}(\lambda)]] \\
+ \beta[q_{m+1}(\lambda) + k[c_m q_m(\lambda) + d_{m-1} q_{m-1}(\lambda)]] = 0
\]

\[
\alpha[p_{m+2}(\lambda) + hp_m(\lambda)] + \beta[q_{m+2}(\lambda) + hq_m(\lambda)] = 0.
\]

We now define for two vectors \( u = \{u_n\}_{n=-2}^{m+2}, v = \{v_n\}_{n=-2}^{m+2} \) the form \(|uv|_n(n \geq -1)\) by

\[
|uv|_n = \begin{vmatrix}
  u_{n+1} + k(c_n u_n + d_{n-1} u_{n-1}) & v_{n+1} + k(c_n v_n + d_{n-1} v_{n-1}) \\
  u_{n+2} + hv_n & v_{n+2} + hv_n
\end{vmatrix} (n \geq -1).
\]

Then for \( \alpha, \beta \) not both zero in the above equations we require that the polynomial in \( \lambda, \rho_n(\lambda)(m \geq 0) \), defined by

\[
(2.2a) \quad \rho_n(\lambda) = |p(\lambda) q(\lambda)|_m \quad (m \geq 0)
\]

should be zero. We shall refer to the polynomial \( \rho_m(\lambda) \) as the characteristic polynomial for the boundary problem (1.1), (1.2), (1.3).

\( \rho_m(\lambda) \) is a polynomial of true degree \( m + 1 \) in \( \lambda \) with real coefficients. Hence there are always \( m + 1 \) roots, counted according to multiplicity, of the equation \( \rho_n(\lambda) = 0 \). We call those roots eigenvalues of the boundary problem (1.1), (1.2), (1.3) and the associated solution vectors of the recurrence relations eigenvectors.

We show later that the eigenvalues \( \lambda_r \) are all real and that for repeated roots \( \lambda_r \) of \( \rho_m(\lambda) = 0 \) we have two linearly independent eigenvectors. We call single roots of \( \rho_m(\lambda) = 0 \) simple eigenvalues of the boundary problem (1.1), (1.2), (1.3) and double roots double
eigenvalues. We shall see that triple eigenvalues are not possible.

We now define two vector polynomials in $\lambda$ in terms of which
eigenvectors of the boundary problem (1.1), (1.2), (1.3) can be expressed.

We form for general $\lambda$, not necessarily an eigenvalue, the solution
vector $y_n^{(m)}(\lambda)$ of the recurrence relations (1.1) satisfying (1.2)

\begin{equation}
\begin{aligned}
y_n^{(m)}(\lambda) &= \{q_{m+2}(\lambda) + hq_m(\lambda)\}p_n(\lambda) - \{p_{m+2}(\lambda) + hp_m(\lambda)\}q_n(\lambda)
\end{aligned}
\end{equation}

for $n \geq -2$.

$y_n^{(m)}(\lambda)$ is a polynomial of true degree $\frac{1}{2}(m + n + 1)$ if precisely
one of $m, n$ is odd and of apparent degree $\frac{1}{2}(m + n)$ if both $m, n$ are
odd or even. We see that

\begin{equation}
\begin{aligned}
y_m^{(m)}(\lambda) + hy_m^{(m)}(\lambda) &= 0
\end{aligned}
\end{equation}

for all $\lambda$, and hence in particular also

\begin{equation}
\begin{aligned}
y_m^{(m)}(\lambda) + hy_m^{(m)}(\lambda) &= 0
\end{aligned}
\end{equation}

Also

\begin{equation}
\begin{aligned}
y_m^{(m)}(\lambda) + k[c_m q_m(\lambda) + d_{m-1}q_{m-1}(\lambda)] &= \rho_m(\lambda)
\end{aligned}
\end{equation}

and is hence zero for eigenvalues $\lambda_r$ of the boundary problem (1.1),
(1.2), (1.3).

Hence if at least one of $p_{m+2}(\lambda_r) + hp_m(\lambda_r), q_{m+2}(\lambda_r) + hq_m(\lambda_r)$ is
not equal to zero, the vector $y_n^{(m)}(\lambda_r)(-2 \leq n \leq m + 2)$ furnishes a
nontrivial real eigenvector for the boundary problem (1.1), (1.2), (1.3).

We also form the vector polynomial

\begin{equation}
\begin{aligned}
z_n^{(m)}(\lambda) &= \{q_{m+2}(\lambda) + k[c_m q_m(\lambda) + d_{m-1}q_{m-1}(\lambda)]\}p_n(\lambda)
- \{p_{m+1}(\lambda) + k[c_m p_m(\lambda) + d_{m-1}p_{m-1}(\lambda)]\}q_n(\lambda)
\end{aligned}
\end{equation}

for $n \geq -2$.

$z_n^{(m)}(\lambda)$ is a polynomial of true degree $\frac{1}{2}(m + n)$ if both $m, n$ are
odd or even and of apparent degree $\frac{1}{2}(m + n - 1)$ if precisely one of
$m, n$ is odd

\begin{equation}
\begin{aligned}
z_m^{(m)}(\lambda) + k[c_m z_m^{(m)}(\lambda) + d_{m-1}z_{m-1}^{(m)}(\lambda)] &= 0
\end{aligned}
\end{equation}

for all $\lambda$, and hence in particular

\begin{equation}
\begin{aligned}
z_m^{(m)}(\lambda) + k[c_m z_m^{(m)}(\lambda) + d_{m-1}z_{m-1}^{(m)}(\lambda)] &= 0
\end{aligned}
\end{equation}

Also

\begin{equation}
\begin{aligned}
z_m^{(m)}(\lambda) + hz_m^{(m)}(\lambda) &= -\rho_m(\lambda)
\end{aligned}
\end{equation}

Hence if, for $\lambda_r$ an eigenvalue of (1.1), (1.2), (1.3) for which
$\rho_n(\lambda_r) = 0$, at least one of $p_{m+1}(\lambda_r) + k[c_m p_m(\lambda_r) + d_{m-1}p_{m-1}(\lambda_r)]$, 
\[ q_{n+2}(\lambda_r) + h[q_{m}(\lambda_r) + d_{m-1}q_{m-1}(\lambda_r)] \text{ is not equal to zero, the vector} \]
\[ z_n^{(m)}(\lambda_r)(-2 \leq n \leq m + 2) \text{ furnishes a nontrivial real eigenvector for} \]
\[ (1.1), (1.2), (1.3). \]

At values of \( \lambda \) other than roots of \( p_m(\lambda) = 0 \), \( y_n^{(m)}(\lambda) \) and \( z_n^{(m)}(\lambda) \) are two linearly independent solution vectors of the recurrence relations (1.1) satisfying (1.2), provided that they are not trivially zero vectors. At an eigenvalue \( \lambda_r \) of (1.1), (1.2), (1.3) they are proportional unless one or both are trivially zero. At a simple eigenvalue \( \lambda_r \) at least one of the vectors \( y_n^{(m)}(\lambda_r) \) and \( z_n^{(m)}(\lambda_r) \) provides a nontrivial eigenvector as we see from (2.2). At a repeated eigenvalue \( \lambda_r \) both \( y_n^{(m)}(\lambda_r) \) and \( z_n^{(m)}(\lambda_r) \) are the trivially zero vector as we shall see from later results. In this case \( p_\mu(\lambda_r), q_n(\lambda_r) \) are linearly independent real eigenvectors. We shall see that at most a doubly repeated eigenvalue can occur.

3. Fundamental identities. We now obtain for the polynomials previously defined certain relations of the type of the Christoffel-Darboux relations for orthogonal polynomials analogous to the Lagrange identities for differential equations.

We define for two sequences \( u = \{u_n\}, v = \{v_n\}(n \geq -2) \) the form \([uv]_n(n \geq -1)\) by

\[
[u]_n = d_n \begin{vmatrix} u_{n+2} & \bar{v}_{n+2} \\ u_n & \bar{v}_n \end{vmatrix} + c_n \begin{vmatrix} u_{n+1} & \bar{v}_{n+1} \\ u_n & \bar{v}_n \end{vmatrix} + d_{n-1} \begin{vmatrix} u_{n+1} & \bar{v}_{n+1} \\ u_{n-1} & \bar{v}_{n-1} \end{vmatrix}.
\]

Then we have

**Lemma 3.1.** For \( u(\lambda), v(\mu) \) any two solution vectors of the recurrence relations (1.1) with parameter \( \lambda, \mu \) respectively, we have

\[
(\lambda - \mu) \sum_{r=0}^{n} a_r u_r(\lambda)v_r(\mu) = [\bar{u}(\lambda) \bar{v}(\mu)]_n - [u(\lambda) v(\mu)]_{n-1} \quad (n \geq 0) .
\]

**Proof.** We have

\[
d_r u_{r+2}(\lambda) + c_r u_{r+1}(\lambda) + (b_r - \lambda a_r) u_r(\lambda) + c_{r-1} u_{r-1}(\lambda) + d_{r-2} u_{r-3}(\lambda) = 0
\]
\[
d_r v_{r+2}(\mu) + c_r v_{r+1}(\mu) + (b_r - \mu a_r) v_r(\mu) + c_{r-1} v_{r-1}(\mu) + d_{r-2} v_{r-3}(\mu) = 0 .
\]

Multiplying the first equation by \( v_r(\mu) \) and the second by \( u_r(\lambda) \), subtracting and summing over \( r \) from 0 to \( n \) we obtain (3.2).

Similarly we obtain

**Lemma 3.2.** For \( u(\lambda) \) any solution vector of (1.1) with \( \text{Im} \lambda \neq 0 \) we have

\[
\sum_{r=0}^{n} a_r u_r(\lambda)\bar{u}_r(\lambda) = (2i \text{Im} \lambda)^{-1}[[u(\lambda)u(\lambda)]_n - [u(\lambda)u(\lambda)]_{n-1}] \quad (n \geq 0)
\]
Proof. Consider equation (1.1) and its complex conjugate for $u(\lambda)$ as in the proof of Lemma 3.1.

From Lemma 3.1 we deduce

**Lemma 3.3.** For $u(\lambda), v(\lambda)$ two differentiable solution vectors of (1.1) we have

$$\sum_{r=0}^{n} a_r u_r(\lambda) v_r(\lambda) = [u'(\lambda) \bar{v}(\lambda)]_n - [u'(\lambda) \bar{v}(\lambda)]_{-1}$$

$$= -[u(\lambda) v'(\lambda)]_n + [u(\lambda) v'(\lambda)]_{-1} \quad (n \geq 0).$$

Proof. Use l'Hôpital's rule or differentiate (3.2) with respect to $\lambda$ and let $\mu \to \lambda$.

From Lemma 3.1 we also obtain setting $\mu = \lambda$

**Lemma 3.4.** For $u(\lambda), v(\lambda)$ any two solution vectors of (1.1) we have

$$[u v] = [u(X)v(X)] = [u(X)v(X)]_n = [u(X)v(X)]_{-1} \quad (n \geq -1).$$

Hence we can define for two solution vectors $u(\lambda), v(\lambda)$ of (1.1) for fixed $\lambda$ the function independent of $n$

$$[u \bar{v}] = [u(\lambda) \bar{v}(\lambda)] = [u(\lambda) \bar{v}(\lambda)]_n \quad (n \geq -1).$$

We see from (3.1) that $[u \bar{u}] = 0$.

In particular for the solution vectors $p(\lambda), q(\lambda), r(\lambda)$ and $s(\lambda)$ defined in (2.1) we have

$$[p \bar{q}] = 0, [p \bar{r}] = d, [p \bar{s}] = e, [q \bar{r}] = 0, [q \bar{s}] = d, [r \bar{s}] = 0.$$

We now use the above relations to deduce the following lemma:

**Lemma 3.5.** Let $u(\lambda), v(\lambda)$ be two differentiable solutions of the recurrence relations (1.1) with $a_n, d_n > 0$ which are real for real $\lambda$ and which satisfy the initial conditions $u_{-2}(\lambda) = 0, u_{-1}(\lambda) = 0$, and $v_{-2}(\lambda) = 0, v_{-1}(\lambda) = 0$ for all $\lambda$.

Let $\lambda$ be an eigenvalue of the boundary problem (1.1), (1.2), (1.3) for some $m \geq 0$ with $u(\lambda), v(\lambda)$ both eigenvectors. Suppose $\lambda$ is real.

Then we have the inequality

$$d_m d_{m-1} \begin{vmatrix} u_{m+1} + k(c_m u'_m + d_{m-1} u'_{m-1}) & v_{m+1} + k(c_m v'_m + d_{m-1} v'_{m-1}) \\ u_{m+2} + k h u'_m & v_{m+2} + k h v'_m \\ u_{m-1} & v_{m-1} \\ u_m & v_m \end{vmatrix} \geq 0.$$
where equality holds if and only if the solutions $u, v$ are proportional.

**Proof.** We use the algebraic identity
\[
\left( \sum_{r=0}^{m} a_r u_r^2 \right) \left( \sum_{s=0}^{m} a_s v_s^2 \right) - \left( \sum_{r=0}^{m} a_r u_r v_r \right)^2 = \sum_{r,s} a_r a_s (u_r v_s - u_s v_r)^2 \geq 0.
\]
Using the identity (3.4) with the relations (1.1), (1.2), (1.3) satisfied by $u, v$ we have
\[
\left( \sum_{r=0}^{m} a_r u_r^2 \right) \left( \sum_{s=0}^{m} a_s v_s^2 \right) - \left( \sum_{r=0}^{m} a_r u_r v_r \right)^2 = \left[ \frac{u' \bar{v}_m}{u \bar{v}_m} \right]_{\lambda = 0} = \left[ \frac{u' \bar{v}_m}{u \bar{v}_m} \right]_{\lambda = 0} \left[ \frac{u' \bar{v}_m}{u \bar{v}_m} \right]_{\lambda = 0} - \left( \sum_{r=0}^{m} a_r u_r v_r \right)^2
\]
for real solutions $u, v$, with equality if and only if the solutions $u, v$ are proportional.

We note that by Theorem 4.1 of the following section the eigenvalues of the boundary problem (1.1), (1.2), (1.3) are real.

The lemma yields the corollary:

**COROLLARY.** If the fundamental solution vectors $p_n(\lambda), q_n(\lambda)$ of (1.1), (1.2) satisfy for some real $\lambda$ also the boundary conditions (1.3) with $m \geq 0$ and the same $h, k$, then we have the inequality
Proof. The vectors \( p(\lambda), q(\lambda) \) are not proportional for any \( \lambda \) since \( p_{\circ}(\lambda) = 1, p_{\circ}(\lambda) = 0, q_{\circ}(\lambda) = 0, q_{\circ}(\lambda) = 1 \). Hence taking \( u = p(\lambda), v = q(\lambda) \) in Lemma 3.5 we obtain the statement of the corollary (3.9) with strict inequality.

4. Properties of characteristic roots. We now use the fundamental relations obtained in the preceding sections to derive some fundamental theorems concerning the eigenvalues and eigenvectors of the boundary problem (1.1), (1.2), (1.3).

**Theorem 4.1.** The eigenvalues of the boundary problem (1.1), (1.2), (1.3) are all real.

**Proof.** Assume \( \lambda_{s} \) is a root of the characteristic equation

\[
\rho_{m}(\lambda) = 0
\]

where \( \rho_{m}(\lambda) \) is defined in (2.2).

Then \( \lambda_{s} \) is an eigenvalue of the boundary problem (1.1), (1.2), (1.3). Thus we have a nontrivial eigenvector \( u(\lambda_{s}) \) of the boundary problem.

Assume \( \lambda_{s} \) is nonreal. From Lemma 3.2 with \( \lambda = \lambda_{s} \) and with \( n = m \) we obtain that the right-hand side of (3.2) is 0 and hence the left side is also 0. Since \( a_{r} > 0 \) we have \( u_{r}(\lambda_{s}) = 0 \) \( (r = 0, 1, \cdots, m) \) and hence \( u(\lambda_{s}) \) is the trivially zero vector. This is a contradiction to our assumptions.

Hence we must have \( \text{Im} (\lambda_{s}) \) is zero and \( \lambda_{s} \) is real.

**Theorem 4.2.** If \( \lambda_{s} \) is a repeated eigenvalue of the boundary problem (1.1), (1.2), (1.3) then \( p_{s}(\lambda_{s}), q_{s}(\lambda_{s}) \) are linearly independent eigenvectors of the boundary problem (1.1), (1.2), (1.3), and conversely.

**Proof.** Assume

\[
\rho_{m}(\lambda_{s}) = \rho_{m}'(\lambda_{s}) = 0.
\]

Assume \( p_{m+2}(\lambda_{s}) + hp_{m}(\lambda_{s}) \) and \( q_{m+2}(\lambda_{s}) + hq_{m}(\lambda_{s}) \) are not both 0. Then \( y_{m}(\lambda_{s}) \) as defined in (2.3) is a nontrivial eigenvector of the problem (1.1), (1.2), (1.3). \( y_{m}(\lambda_{s}) \) satisfies (2.4), (2.5) and (2.6) and we hence have in this case using (4.2) that
\[ y^{(m)}_{m+1}(\lambda_s) + h y^{(m)}_{m}(\lambda_s) = 0, \]
\[ y^{(m)}_{m+1}(\lambda_s) + k[c_m y^{(m)}_m(\lambda_s) + d_{m-1} y^{(m)}_{m-1}(\lambda_s)] = 0, \]
\[ y^{(m)}_{m+1}(\lambda_s) + d_{m-2} y^{(m)}_{m-2}(\lambda_s)] = 0. \]

If we now set \( \lambda = \lambda_s, \ u_r(\lambda) = v_r(\lambda) = y_r^{(m)}(\lambda), n = m \) in (3.4) we obtain a contradiction since the right-hand side becomes 0 while the left-hand side is positive. Hence we deduce that
\[ (4.3) \quad p_{m+1}(\lambda_s) + h p_m(\lambda_s) = 0 \quad \text{and} \quad q_{m+1}(\lambda_s) + h q_m(\lambda_s) = 0. \]

Now assume \( p_{m+1}(\lambda_s) = k[c_m p_m(\lambda_s) + d_{m-1} p_{m-1}(\lambda_s)] \) and \( q_{m+1}(\lambda_s) = k[c_m q_m(\lambda_s) + d_{m-1} q_{m-1}(\lambda_s)] \) are not both zero. Then \( z_r^{(m)}(\lambda_s) \) as defined in (2.7) is a nontrivial eigenvector of the problem (1.1), (1.2), (1.3). \( z_r^{(m)}(\lambda_s) \) satisfies (2.8), (2.9) and (2.10) and we have hence in this case using (4.2) that
\[ z^{(m)}_{m+1}(\lambda_s) + k[c_m z^{(m)}_m(\lambda_s) + d_{m-1} z^{(m)}_{m-1}(\lambda_s)] = 0, \]
\[ z^{(m)}_{m+1}(\lambda_s) + k[c_m z^{(m)}_m(\lambda_s) + d_{m-1} z^{(m)}_{m-1}(\lambda_s)] = 0, \]
\[ z^{(m)}_{m+2}(\lambda_s) + h z^{(m)}_m(\lambda_s) = 0, z^{(m)}_{m+2}(\lambda_s) + h z^{(m)}_m(\lambda_s) = 0. \]

If we now set \( \lambda = \lambda_s, \ u_r(\lambda) = v_r(\lambda) = y_r^{(m)}(\lambda), n = m \) in (3.4) we obtain again a contradiction. Hence we deduce that
\[ (4.4) \quad p_{m+1}(\lambda_s) + h p_m(\lambda_s) = 0 \quad \text{and} \quad q_{m+1}(\lambda_s) + h q_m(\lambda_s) = 0. \]

Hence from (4.3), (4.4) we deduce that \( p_m(\lambda_s) \) and \( q_m(\lambda_s) \) are both eigenvectors of (1.1), (1.2), (1.3) and are of course linearly independent.

The converse is obvious as from (2.2) the equations (4.3), (4.4) guarantee \( \rho_m(\lambda_s) = 0 = \rho'_m(\lambda_s) \).

**Theorem 4.3.** The boundary problem (1.1), (1.2), (1.3) can have at most a double eigenvalue.

**Proof.** At a repeated root \( \lambda_s \) of the characteristic equation (4.1) with \( \rho_m(\lambda_s) = 0 = \rho'_m(\lambda_s) \) we have from (2.2)
\[ \rho''_m(\lambda_s) = \frac{[p'_{m+1}(\lambda_s) + k[c_m p'_m(\lambda_s) + d_{m-1} p'_{m-1}(\lambda_s)] q'_m(\lambda_s) + k[c_m q'_m(\lambda_s) + d_{m-1} q'_{m-1}(\lambda_s)]]}{[p'_{m+2}(\lambda_s) + k p'_m(\lambda_s)] q'_{m+2}(\lambda_s) + h q'_m(\lambda_s)} \]

By the corollary to Lemma 3.5 and since \( \lambda_s \) is real by Theorem 4.1 we have that \( \rho''_m(\lambda_s) \neq 0 \) and hence we can have at most a doubly
repeated root of (4.1). Alternatively from (1.1) it follows that there can be at most two linearly independent eigenvectors.

5. Oscillation and separation theorems. We use the relations of §3 and the theorems of §4 to obtain some results concerning the oscillation and separation properties for solutions of the boundary problem (1.1), (1.2), and (1.3) in the special case $h = 0 = k$. We first derive the following lemmas:

**Lemma 5.1.** It is not possible for real $\lambda$ that $p_{m+1}(\lambda) = q_{m+1}(\lambda) = p_{m+2}(\lambda) = q_{m+2}(\lambda) = 0$ and also $p_m(\lambda) = q_m(\lambda) = 0$ for $m \geq 0$.

*Proof.* We use the corollary to Lemma 3.5. We note that this lemma is a particular case of the general result of Lemma 5.4 which is valid for all $\lambda$. Hence the statement of Lemma 5.1 is also true for nonreal $\lambda$.

**Lemma 5.2.** It is not possible that $y_m(\lambda) = y_{m+1}(\lambda) = y_{m+2}(\lambda) = y_{m+3}(\lambda) = 0$ (for $m \geq -2$), for any nontrivial solution $y(\lambda)$ of the recurrence relations (1.1).

*Proof.* We see directly from (1.1) that a solution with four consecutive components equal to 0 must have all components equal to 0.

**Lemma 5.3.** It is not possible that $y_m(\lambda) = y_{m+1}(\lambda) = y_{m+2}(\lambda) = y_{m+3}(\lambda) = 0$ (for $m \geq 0$) if $y_0(\lambda)$ is a nontrivial and real differentiable solution of the recurrence relations (1.1) and (1.2) for real $\lambda$.

*Proof.* We use formula (3.4) and Lemma 5.2 to demonstrate the lemma. Under the assumptions the right-hand side of (3.4) for $n = m$ is 0. Hence the left-hand side is 0 and $y_0 = y_1 = \cdots = y_m = 0$ with $m \geq 0$. For $m \geq 1$ we use $y_{m+1} = y_{m+2} = 0$ and for $m = 0$ also from (1.2) $y_{-3} = y_{-2} = 0$ to deduce from Lemma 5.2 that in each case $y(\lambda)$ is the trivially zero vector.

**Lemma 5.4.** If two solution vectors of (1.1), (1.2) have three successive components in common then they are proportional.

*Proof.* From (1.1) we see that a solution with three successive zero components is determined uniquely by the value of an adjacent component.

We now have the following theorems also for the special case of
the problem (1.1), (1.2), (1.3) with \( h = k = 0 \):

**Theorem 5.1.** If \( \lambda_s \) is a repeated root of \( \rho_m(\lambda) \) for \( m \geq 1 \) then \( \lambda_s \) is a simple root of \( \rho_{m-1}(\lambda) \) and of \( \rho_{m+1}(\lambda) \).

**Proof.** At a repeated root \( \lambda_s \) of \( \rho_m(\lambda) \) we have from Theorem 4.2 that \( \rho_{m+1}(\lambda_s) = q_{m+1}(\lambda_s) = p_{m+2}(\lambda_s) = q_{m+2}(\lambda_s) = 0 \). Then we see from (2.2) that also \( \rho_{m-1}(\lambda) \) and \( \rho_{m+1}(\lambda) \) are 0 at \( \lambda = \lambda_s \).

By the corollary to Lemma 3.5 we have that
\[
\begin{vmatrix}
\rho_{m-1}(\lambda_s) & q_{m-1}(\lambda_s) \\
\rho_m(\lambda_s) & q_m(\lambda_s)
\end{vmatrix} \neq 0.
\]
Using (1.1) we see that this implies that
\[
\begin{vmatrix}
\rho_{m+1}(\lambda_s) & q_{m+1}(\lambda_s) \\
\rho_m(\lambda_s) & q_m(\lambda_s)
\end{vmatrix} \neq 0
\]
and it is impossible that \( \rho_m(\lambda_s) = q_m(\lambda_s) = 0 \) or \( \rho_{m+1}(\lambda_s) = q_{m+1}(\lambda_s) = 0 \). Hence \( \lambda_s \) is a simple root of \( \rho_{m-1}(\lambda) \) and of \( \rho_{m+1}(\lambda) \).

**Theorem 5.2.** If \( \rho_{m+1}(\lambda_s) = q_{m+1}(\lambda_s) = 0 \) \( m \geq 1 \) then \( \rho_m(\lambda_s) = 0 = \rho_{m-1}(\lambda) \) and there is a common eigenvector \( y \) for the corresponding boundary problems (1.1), (1.2), and (1.3) for \( m \) and \( m - 1 \) respectively such that \( y_m(\lambda) = y_{m+1}(\lambda) = y_{m+1}(\lambda) = 0 \).

**Proof.** If \( \rho_{m+1}(\lambda_s) = 0 = q_{m+1}(\lambda_s) \) obviously from (2.2) we have that \( \rho_m(\lambda_s) = \rho_{m-1}(\lambda) = 0 \). If now \( \lambda_s \) is a simple root of \( \rho_m(\lambda) \) then \( \rho_{m+2}(\lambda_s) \) and \( q_{m+2}(\lambda_s) \) are not both zero and \( y^{(m)}(\lambda) \) defined in (2.3) is a nontrivial eigenvector for the corresponding boundary problem. This vector is also zero at \( n = m \) if and only if
\[
\begin{vmatrix}
\rho_m(\lambda_s) & q_m(\lambda_s) \\
\rho_{m+2}(\lambda_s) & q_{m+2}(\lambda_s)
\end{vmatrix} = 0.
\]
This is so by relation (3.5) since \( \rho_{m+1}(\lambda_s) = 0 = q_{m+1}(\lambda_s) \). Thus \( y^{(m)}(\lambda) \) furnishes a common eigenvector for the boundary problem (1.1), (1.2) and (1.3) for \( m \) and for \( m - 1 \).

If \( \lambda_s \) is a double root of \( \rho_m(\lambda) \) then we have \( \rho_{m+1}(\lambda_s) = q_{m+1}(\lambda_s) = 0 \) and also \( \rho_{m+2}(\lambda_s) = q_{m+2}(\lambda_s) = 0 \) by Theorem 4.2. Hence \( y_{\alpha}(\lambda) = \alpha p_n(\lambda) + \beta q_n(\lambda) \) for any constants \( \alpha, \beta \) not both 0 provides an eigenvector for the boundary problem (1.1), (1.2) (1.3) for \( m \). Since by Lemma 5.1 here \( \rho_m(\lambda), q_n(\lambda) \) are not both 0, the nontrivial vector \( y^{(m-1)}(\lambda_s) = q_m(\lambda) p_n(\lambda) - p_n(\lambda) q_m(\lambda) \) will then provide a common eigenvector for the boundary problem for \( m \) and for \( m - 1 \).
THEOREM 5.3. If \( \rho_m(\lambda) = 0 = \rho_{m-1}(\lambda) \) then \( p_{m+1}(\lambda) = 0 = q_{m+1}(\lambda) \) \((m \geq 1)\).

Proof. Let \( \lambda \) be a simple root of \( \rho_m(\lambda) \) and of \( \rho_{m-1}(\lambda) \), and assume \( p_{m+1}(\lambda), q_{m+1}(\lambda) \) were not both 0.

Then \( y^{(m-1)}(\lambda) \) defined in (2.3) furnishes a nontrivial eigenvector for the boundary problem for \( m - 1 \) satisfying \( y^{(m-1)}(\lambda) = y^{(m-1)}(\lambda) = y^{(m-1)}(\lambda) = 0 \). Also here from (2.3) we see that \( y^{(m-1)}(\lambda) = -\rho_m(\lambda) = 0 \).

We now obtain a contradiction by the use of relation (3.4) of Lemma 3.3.

We take in relation (3.4) \( \lambda = \lambda, n = m, u_r(\lambda) = 2, v_r(\lambda) = y^{(m-1)}(\lambda) \) and obtain that the left-hand side is positive, and the right-hand side is 0.

We deduce from this contradiction that \( y^{(m-1)}(\lambda) \) must be a trivial vector and \( p_{m+1}(\lambda) = q_{m+1}(\lambda) = 0 \).

If \( \lambda \) is a double root of \( \rho_m(\lambda) \) or of \( \rho_{m-1}(\lambda) \) the result is obviously true by use of Theorem 4.2.

THEOREM 5.4. Between two successive zeros of \( \rho_{m-1}(\lambda) \) \((m \geq 1)\) which are not zeros of \( \rho_m(\lambda) \) there lies at least one zero of \( \rho_m(\lambda) \), and vice versa.

Proof. Let \( \lambda_1, \lambda_2 \) be consecutive zeros of \( \rho_{m-1}(\lambda) \) which are not zeros of \( \rho_m(\lambda) \). Thus they are both simple zeros of \( \rho_{m-1}(\lambda) \) and \( p_{m+1}(\lambda), q_{m+1}(\lambda) \) are not both zero at either \( \lambda_1 \) or \( \lambda_2 \) as we see from formula (2.2). \( y^{(m-1)}(\lambda) \) is a nontrivial vector for \( \lambda = \lambda_1, \lambda_2, \) \( y^{(m-1)}(\lambda) = \rho_{m-1}(\lambda) \) is zero at \( \lambda_1, \lambda_2 \). Also \( \rho^{(m-1)}_{m-1}(\lambda_1), \rho^{(m-1)}_{m-1}(\lambda_2) \) have opposite signs.

From (2.3), (2.2) we see that \( y^{(m-1)}(\lambda) = -\rho_m(\lambda) \). We now make use of relation (3.4) for \( u_r(\lambda) = v_r(\lambda) = y^{(m-1)}(\lambda) \) and \( n = m \). We obtain using (2.4), (2.5), (2.6)

\[
\sum_{r=0}^{m} a_r y^{(m-1)}(\lambda) = d_m (y^{(m-1)}(\lambda) y^{(m-1)}(\lambda) = y^{(m-1)}(\lambda) y^{(m-1)}(\lambda) - \rho^{(m-1)}(\lambda) \rho^{(m-1)}(\lambda)) > 0
\]

since the left side > 0 since \( m \geq 1 \) and \( y^{(m-1)}(\lambda) \) is not the trivially zero vector. Now \( \rho_{m-1}(\lambda) = 0 \) at \( \lambda_1, \lambda_2 \) and \( \rho^{(m-1)}(\lambda) \) has opposite signs at \( \lambda_1, \lambda_2 \), hence we deduce that \( \rho_m(\lambda) \) has opposite signs at \( \lambda_1, \lambda_2 \) and hence \( \rho_m(\lambda) \) has at least one zero and in general an odd number of zeros between \( \lambda_1 \) and \( \lambda_2 \).

In the case of two consecutive zeros \( \lambda_1, \lambda_2 \) of \( \rho_m(\lambda) \) which are not zeros of \( \rho_{m-1}(\lambda) \) and hence are simple zeros of \( \rho_m(\lambda) \), with \( p_{m+1}(\lambda), q_{m+1}(\lambda) \) not both equal to zero at either \( \lambda_1 \) or \( \lambda_2 \), we have similarly that \( \rho^{(m)}(\lambda) \) has opposite signs at \( \lambda = \lambda_1, \lambda_2 \). From the same relation obtained above we then deduce that \( \rho_{m-1}(\lambda) \) has opposite signs at
\(\lambda_1, \lambda_2\) and hence \(\rho_{m-1}(\lambda)\) has at least one zero, and in general an odd number of zeros, between \(\lambda_1\) and \(\lambda_2\).

6. Orthogonality and expansion theorems. We now obtain orthogonality relations for the eigenvectors of the boundary problem (1.1), (1.2), (1.3) and corresponding expansion theorems.

We consider the set of eigenvalues \(\lambda_i\) \((i = 0, 1, \ldots, m)\) of the boundary problem (1.1), (1.2), (1.3), roots of the equation \(\rho_m(\lambda) = 0\) where \(\rho_m(\lambda)\) is defined in (2.2), where multiple eigenvalues are counted according to their multiplicity and written a corresponding number of times. We note that the eigenvalues \(\lambda_i\) are all real by Theorem 4.1 and only double eigenvalues at most can occur by Theorem 4.3.

We take

\[
\lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_m.
\]

We obtain with the aid of Theorem 4.2 a corresponding set of \(m + 1\) mutually orthogonal eigenvectors. The form will vary in various cases and according to whether \(\lambda_i\) is a simple or double eigenvalue.

We consider firstly the case where \(\lambda_i\) is a simple root of equation \(\rho_m(\lambda) = 0\) and \(p_{m+2}(\lambda) + h p_m(\lambda), q_{m+2}(\lambda) + h q_m(\lambda)\) are not both 0. Then as seen in §2 the vector \(y_m^{(m)}(\lambda_i)\) defined by (2.3) furnishes a nontrivial real eigenvector of the boundary problem (1.1), (1.2), (1.3).

Consider a similar root \(\lambda_j \neq \lambda_i\) and corresponding eigenvector \(y_m^{(m)}(\lambda_j)\).

We now make use of relation (3.1) of Lemma 3.1 with \(\lambda = \lambda_i\), \(\mu = \lambda_j\) and \(u_r(\lambda) = y_m^{(m)}(\lambda_i), v_r(\mu) = y_m^{(m)}(\lambda_j)\) and obtain

\[
(\lambda_i - \lambda_j) \sum_{r=0}^{m} a_r y_m^{(m)}(\lambda_i)y_m^{(m)}(\lambda_j) = 0.
\]

Using \(\lambda_i \neq \lambda_j\) we obtain the orthogonality relation

\[
\sum_{r=0}^{m} a_r y_m^{(m)}(\lambda_i)y_m^{(m)}(\lambda_j) = 0.
\]

We see that (6.2) is trivially true if \(\lambda_i\) or \(\lambda_j\) is not a simple root using Theorem 4.2 or if \(p_{m+2}(\lambda) + h p_m(\lambda) = 0, q_{m+2}(\lambda) + h q_m(\lambda) = 0\) for \(\lambda = \lambda_i\) or \(\lambda = \lambda_j\).

Similarly if \(\lambda_i\) is a simple root of \(\rho_m(\lambda) = 0\) and

\[
p_m^{(m)}(\lambda_i) + k[c_m p_m(\lambda_i) + d_{m-1} p_m(\lambda_i)] = 0,
q_m^{(m)}(\lambda_i) + k[c_m q_m(\lambda_i) + d_{m-1} q_m(\lambda_i)] = 0,
\]

are not both 0, we can use the vector \(z_m^{(m)}(\lambda_i)\) defined by (2.7) as a nontrivial real eigenvector. Then relation (3.1) furnishes similar orthogonality relations.

In the case of a double root \(\lambda_i = \lambda_{i+1}\) of \(\rho_m(\lambda) = 0\) we obtain by
Theorem 4.2 two linearly independent real eigenvectors $p_r(\lambda_i), q_r(\lambda_i)$ and from these we can form two orthogonal eigenvectors, for example by taking

$$\tilde{p}_r = p_r, \quad \tilde{q}_r = q_r - \frac{\sum_{r=0}^{m} a_r p_s q_r}{\sum_{r=0}^{m} a_r p_s^2} p_r .$$

We hence can form for a given boundary problem (1.1), (1.2), (1.3) for given $m \geq 0$ a set of $m + 1$ mutually orthogonal real eigenvectors corresponding to the set of eigenvalues $\lambda_0, \lambda_1, \ldots, \lambda_m$. We let $\{w_{in}\}_{i=-1}^{m+2}$ ($i = 0, 1, \ldots, m$) be defined as the normalized nontrivial real eigenvector corresponding to the eigenvalue $\lambda_i$ which is formed, in the case that $\lambda_i$ is a simple eigenvalue with $p_{m+2}(\lambda_i) + h p_m(\lambda_i) + q_{m+2}(\lambda_i) + h q_m(\lambda_i)$ not both zero, from $y^{m}_{i}(\lambda_i)$, while, if $\lambda_i$ is a simple eigenvalue with $p_{m+2}(\lambda_i) + h p_m(\lambda_i), q_{m+2}(\lambda_i) + h q_m(\lambda_i)$ both zero, from $z^{m*}(\lambda_i)$, and, in the case that $\lambda_i = \lambda_{i+1}$ is a double eigenvalue, from $\tilde{p}_{s}(\lambda_i)$ and $\tilde{q}_{s}(\lambda_i)$ respectively, by scaling in each case by division by a positive factor so that $w^{i}_{0} + w^{i}_{1} = 1$.

For the real eigenvectors $\{w_{in}\}_{i=-1}^{m+2}$ ($i = 0, 1, \ldots, m$) we define

$$\beta_i = \sum_{n=0}^{m} a_n w^2_{in} .$$

The vectors $\{w_{in}\}$ satisfy the orthogonality relations

$$\sum_{n=0}^{m} a_n w_{in} w_{jn} = \beta_i \delta_{ij} .$$

We now replace the vectors $\{w_{in}\}$ by the normalized eigenvectors

$$\{x_{in}\} = \{w_{in} \beta_i^{-1/2}\} .$$

Then we have the following theorem:

**Theorem 6.1.** The boundary problem (1.1), (1.2), (1.3) for given $m, h, k$ has a set of $m + 1$ real mutually orthogonal eigenvectors $\{x_{in}\}_{i=0}^{m+2}$ ($i = 0, 1, \ldots, m$) corresponding to the real eigenvalues $\lambda_i$ ($0 \leq i \leq m$) where $\lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_m$, which satisfy the orthogonality relations

$$\sum_{n=0}^{m} a_n x_{in} x_{jn} = \delta_{ij} \quad (0 \leq i, j \leq m) .$$

We now obtain an expansion theorem for an arbitrary sequence in terms of the eigenvectors and a corresponding completeness theorem:

**Theorem 6.2.** If $\{f_n\}_{n=0}^{m}$ is an arbitrary vector we define
where the \( \{x_{in}\}_{n=0}^{m} (i = 0, 1, \ldots, m) \) are the real orthogonalized eigenvectors of the previous theorem. Then we have the expansion

\[
f_n = \sum_{i=0}^{m} v_i x_{in} \quad (n = 0, 1, \ldots, m).
\]

Also the Parseval equality or completeness relation holds

\[
\sum_{i=0}^{m} |v_i|^2 = \sum_{n=0}^{m} a_n |f_n|^2.
\]

**Proof.** Let

\[
f_n = \sum_{i=0}^{m} \alpha_i x_{in} \quad (n = 0, 1, \ldots, m).
\]

This expansion is possible since we have \( m + 1 \) linearly independent eigenvectors \( \{x_{in}\}_{n=0}^{m} (i = 0, 1, \ldots, m) \) in the \( m + 1 \) dimensional vector space by (6.7).

Multiply (6.11) by \( a_n x_{jn} \) and sum over \( n \) from 0 to \( m \). We obtain

\[
\sum_{n=0}^{m} a_n f_n x_{jn} = \sum_{n=0}^{m} a_n x_{jn} \left( \sum_{i=0}^{m} \alpha_i x_{in} \right)
= \sum_{i=0}^{m} \alpha_i \left( \sum_{n=0}^{m} a_n x_{jn} x_{in} \right)
= \sum_{i=0}^{m} \alpha_i \delta_{ij}
= \alpha_j
\]

using the orthogonality relations (6.7).

Hence from (6.8) we see that

\[
a_j = v_j
\]

and from (6.11) we have (6.9).

To prove (6.10) we have, using (6.9), (6.7),

\[
\sum_{n=0}^{m} a_n |f_n|^2 = \sum_{n=0}^{m} a_n \left( \sum_{i,j=0}^{m} v_i \overline{v_j} \sum_{n=0}^{m} \overline{a_j} x_{jn} x_{in} \right)
= \sum_{i,j=0}^{m} v_i \overline{v_j} \left( \sum_{n=0}^{m} a_n x_{jn} x_{in} \right)
= \sum_{i,j=0}^{m} v_i \overline{v_j} \delta_{ij}
= \sum_{i=0}^{m} |v_i|^2.
\]

Hence the proof of the theorem is complete.

We also have dual orthogonality relations:
THEOREM 6.3. For the real eigenvectors \( \{x_{in}\}_{n=-2}^{m} \) \( (i = 0, 1, \ldots, m) \) of Theorem 6.1 we have the dual orthogonality relations

\[
\sum_{i=0}^{m} x_{ir} x_{is} = a_r^{-1} \delta_{rs} \quad (0 \leq r, s \leq m).
\]

Proof. Substituting (6.7) in (6.8) we obtain

\[
f_r = \sum_{s=0}^{m} a_s f_s \left( \sum_{l=0}^{m} x_{ls} x_{is} \right) = \sum_{s=0}^{m} a_s f_s \left( \sum_{l=0}^{m} x_{ls} x_{is} \right).
\]

Since the vector \( \{f_n\}_{n=0}^{m} \) is arbitrary we deduce

\[
\sum_{i=0}^{m} x_{ir} x_{is} = a_r^{-1} \delta_{rs}.
\]

We derive the dual expansion theorem:

THEOREM 6.4. Defining for an arbitrary vector \( \{v_i\}_{i=0}^{m} \) the \( f_n(n = 0, 1, \ldots, m) \) by (6.9), the expansion theorem (6.8) is true.

Proof. The vectors \( \{x_{in}\}_{i=0}^{m} \) \( (n = 0, 1, \ldots, m) \) for different \( n \) are orthogonal by (6.12) and hence linearly independent. Hence we can express an arbitrary vector \( \{v_i\}_{i=0}^{m} \) in terms of them. The proof now follows by use of (6.12) analogously to the proof of Theorem 6.2.

7. Spectral functions. The preceding orthogonality relations and expansion theorems can be expressed in terms of a spectral function defined for the boundary problem (1.1), (1.2), (1.3). This is especially useful when later considering the boundary problem in the infinite case \( m \rightarrow \infty \) and the corresponding expansion theorems.

We define the row matrix of functions of \( \lambda \)

\[
Y_n(\lambda) = [p_n(\lambda), q_n(\lambda)] \quad (n \geq -2)
\]
satisfying the recurrence relations

\[
d_n Y_{n+2} + c_n Y_{n+1} + (b_n - \lambda a_n) Y_n + c_{n-1} Y_{n-1} + d_{n-2} Y_{n-2} = 0 \quad (n \geq 0)
\]

with the initial conditions

\[
Y_{-2}(\lambda) = (0, 0), \ Y_{-1}(\lambda) = (0, 0), \ Y_0(\lambda) = (1, 0), \ Y_1(\lambda) = (0, 1).
\]

The vectors \( \{x_{in}\}_{n=-2}^{m} \) \( (i = 0, 1, \ldots, m) \) defined in §6 may be expressed by

\[
x_{in} = x_{in} p_n(\lambda_i) + x_{in} q_n(\lambda_i) = Y_n(\lambda_i) u_i
\]

where the vectors \( u_i \) \( (i = 0, 1, \ldots, m) \) are defined by
\[
(7.5) \quad u_i = \begin{pmatrix} x_{i0} \\ x_{i1} \end{pmatrix}.
\]

Then, denoting by an asterisk the complex conjugate transpose of a matrix, the orthogonality relations (6.7) can be written in the form

\[
(7.6) \quad \sum_{n=0}^{m} u_i^* Y_n^*(\lambda) a_n Y_n(\lambda) u_j = \delta_{ij} \quad (0 \leq i, j \leq m).
\]

The dual orthogonality relations (6.12) become

\[
(7.7) \quad \sum_{r,s=0}^{m} Y_r(\lambda) u_i u_r^* Y_s^*(\lambda) = a_r^{-1} \delta_{rs} \quad (0 \leq r, s \leq m).
\]

These may be written in the form

\[
(7.8) \quad \int_{-\infty}^{\infty} Y_r(\lambda) d\tau_{m,h,k}(\lambda) Y_s^*(\lambda) = a_r^{-1} \delta_{rs} \quad (0 \leq r, s \leq m)
\]

where the two-dimensional spectral function \(\tau_{m,h,k}(\lambda)\) is defined by

\[
(7.9) \quad \tau_{m,h,k}(\lambda) = \begin{cases} \sum_{0 < i \leq 1} u_i u_i^* & (\lambda \geq 0) \\ -\sum_{2 < i \leq 0} u_i u_i^* & (\lambda < 0) \end{cases}
\]

where \(\lambda_i (i = 0, 1, \ldots, m)\) are the eigenvalues of the boundary problem (1.1), (1.2), (1.3) satisfying (6.1).

Thus the spectral function in this finite case \(0 \leq m < \infty\) is a right-continuous matrix step-function with finite jumps at simple eigenvalues \(\lambda_i\) of amount \(u_i u_i^*\) and at double eigenvalues \(\lambda_i = \lambda_{i+1}\) of amount \(u_i u_i^* + u_{i+1} u_{i+1}^*\).

The expansion and completeness theorem Theorem 6.2 of §6 can now be rewritten as follows:

**Theorem 7.1.** If \(\{f_n\} (n = 0, 1, \ldots, m)\) is an arbitrary vector we define the vector function

\[
(7.10) \quad g(\lambda) = \sum_{n=0}^{m} Y_n^*(\lambda) a_n f_n.
\]

Then we have the expansion

\[
(7.11) \quad f_n = \sum_{r=0}^{m} Y_r(\lambda) u_i u_i^* g(\lambda) = \int_{-\infty}^{\infty} Y_r(\lambda) d\tau_{m,h,k}(\lambda) g(\lambda) \quad (0 \leq n \leq m).
\]

Also the Parseval equality or completeness relation holds

\[
(7.12) \quad \sum_{n=0}^{m} a_n |f_n|^2 = \sum_{r=0}^{m} |g^*(\lambda) u_i|^2 = \int_{-\infty}^{\infty} g^*(\lambda) d\tau_{m,h,k}(\lambda) g(\lambda).
\]
**Proof.** We use in Theorem 6.2 relation (7.4) and note that the vector \( \{v_i\}_{i=0}^n \) of (6.8) is given by \( v_i = u_i^* g(\lambda_i) \).

8. Inhomogeneous boundary problems. We now consider in this section the solution of the boundary problem for the inhomogeneous recurrence relations

\[
d_n y_{n+2} + c_n y_{n+1} + (b_n - \lambda a_n) y_n + e_{n-1} y_{n-1} + d_{n-2} y_{n-2} = a_n f_n \quad (0 \leq n \leq m)
\]

where the coefficients \( a_n, b_n, c_n, d_n \) are real, \( a_n, d_n > 0 \), \( \lambda \) is a complex parameter and where \( \{f_n\} (0 \leq n \leq m) \) is a given complex vector, with the boundary conditions

\[
y_{-3} = 0 = y_{-1}
\]
and

\[
y_{m+1} + k[c_m y_m + d_{m-1} y_{m-1}] = 0, \quad y_{m+2} + h y_m = 0
\]

where \( h, k \) are real constants and \( m \geq 0 \).

The solution is given in terms of a Green's functions for the recurrence relations (1.1).

We first obtain some fundamental lemmas:

**Lemma 8.1.** For \( m \geq -1, n \geq -1 \)

\[
[p \bar{r}]_m |qs|_n + [q \bar{s}]_m |pr|_n - [p \bar{q}]_m |rs|_n - [p \bar{s}]_m |qr|_n - [q \bar{r}]_m |ps|_n
- [r \bar{s}]_m |pq|_n = 0
\]

where \( |uv|_n \) is defined in (3.1) and \( |uv|_n \) in (2.2).

In particular

\[
d_{-1} |qs|_n + d_{-1} |pr|_n - c_{-1} |qr|_n = 0 \quad (n \geq -1).
\]

**Proof.** Using (3.6) we have

\[
[p \bar{r}]_m |qs|_n = [p \bar{r}]_n |qs|_n.
\]

Adding this and the similar relations for the terms on the left side of (8.4) we obtain the expansion in terms of second order minors of the sum of three fourth order determinants which sum to zero.

(8.5) is obtained from (8.4) by use of relations (3.7). We also have

**Lemma 8.2.** For \( m \geq -1, n \geq -2 \)

\[
[p \bar{r}]_m (qs)_n + [q \bar{s}]_m (pr)_n - [p \bar{q}]_m (rs)_n - [q \bar{s}]_m (qr)_n
- [q \bar{r}]_m (ps)_n - [r \bar{s}]_m (pq)_n = d_{-1} d_{-2}
\]
where \([uv]_n\) is defined in (3.1) and \((uv)_n\) is defined by

\[(uv)_n = d_n(u_{n+2}v_n - v_{n+2}u_n) .\]  

In particular

\[(uv)_n = d_n(u_{n+2}v_n - v_{n+2}u_n) .\]  

Proof. Using (3.6) we have

\[[p\bar{r}]_n(qs)_n = [p\bar{r}]_n(qs)_n .\]

Adding this and similar relations for the terms on the left side of (8.6) we obtain the expansion in terms of second order minors of the sum of three fourth order determinants of which two are equal to zero and the third is equal to \(D_n\) defined by

\[(8.9) \quad D_n = d_n d_{n-1} \]

\[
\begin{vmatrix}
\rho_{n-1} & q_{n-1} & r_{n-1} & s_{n-1} \\
\rho_n & q_n & r_n & s_n \\
\rho_{n+1} & q_{n+1} & r_{n+1} & s_{n+1} \\
\rho_{n+2} & q_{n+2} & r_{n+2} & s_{n+2}
\end{vmatrix}
\]

\((n \geq -1)\)

Now substituting for \(p_{n+2}, q_{n+2}, r_{n+2}, s_{n+2}\) from the recurrence relations (1.1) in \(D_n\) we obtain \(D_n = D_{n-1}\) \((n \geq 0)\), and by induction, using \(D_{-1} = d_{-2}d_{-1}\)\((n \geq -1)\)

\[(8.10) \quad D_n = d_{-2}d_{-1} \quad (n \geq -1)\]

and thus we have the result (8.6). We obtain (8.8) from (8.6) by use of relations (3.6), (3.7).

We now define two solutions \(\psi_i^{(m)}(\lambda)\) \((i = 1, 2)\) of the recurrence relations (1.1) in terms of the fundamental solutions \(p, q, r, s\) defined in (2.1). They are characterized by the following lemma:

**Lemma 8.3.** The solutions \(\psi_i^{(m)}(\lambda)\) \((i = 1, 2)\) of the recurrence relations (1.1) satisfying also boundary conditions (1.3) and the relations

\[(8.11) \quad [\psi_1, \bar{p}] = 1, [\psi_1, \bar{q}] = 0, [\psi_2, \bar{p}] = 0, [\psi_2, \bar{q}] = 1 ,\]

where the form \([wv]\) for two solutions of (1.1) is defined in (3.1), (3.6), are given, for \(\lambda\) not an eigenvalue of the boundary problem (1.1), (1.2), (1.3), by

\[(8.12) \quad \psi_i^{(m)}(\lambda) = -\frac{1}{d_{-2}} \left[ \frac{|qr|_m p_m}{pq|_m} - \frac{|pr|_m q_m + r_m}{pq|_m} \right] \]

\[(8.12) \quad \psi_i^{(m)}(\lambda) = \frac{c_{-1}}{d_{-1}d_{-2}} \left[ \frac{|qr|_m p_m}{pq|_m} - \frac{|pr|_m q_m + r_m}{pq|_m} \right] \]

\[\quad -\frac{1}{d_{-1}} \left[ \frac{|qs|_m p_m}{pq|_m} - \frac{|ps|_m q_m + s_m}{pq|_m} \right] (-2 \leq n \leq m + 2)\]
where the polynomials \( |pq|_m \) are defined in (2.2).

The \( \psi^{(m)}(\lambda) \) satisfy in addition

\[
(8.13) \quad [\psi_1, \psi_2] = 0.
\]

Proof. We attempt to solve the equations (1.1), (1.3), (8.11) by setting \( y_a(\lambda) = \alpha p_a(\lambda) + \beta q_a(\lambda) + \gamma r_a(\lambda) + \delta s_a(\lambda) \) where \( \alpha, \beta, \gamma, \delta \) are undetermined constants.

We then use first condition (1.3) and then conditions (8.11) to derive the solutions \( \psi^{(m)}(\lambda) \), \( \psi^{(m)}(\lambda) \) in the form given by (8.12).

To prove (8.13) we use (8.12) and (3.7) and hence have that

\[
[\psi_1, \psi_2] = \frac{1}{|pq|_m} \left[ \frac{e_{d_1}}{d_{-1} d_{-2}} |qr|_m - \frac{1}{d_{-2}} |pr|_m - \frac{1}{d_{-1}} |qs|_m \right] = 0
\]

by (8.5) of Lemma 8.1.

We now demonstrate the following lemma:

**LEMMA 8.4.**

\[
(8.14) \quad \psi^{(m)}_{1t} p_n + \psi^{(m)}_{2t} q_n - \psi^{(m)}_{1n} p_t - \psi^{(m)}_{2n} q_t = \frac{1}{d_{-1} d_{-2}} \left[ \frac{q_t}{q_n} s_t + \frac{r_t}{r_n} s_n \right],
\]

for \( -2 \leq t, n \leq m + 2 \).

Proof. We use formula (8.12) and relation (8.5) of Lemma 8.1.

We have

\[
\psi^{(m)}_{1t} p_n + \psi^{(m)}_{2t} q_n = -\frac{1}{d_{-2}} \left( \frac{|qr|_m}{|pq|_m} p_t - |pr|_m q_t + r_t \right) p_n + \frac{e_{-1}}{d_{-1} d_{-2}} \left( \frac{|qr|_m}{|pq|_m} p_t \right.
\]

\[
- \frac{|pr|_m}{|pq|_m} q_t + r_t \bigg) q_n - \frac{1}{d_{-1}} \left( \frac{|qs|_m}{|pq|_m} p_t - \frac{|ps|_m}{|pq|_m} q_t + s_t \bigg) q_n
\]

\[
= p_t \frac{1}{|pq|_m} \frac{1}{d_{-1} d_{-2}} \left[ -d_{-1} |qr|_m p_n + c_{-1} |qr|_m q_n - d_{-2} |qs|_m q_n \right]
\]

\[
+ q_t \frac{1}{|pq|_m} \frac{1}{d_{-1} d_{-2}} \left[ d_{-1} |pr|_m p_n - c_{-1} |pr|_m q_n + d_{-2} |ps|_m q_n \right]
\]

\[
+ \frac{1}{d_{-1} d_{-2}} \left[ -d_{-1} r_t p_n + c_{-1} r_t q_n - d_{-2} s_t q_n \right]
\]

\[
= \frac{1}{|pq|_m} \frac{1}{d_{-1} d_{-2}} \left[ p_t |d_{-1} |pr|_m q_n - d_{-1} |qr|_m p_n + q_t \left[ -d_{-2} |qs|_m q_n \right.
\]

\[
+ c_{-1} |qr|_m p_n - c_{-1} |pr|_m q_n + d_{-2} |ps|_m q_n \bigg] \bigg] + \frac{1}{d_{-1} d_{-2}} \left[ -d_{-1} r_t p_n + c_{-1} r_t q_n - d_{-2} s_t q_n \right].
\]
Hence
\[
\psi^{(m)}_{14} p_n + \psi^{(m)}_{21} q_n - \psi^{(m)}_{11} p_0 - \psi^{(m)}_{22} q_0 = \frac{1}{d_{-1} d_{-2}} \left( p_t q_n - p_n q_t \right) d_{-1} p r_{-1} + d_{-2} q s_{-1} - c_{-1} q r_{-1}
\]
\[
+ \frac{1}{d_{-1} d_{-2}} \left[ q_t s_t - q_t s_{-1} \right] + d_{-1} \left[ p_t r_t - c_{-1} q_t r_t \right]
\]
\[
= \frac{1}{d_{-1} d_{-2}} \left[ q_t s_t - q_t s_{-1} \right] + d_{-1} \left[ p_t r_t - c_{-1} q_t r_t \right]
\]
using relation (8.5).

We now can obtain the following theorem:

**Theorem 8.1.** The solution of the inhomogeneous boundary problem (8.1), (8.2), (8.3) for \( \lambda \) not an eigenvalue of the corresponding homogeneous boundary problem (1.1), (1.2), (1.3) is unique and is given by

\[
y_\lambda(x) = \sum_{i=0}^{m} g_{ri}^{(m)}(\lambda) f_i \quad (-2 \leq r \leq m + 2)
\]

where the Green's function \( g_{ri}^{(m)}(\lambda) \) is given by

\[
g_{ri}^{(m)}(\lambda) = a_r \psi^{(m)}_{1i}(\lambda) + a_i \psi^{(m)}_{r1}(\lambda) (r \leq i)
\]

\[
= a_r p_i(\lambda) + a_i q_i(\lambda) \psi^{(m)}_{r1}(\lambda) (r \geq i)
\]

for \( 0 \leq i \leq m, -2 \leq r \leq m + 2 \), and where the solutions of (1.1) \( p_n(\lambda), q_n(\lambda) \) and \( \psi^{(m)}_{1i}(\lambda) (i = 1, 2) \) are defined in (2.1) and (8.12) respectively.

The solution \( y(\lambda) = \{y_\lambda(x)\} (-2 \leq r \leq m + 2) \) for \( \text{Im } \lambda \neq 0 \) satisfies

\[
\|y\|_{m} \leq |\text{Im } \lambda|^{-\varepsilon} \|f\|_{m}
\]

where

\[
\|y\|_{m} = \left( \sum_{n=0}^{m} a_n |y_n|^2 \right)^{1/2}
\]

The Green's function \( g_{ri}^{(m)}(\lambda) \) for \( \text{Im } \lambda \neq 0 \) is analytic in \( \lambda \) and has the following properties:

\[
(i) \quad a_r^{-1} g_{ri}^{(m)}(\lambda) = a_i^{-1} g_{ri}^{(m)}(\lambda) \quad (0 \leq n, i \leq m)
\]

\[
(ii) \quad \sum_{n=0}^{m} a_n |g_{ri}^{(m)}(\lambda)|^2 \leq |\text{Im } \lambda|^{-2} a_r \quad (0 \leq i \leq m)
\]

\[
(iii) \quad |g_{ri}^{(m)}(\lambda)| \leq |\text{Im } \lambda|^{-\varepsilon} a_r^{1/2} a_i^{1/2} \quad (0 \leq n, i \leq m)
\]

\[
(iv) \quad \sum_{m=0}^{m} a_r^{-1} |g_{ri}^{(m)}(\lambda)|^2 \leq |\text{Im } \lambda|^{-2} a_r^{-1} \quad (0 \leq i \leq m)
\]

\[
(v) \quad d_m g_{ri}^{(m)} + c_n g_{ri}^{(m)} + b_{ni} g_{ri}^{(m)} + e_{ni} g_{ri}^{(m)} + d_{ni} g_{ri}^{(m)} = \lambda a_r g_{ri}^{(m)} + a_r g_{ri}^{(m)} \quad (0 \leq n, i \leq m)
\]
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\[(8.24)\]
\[g^{(m)}_{-2i} = g^{(m)}_{-i} = 0 \quad (0 \leq i \leq m),\]

\[(8.25)\]
\[g_{m+2i} + k[c_{m}g_{mi} + d_{m-i}g_{m-i}] = 0\]
\[g_{m+2i} + h g_{mi} = 0 \quad (0 \leq i \leq m).\]

**Proof.** The solution of the boundary problem (8.1), (8.2), (8.3) in the form (8.15), (8.16) can be obtained by a method of variation of parameters. We seek to find the Green's function 
\[\{g_{n}(\lambda)\}_{n=1}^{m+2}\]
for fixed \(i\) satisfying \(0 \leq i \leq m\) given by the solution \(y = \{y_{n}\}_{n=0}^{m}\) of (8.1), (8.2), (8.3) taking for \(\{\delta_{n}\}_{n=0}^{m}\) the vector \(\{\delta_{n}\}_{n=0}^{m}\). The solution of (8.1), (8.2), (8.3) for an arbitrary vector \(\{f_{n}\}_{n=0}^{m}\) will then be given by (8.15) by superposition.

We set

\[(8.26)\]
\[y_{n}(\lambda) = \alpha_{n}p_{n}(\lambda) + \beta_{n}q_{n}(\lambda) + \gamma_{n}r_{n}(\lambda) + \delta_{n}s_{n}(\lambda) \quad (n \geq -2)\]

where \(\alpha_{n}, \beta_{n}, \gamma_{n}, \delta_{n}\) are complex constants and \(p_{n}(\lambda), q_{n}(\lambda), r_{n}(\lambda), s_{n}(\lambda)\) are the fundamental set of solutions of the corresponding homogeneous boundary problem (1.1), (1.2), (1.3) given by (2.1).

Substituting in (8.1) from (8.26) and using the recurrence relations (1.1) satisfied by \(p_{n}, q_{n}, r_{n}, s_{n}\) we obtain the equations (if \(a_{i} = 1\))

\[(8.27)\]
\[d_{n}[(\alpha_{n+2} - \alpha_{n})p_{n+2} + (\beta_{n+2} - \beta_{n})q_{n+2} + (\gamma_{n+2} - \gamma_{n})r_{n+2} + (\delta_{n+2} - \delta_{n})s_{n+2}]
\[+ c_{n}[(\alpha_{n+1} - \alpha_{n})p_{n+1} + (\beta_{n+1} - \beta_{n})q_{n+1} + (\gamma_{n+1} - \gamma_{n})r_{n+1} + (\delta_{n+1} - \delta_{n})s_{n+1}]
\[+ (\gamma_{n+1} - \gamma_{n})r_{n+1} + (\delta_{n+1} - \delta_{n})s_{n+1}]
\[+ d_{n}[(\alpha_{n+1} - \alpha_{n})p_{n+1} + (\beta_{n+1} - \beta_{n})q_{n+1} + (\gamma_{n+1} - \gamma_{n})r_{n+1} + (\delta_{n+1} - \delta_{n})s_{n+1}]
\[+ (\alpha_{n+1} - \alpha_{n})p_{n+1} + (\beta_{n+1} - \beta_{n})q_{n+1} + (\gamma_{n+1} - \gamma_{n})r_{n+1} + (\delta_{n+1} - \delta_{n})s_{n+1}]
\[+ (\alpha_{n+1} - \alpha_{n})p_{n+1} + (\beta_{n+1} - \beta_{n})q_{n+1} + (\gamma_{n+1} - \gamma_{n})r_{n+1} + (\delta_{n+1} - \delta_{n})s_{n+1}]
\[= \delta_{ni} \quad (0 \leq n \leq m).\]

We satisfy equation (8.27) for \(0 \leq n \leq i - 2\) and for \(i + 3 \leq n \leq m\) by choosing

\[(8.28)\]
\[\alpha_{m+2} = \cdots = \alpha_{i+2} = \alpha_{i+1} \neq \alpha_{i} = \alpha_{i-1} = \cdots = \alpha_{-2}\]
\[\beta_{m+2} = \cdots = \beta_{i+2} = \beta_{i+1} \neq \beta_{i} = \beta_{i-1} = \cdots = \beta_{-2}\]
\[\gamma_{m+2} = \cdots = \gamma_{i+2} = \gamma_{i+1} \neq \gamma_{i} = \gamma_{i-1} = \cdots = \gamma_{-2}\]
\[\delta_{m+2} = \cdots = \delta_{i+2} = \delta_{i+1} \neq \delta_{i} = \delta_{i-1} = \cdots = \delta_{-2}\]

and setting

\[(8.29)\]
\[\hat{\alpha} = \alpha_{i+1} - \alpha_{i}, \hat{\beta} = \beta_{i+1} - \beta_{i}, \hat{\gamma} = \gamma_{i+1} - \gamma_{i}, \hat{\delta} = \delta_{i+1} - \delta_{i}\]

we obtain from equations (8.27) for \(i - 1 \leq n \leq i + 2\) the equations

\[(8.30)\]
\[\hat{\alpha}d_{i-1}p_{i+1} + \hat{\beta}d_{i-1}q_{i+1} + \hat{\gamma}d_{i-1}r_{i+1} + \hat{\delta}d_{i-1}s_{i+1} = 0\]
\[\hat{\alpha}(d_{i}p_{i+2} + c_{i}p_{i+1}) + \hat{\beta}(d_{i}q_{i+2} + c_{i}q_{i+1}) + \hat{\gamma}(d_{i}r_{i+2} + c_{i}r_{i+1}) + \hat{\delta}(d_{i}s_{i+2} + c_{i}s_{i+1}) = 0\]
+ \hat{\beta}(c_i q_i + d_{i-1} q_{i-1}) + \gamma(c_i r_i + d_{i-1} r_{i-1}) \\
+ \hat{\delta}(c_i s_i + d_{i-1} s_{i-1}) = 0 \\
\hat{\alpha} d_i p_i + \hat{\beta} d_i q_i + \gamma d_i r_i + \hat{\delta} d_i s_i = 0
\end{aligned}
\tag{8.30}
\end{equation}
where we assume the third and fourth equations of (8.30) to be also satisfied for \( i = m - 1, m \), and the first equation of (8.30) also for \( i = 0 \). From (8.30) we obtain
\begin{equation}
\hat{\alpha} = -\frac{1}{d_i} |qrs|_{i} |pqrs|_{i}, \quad \hat{\beta} = \frac{1}{d_i} |prs|_{i} |pqrs|_{i}, \\
\hat{\gamma} = -\frac{1}{d_i} |qps|_{i} |pqrs|_{i}, \quad \hat{\delta} = \frac{1}{d_i} |pqr|_{i} |pqrs|_{i},
\end{equation}
\tag{8.31}
where
\begin{equation}
|pqrs|_{i} = \begin{vmatrix}
p_{i-1} & q_{i-1} & r_{i-1} \\
p_i & q_i & r_i \\
p_{i+1} & q_{i+1} & r_{i+1}
\end{vmatrix}, \quad |pqrs|_{i} = \begin{vmatrix}
p_{i-1} & q_{i-1} & r_{i-1} & s_{i-1} \\
p_i & q_i & r_i & s_i \\
p_{i+1} & q_{i+1} & r_{i+1} & s_{i+1} \\
p_{i+2} & q_{i+2} & r_{i+2} & s_{i+2}
\end{vmatrix} \quad (i \geq -1).
\end{equation}
\tag{8.32}
From (8.2), (8.28) we obtain using (2.1)
\begin{equation}
\gamma_i = \cdots = \gamma_{-2} = 0, \quad \delta_i = \cdots = \delta_{-2} = 0
\end{equation}
\tag{8.33}
and then from (8.28), (8.29), (8.31), (8.33) we obtain
\begin{equation}
\gamma_{m+2} = \cdots = \gamma_{i+1} = \hat{\gamma} = -\frac{1}{d_i} |qps|_{i} |pqrs|_{i}, \\
\hat{\delta}_{m+2} = \cdots = \hat{\delta}_{i+1} = \hat{\delta} = \frac{1}{d_i} |pqr|_{i} |pqrs|_{i}.
\end{equation}
\tag{8.34}
From (8.3), (8.28), (8.34) and using also the fourth equation of (8.30) for \( i = m \) and (8.29) we obtain
\begin{equation}
\alpha_{m+2} = \cdots = \alpha_{i+1} = [- |qps|_{i} q r_{m} + |pqr|_{i} q s_{m}] / d_i |pqrs|_{i} |pq|_{m}, \\
\beta_{m+2} = \cdots = \beta_{i+1} = [ |qps|_{i} p r_{m} - |pqr|_{i} p s_{m}] / d_i |pqrs|_{i} |pq|_{m}
\end{equation}
where |pq|_{m} etc. are defined in (2.2), and then from (8.29), (8.35), (8.31), (8.28) we obtain
\begin{equation}
\alpha_i = \cdots = \alpha_{-2} = [- |qps|_{i} q r_{m} + |pqr|_{i} q s_{m} \\
+ |qrs|_{i} q p r_{m} / d_i |pqrs|_{i} |pq|_{m}, \\
\beta_i = \cdots = \beta_{-2} = [ |qps|_{i} p r_{m} - |pqr|_{i} p s_{m} \\
- |prs|_{i} p q r_{m} / d_i |pqrs|_{i} |pq|_{m}.
\end{equation}
\tag{8.36}
We now see from (8.9), (8.10) that
and expanding the determinant and using (3.1), (3.7) that

\[
| pqr |_i = -d_{-1}q_i d_{i-1}, \quad | pqs |_i = -(c_{-1}q_i - d_{-1}p_i)/d_{i-1},
\]

\[
| prs |_i = -(c_{-1}r_i - d_{-1}p_i)/d_{i-1}, \quad | qrs |_i = -d_{-1}r_i/d_{i-1} \quad (i \geq -1).
\]

Using (8.37), (8.38) in (8.33), (8.34), (8.35), (8.36), substituting in (8.26) and making use of relation (8.5) of Lemma 8.1 and (8.12) we obtain Green's function \( g(r)^n(\lambda) \) in the form (8.16).

We now verify that (8.15), (8.16) is a solution of (8.1), (8.2), (8.3) with the aid of Lemmas 8.1, 8.2, 8.3, 8.4 and then show that the solution is unique.

Set \( y(r) = g^n(r)^m(x)_n \) in equation (8.1) for \( n \). Then the left side becomes, using the recurrence relations (1.1) satisfied by \( p_n, q_n, \)

\[
\begin{align*}
\{d_n g^{(m)}(r)^{n+1}_n + c_n g^{(m)}(r)^{n+1}_n + (b_n - \lambda a_n) g^{(m)}(r)^{n+1}_n + c_{n-1} g^{(m)}(r)^{n+1}_n + d_{n-2} g^{(m)}(r)^{n+1}_n
\end{align*}
\]

\[
\begin{align*}
= \{d_n(p_n \psi^{1n+2}_n + q_n \psi^{2n+2}_n) + c_n(p_n \psi^{1n+1}_n + q_n \psi^{2n+1}_n)
\end{align*}
\]

\[
\begin{align*}
+ (b_n - \lambda a_n)(p_n \psi^{1n}_n + q_n \psi^{2n}_n) + c_{n-1}(p_n \psi^{1n-1}_n + q_n \psi^{2n-1}_n) + d_{n-2}(p_n \psi^{1n-2}_n + q_n \psi^{2n-2}_n)
\end{align*}
\]

\[
\begin{align*}
- c_{n-1}(p_n \psi^{1n-1}_n + q_n \psi^{2n-1}_n) + d_{n-1}(p_n \psi^{1n-2}_n + q_n \psi^{2n-2}_n)
\end{align*}
\]

\[
\begin{align*}
= (1 + 1 - 1) a_n f_n = a_n f_n
\end{align*}
\]

using (8.14) of Lemma 8.4, (8.11) and relation (8.8) of Lemma 8.2.

Hence this term in the expression (8.15) for \( y(r,\lambda) \) satisfies equation (8.1) for \( n \).

Set \( y(r,\lambda) = g^{m}(r)^{n}(\lambda)_n \) in equation (8.1) for \( n \). Then we obtain, using the fact that the \( \psi_i \) satisfy recurrence relations (1.1),

\[
\begin{align*}
\{d_n g^{(m)}(r)^{n+1}_n + c_n g^{(m)}(r)^{n+1}_n + (b_n - \lambda a_n) g^{(m)}(r)^{n+1}_n + c_{n-1} g^{(m)}(r)^{n+1}_n + d_{n-2} g^{(m)}(r)^{n+1}_n
\end{align*}
\]

\[
\begin{align*}
= \{d_n(p_n \psi^{1n+2}_n + q_n \psi^{2n+2}_n) + c_n(p_n \psi^{1n+1}_n + q_n \psi^{2n+1}_n)
\end{align*}
\]

\[
\begin{align*}
+ (b_n - \lambda a_n)(p_n \psi^{1n+1}_n + q_n \psi^{2n+1}_n) + c_{n-1}(p_n \psi^{1n+1}_n + q_n \psi^{2n+1}_n) + d_{n-2}(p_n \psi^{1n+1}_n + q_n \psi^{2n+1}_n)
\end{align*}
\]

\[
\begin{align*}
- c_{n-1}(p_n \psi^{1n+1}_n + q_n \psi^{2n+1}_n) + d_{n-1}(p_n \psi^{1n+1}_n + q_n \psi^{2n+1}_n)
\end{align*}
\]

\[
\begin{align*}
= d_{n-3}(p_n \psi^{1n+1}_n + q_n \psi^{2n+1}_n)
\end{align*}
\]

using Lemma 8.4 and relation (8.5) of Lemma 8.1 for \( h, k = 0 \).

Similarly we see that \( y(r) = g^{m}(r)^{n+1}(\lambda)_n \) in the left side of equation (8.1) for \( n \) gives 0. Also if we set \( y(r,\lambda) = g^{m}(r)^{n}(\lambda)_n \), \( s \leq n - 2 \) or \( s \geq n + 2 \), in equation (8.1) for \( n \), we obtain, using the fact that the \( \psi_i \) satisfy recurrence relations (1.1), that the left side of equation becomes 0.

Hence we can state that \( y(r,\lambda) \) as given by (8.15) satisfies the recurrence relations (8.1).
Now \( y_r(\lambda) \) given in (8.15) can easily be seen to satisfy initial conditions (8.2).

We now show that conditions (8.3) are satisfied.

Set \( y_r(\lambda) = g_r^{(m)}(\lambda) f_n \) in the relations (8.3). Then the left side of the first relation becomes for \( n \leq m - 1 \)

\[
y_{m+1} + k[c_m y_m + d_{m-1} y_{m-1}] = [g_m^{(m)} + k[c_m g_m^{(m)} + d_{m-1} g_{m-1}^{(m)}]] f_n
\]

\[
= \{p_n \psi_{1m+1} + q_n \psi_{2m+1} + k[c_m p_n \psi_{1m} + c_m q_n \psi_{2m} + d_{m-1} p_n \psi_{1m-1} + d_{m-1} q_n \psi_{2m-1}]\} a_n f_n = 0
\]

since the \( \psi_i^{(m)} (i = 1, 2) \) satisfy boundary conditions (8.3).

Similarly for \( n < m \) we have

\[
y_{m+2} + h y_m = [g_m^{(m)} + h g_{m+1}^{(m)}] a_n f_n
\]

\[
= \{p_n \psi_{1m+2} + q_n \psi_{2m+2} + h p_n \psi_{1m} + h q_n \psi_{2m}\} a_n f_n = 0 .
\]

For \( n = m \) we have, using the fact that the \( \psi_i^{(m)} (i = 1, 2) \) satisfy boundary conditions (8.3),

\[
y_{m+1} + k[c_m y_m + d_{m-1} y_{m-1}] = [g_m^{(m)} + k[c_m g_m^{(m)} + d_{m-1} g_{m-1}^{(m)}]] f_m
\]

\[
= \{p_m \psi_{1m+1} + q_m \psi_{2m+1} + k[c_m p_m \psi_{1m} + c_m q_m \psi_{2m} + d_{m-1} p_m \psi_{1m-1} + d_{m-1} q_m \psi_{2m-1}]\} a_m f_m = 0
\]

using relation (8.14) of Lemma (8.4) and (8.5) of Lemma 8.1 for \( h = k = 0 \).

Hence \( y_r(\lambda) \) as given in formula (8.15) satisfies conditions (8.3).

The uniqueness of the solution follows from the fact that, since \( \lambda \) is not an eigenvalue of the corresponding homogeneous boundary problem (1.1), (1.2), (1.3), the difference of two solutions of (8.1), (8.2), (8.3) must be the trivially zero solution.

To prove (8.17) we require the following lemma giving an identity analogous to Green's formula for differential equations:

**Lemma 8.5.** For two vectors \( u = \{u_n\}, v = \{v_n\} ( -2 \leq n \leq m + 2) \) of complex numbers \( u_n, v_n \) we have the formula

\[
\sum_{n=0}^{m} (P u)_n \bar{v}_n - u_n(\bar{v})_n = [uv]_n - [uv]_{n-1}.
\]

where the form \([uv]_n\) is defined in (3.1) and the difference operator \( P \) acting on a sequence \( u = \{u_n\} ( -2 \leq n \leq m + 2) \) of complex numbers \( u_n \) is defined by

\[
(Pu)_n = d_n u_{n+2} + c_n u_{n+1} + b_n u_n + c_{n-1} u_{n-1} + d_{n-2} u_{n-2} \quad (0 \leq n \leq m).
\]

The proof of (8.39) is immediate from the form of (8.40).
We now can obtain (8.17) of Theorem 8.1. We set in (8.39) $u = v = y$ where $y$ is the solution of (8.1), (8.2), (8.3). Then from (8.2), (8.3) we see that $[yy]_\mathrm{m} = [yy]_{-1} = 0$ and from (8.1) $(Py)_n = \lambda a_n y + a_n f_n$. Then (8.39) may be written

$$2i \Im \sum_{n=0}^m a_n |y_n|^2 = \sum_{n=0}^m a_n (\bar{f}_n y_n - f_n \bar{y}_n).$$

We deduce with the aid of the Schwarz inequality

$$2\|y\|_m \leq 2 \left( \sum_{n=0}^m a_n |f_n|^2 \right)^{1/2} \left( \sum_{n=0}^m a_n |y_n|^2 \right)^{1/2}$$

and hence

$$\|y\|_m \leq \|\lambda\|^{-1/2} |f|_m$$

where $\|y\|_m$ is given by (8.18), and we have the result (8.17).

Now (8.19) of (i) follows from the form of $g_r^s(\lambda)$ given in (8.16) with (8.12), (8.23), (8.24) and (8.25) of (v) follow from the form of the solution $y$ of (8.1), (8.2), (8.3) given by (8.15) and hence from the fact that $[r_r^s(\lambda)]_{r=0}^{m+2}$ satisfies (8.1) with $[f_r^s]_{r=0}^m = [\delta_{r,s}]_{r=0}^m$, and (8.2), (8.3). Hence also (8.20) of (ii) follows from (8.17) using $\|\delta_{r,s}\|_m = a_r^{1/2}$. From (8.20) we easily deduce (8.21) of (iii). (8.22) of (iv) follows from (8.20) using (8.19). This completes the proof of Theorem 8.1.

We obtain the following corollary:

**Corollary 8.1.** The solution of the inhomogeneous recurrence relations (8.1) satisfying the initial conditions

$$y_{-2} = y_{-1} = y_0 = y_1 = 0$$

is given by $y = y_n(\lambda)$ $(n \geq -2)$ where

$$y_n = \sum_{k=1}^4 \left( \sum_{i=0}^{n-2} v_{ki}(\lambda) \right) \phi_k^n$$

where $\phi_k = \{\phi_k^n(\lambda)\}_{n=0}^{m+2} \ (1 \leq k \leq 4)$ are four linearly independent solutions of the homogeneous recurrence relations (1.1) and the vectors $v_k = \{v_{ki}(\lambda)\}_{i=0}^{n+2} \ (1 \leq k \leq 4)$ are four linearly independent solutions forming the adjoint fundamental systems of solutions of (1.1) and are given by

$$v_{i+1} = [-\phi_{i+1}^0 \phi_{i+1}^0 + [\phi_{i+1}^0 \phi_{i+1}^0 - [\phi_{i+1}^0 \phi_{i+1}^0] / D_{-1}$$

$$v_{i+1} = [-\phi_{i+1}^0 \phi_{i+1}^0 + [\phi_{i+1}^0 \phi_{i+1}^0 - [\phi_{i+1}^0 \phi_{i+1}^0] / D_{-1}$$

$$v_{i+1} = [-\phi_{i+1}^0 \phi_{i+1}^0 + [\phi_{i+1}^0 \phi_{i+1}^0 - [\phi_{i+1}^0 \phi_{i+1}^0] / D_{-1}$$

$$v_{i+1} = [-\phi_{i+1}^0 \phi_{i+1}^0 + [\phi_{i+1}^0 \phi_{i+1}^0 - [\phi_{i+1}^0 \phi_{i+1}^0] / D_{-1}$$

$$v_{i+1} = [-\phi_{i+1}^0 \phi_{i+1}^0 + [\phi_{i+1}^0 \phi_{i+1}^0 - [\phi_{i+1}^0 \phi_{i+1}^0] / D_{-1}$$

$(i \geq -2)$
where \( D_{\gamma} = d_{-q}d_{-1}|\phi_{2}\phi_{3}\phi_{4}|_{-1} \), and \( |\phi_{2}\phi_{3}\phi_{4}|_{-1} \) is defined analogously to (8.32) and the forms \([\phi_{2}\phi_{4}]\) are defined in (3.6), (3.1).

**Proof.** We note that the solution of (8.1), (8.41) exists and is unique for all \( \lambda \) since the corresponding homogeneous equations (1.1) with (8.41) can have only the trivial zero solution.

We solve the equations (8.1), (8.41) by the method of variation of parameters setting

\[
y_{n}(\lambda) = \alpha_{n}\phi_{1n}(\lambda) + \beta_{n}\phi_{2n}(\lambda) + \gamma_{n}\phi_{3n}(\lambda) + \delta_{n}\phi_{4n}(\lambda) \quad (n \geq -2)
\]

Analogously to the demonstration of (8.15), (8.16) of Theorem 8.1 we obtain the solution \( y \) in the form (8.42) with

\[
\begin{align*}
y_{1i} &= -|\phi_{2}\phi_{3}\phi_{4}|_{i}/d_{i}|\phi_{1}\phi_{3}\phi_{4}|_{i} \\
y_{2i} &= |\phi_{1}\phi_{3}\phi_{4}|_{i}/d_{i}|\phi_{1}\phi_{3}\phi_{4}|_{i} \\
y_{3i} &= -|\phi_{1}\phi_{3}\phi_{4}|_{i}/d_{i}|\phi_{1}\phi_{3}\phi_{4}|_{i} \\
y_{4i} &= |\phi_{1}\phi_{3}\phi_{4}|_{i}/d_{i}|\phi_{1}\phi_{3}\phi_{4}|_{i}
\end{align*}
\]

where \( |\phi_{2}\phi_{3}\phi_{4}|_{i} \), \( |\phi_{2}\phi_{3}\phi_{4}|_{i} \) are defined analogously to (8.32), and we make use of the easily verifiable fact that

\[
\sum_{k=1}^{4} \psi_{kn-l}\psi_{kn} = 0 \quad (n \geq -1)
\]

Using recurrence relations (1.1) we obtain analogously to (8.37), (8.38) that

\[
|\phi_{2}\phi_{3}|_{i} = \frac{1}{d_{i-1}}[(\phi_{2}\phi_{4})_{i} - (\phi_{3}\phi_{2})_{i} + (\phi_{1}\phi_{2})_{i}](i \geq -1)
\]

etc. and

\[
|\phi_{2}\phi_{3}\phi_{4}|_{i} = d_{-q}d_{-1}|\phi_{2}\phi_{3}\phi_{4}|_{-1}/d_{i-1}d_{i} \quad (i \geq -1)
\]

and hence obtain \( v_{k}(1 \leq k \leq 4) \) as in (8.43).

We see from (8.43) that the \( v_{k}(1 \leq k \leq 4) \) are solutions of (1.1).

From (8.47) or directly from (1.1) we deduce the following corollary:

**COROLLARY 8.2.** If for four solution vectors \( \phi_{k} = \{\phi_{kn}\}_{n=-2}^{m}(1 \leq k \leq 4) \) of (1.1) we have \( |\phi_{i}\phi_{2}\phi_{3}\phi_{4}|_{i} \neq 0 \) for some \( i \geq -1 \) then we have \( |\phi_{i}\phi_{2}\phi_{3}\phi_{4}|_{i} \neq 0 \) for all \( i \geq -1 \). A necessary and sufficient condition for the solution vectors of (1.1) \( \phi_{k}(1 \leq k \leq 4) \) to be linearly independent is that \( |\phi_{i}\phi_{2}\phi_{3}\phi_{4}|_{i} \neq 0 \) for some \( i \geq -1 \).

We now verify that the \( v_{k}(1 \leq k \leq 4) \) are linearly independent by showing, as is sufficient in view of (1.1), that

\[
\sum_{k=1}^{4} \alpha_{k} v_{ki} = 0 \quad (i = -1, 0, 1, 2)
\]
where the $\alpha_k (1 \leq k \leq 4)$ are complex constants implies that $a_k = 0$ ($1 \leq k \leq 4$). For we may write (8.48) in view of (8.45) in the form

$$
\begin{vmatrix}
\phi_{i-1} & \phi_{i-1} & \phi_{i-1} & \phi_{i-1} \\
\phi_{i} & \phi_{i} & \phi_{i} & \phi_{i} \\
\phi_{i+1} & \phi_{i+1} & \phi_{i+1} & \phi_{i+1} \\
\alpha_1 & \alpha_2 & \alpha_3 & \alpha_4
\end{vmatrix}
= 0 \quad (-1 \leq i \leq 2).
$$

Using the recurrence relations (1.1) we deduce that

$$
\begin{vmatrix}
\phi_{i-1} & \phi_{i-1} & \phi_{i-1} & \phi_{i-1} \\
\phi_{i} & \phi_{i} & \phi_{i} & \phi_{i} \\
\phi_{i+1} & \phi_{i+1} & \phi_{i+1} & \phi_{i+1} \\
\alpha_1 & \alpha_2 & \alpha_3 & \alpha_4
\end{vmatrix}
= 0 \quad (i = 0)
$$

for all complex constants $\gamma_k (1 \leq k \leq 4)$.

Since by Corollary 8.2 $|\phi_1 \phi_2 \phi_3 \phi_4| \neq 0$ since the $\phi_k (1 \leq k \leq 4)$ are linearly independent, we obtain for some set of complex constants $\beta_k (1 \leq k \leq 4)$ not all zero and independent of the $\gamma_k (1 \leq k \leq 4)$ that

$$
\begin{vmatrix}
\phi_{i-1} & \phi_{i-1} & \phi_{i-1} & \phi_{i-1} \\
\phi_{i} & \phi_{i} & \phi_{i} & \phi_{i} \\
\phi_{i+1} & \phi_{i+1} & \phi_{i+1} & \phi_{i+1} \\
0 & 0 & 0 & \sum_{k=1}^{4} \gamma_k \beta_k
\end{vmatrix}
= 0 \quad (i = 0)
$$

and hence, since $|\phi_1 \phi_2 \phi_3 \phi_4| \neq 0$ by Corollary 8.2, that $\sum_{k=1}^{4} \gamma_k \beta_k = 0$ for all $\gamma_k (1 \leq k \leq 4)$. Hence $\beta_k = 0$ ($1 \leq k \leq 4$). This is a contradiction and hence $\alpha_k = 0$ ($1 \leq k \leq 4$) and the $v_k$ ($1 \leq k \leq 4$) are linearly independent.

We now derive the solution of the boundary problem (8.1), (8.2), (8.3) in an alternative form involving a different expression for the Green’s function.

We obtain the following theorem:

**Theorem 8.2.** The solution of the inhomogeneous boundary problem (8.1), (8.2), (8.3), provided $\lambda$ is not an eigenvalue of the corresponding homogeneous boundary problem (1.1), (1.2), (1.3), is given by

$$(8.49) \quad y_n(\lambda) = \sum_{i=0}^{m} g_{ni}^{(m)}(\lambda) f_i \quad (-2 \leq n \leq m + 2)$$

where the Green’s function $g_{ni}^{(m)}(\lambda)$ is given by
\begin{equation}
(8.50) \quad g_{m}^{(m)}(\lambda) = \sum_{i=0}^{\infty} Y_{n}(\mu) d_{m,h,k}(\mu) Y_{i}^{*}(\mu) a_{i}/(\mu - \lambda)
\end{equation}

for $-2 \leq n \leq m + 2$, $0 \leq i \leq m$, where $Y_{n}(\lambda)$ are the matrix polynomials defined in (7.1).

**Proof.** We use the dual orthogonality relations (7.8) and the recurrence relations (7.2) and (7.3), as well as (7.4), (7.9).

Assuming (8.49), (8.50) we obtain with the aid of the recurrence relations (7.2) that the left-hand side of equation (8.1) becomes

\[
\sum_{i=0}^{m} \int_{-\infty}^{\infty} (\mu - \lambda) a_{n} Y_{n}(\mu) d_{m,h,k}(\mu) Y_{i}^{*}(\mu)(\mu - \lambda)^{-1} a_{i} f_{i} = \sum_{i=1}^{m} a_{n} a_{i} \delta_{n,i} f_{i} = a_{n} f_{n}
\]

using (7.8).

Hence the $y_{n}(\lambda)$ defined by (8.49), (8.50) satisfy the equations (8.1) and, as can readily be ascertained using (7.3), the initial conditions (8.2).

Also using the definition of $d_{m,h,k}(\lambda)$ given in (7.9) and relation (7.4) we see that $g_{m}^{(m)}(\lambda)$ as given by (8.50) and consequently $y_{n}(\lambda)$ in (8.49) satisfy the boundary conditions (8.3).

In a subsequent paper (Billigheimer [4]), we consider the boundary problem of the recurrence relations (1.1), (1.2) in the singular case $m \to \infty$. Both forms of Green’s function given in Theorem 8.1 and 8.2 are of use in these further investigations.
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