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Our purpose is to develop a splitting theory for the functor Pic. For each rank one projective module $P$, we exhibit a generic splitting algebra $T^i(P/R)$. Whenever $n$ is a multiple of the order of $P$ in $\text{Pic}(R)$, it has a splitting algebra which is a rank $n$ projective module. We then show the relationship of the latter algebra to the usual splitting ring of an ideal in a Dedekind domain.

Throughout this paper all rings and algebras are commutative and associative and have identities. The symbol "$R$" will always denote a fixed but arbitrary ring and all modules and algebras are over $R$. An unadorned tensor product sign "$\otimes$" is to be interpreted as "$\otimes_R$". If $M$ is an $R$-module we let $M^*$ be $M \otimes \cdots \otimes M$ ($n$ times), $M^*$ be $\text{Hom}(M, R)$ and $e: M \otimes M^* \rightarrow R$ be the evaluation map (i.e., $e(x \otimes f) = f(x)$ for all $x \in M$ and $f \in M^*$).

An $R$-module $P$ is a rank $n$ projective if it is finitely generated and if for each prime ideal $m$ of $R$, $P_m$ is a free $R_m$ module of rank $n$. If $P$ is a rank one projective, so is $P^*$ and $e: P \otimes P^* \rightarrow R$ is an isomorphism. Thus $\text{Pic}(R)$, the set of isomorphism classes ($P$) of rank one projectives $P$, is a group under the multiplication rule: $(P)(Q) = (P \otimes Q)$. If $P$ is a rank one projective we write $P^{-n}$ for $P^{**}$ ($\cong P^{**}$). An $R$-algebra $S$ splits ($P$) in $\text{Pic}(R)$ if $P \otimes S \cong S$ as $S$-modules. See [3] for more details.

A final note on general notation: If $\{A_i\}$ is a collection of $R$-modules, by $\sum \oplus A_i U^i$ is meant the $R$-module whose elements are all finite sums $\sum a_i U^i$ where $a_i \in A_i$. Addition and scalar multiplication are defined as for polynomials in the indeterminant $U$. Sometimes the $U$ may be in lower case and it may or may not have a subscript. Clearly the notation is such that $\sum \oplus R U^i$ is the module of ordinary polynomials over $R$ in the indeterminant $U$.

In § 2 we define for each rank one projective $P$ an algebra $T_m(P/R)$ which by Theorem 1 is a generic splitting algebra for the module $Q$ in the same sense that $F_m(A)$ is a generic splitting algebra for the central simple algebra $A$ in the works of Amitsur [1] and Roquette [8]. If $T'(P/R)$ is the tensor algebra of $P$, Theorem 2 characterizes the splitting algebras of $P$ as those commutative algebras $S$ such that $S \otimes T'(P/R)$ is isomorphic to $S[X]$.

In § 3 it is shown that for every isomorphism $f: P^* \rightarrow R$, $P$ has a splitting algebra $T_n(P/R, f)$ which is a rank $n$ projective module. This algebra is separable if and only if $n$ is a unit of $R$. We close
the section with some information about when two of the generic or finite splitting algebras are isomorphic (as graded algebras).

We define Picard ideals as those which are rank one projective modules. Our last section is concerned with the case in which $I$ is a Picard ideal with $I^n = Rw$ and $T = T_n(I/R, w^{-i})$. We give some information about when $T$ is a domain and in Theorem 4 show that if $R$ is Dedekind and $n$ is both the order of $(I)$ in Pic$(R)$ and is a unit of $R$, then $T$ is the usual splitting algebra for $I$. We give two examples illustrating what may happen to $T$ when $R$ is Dedekind but $n$ fails to satisfy the hypotheses of Theorem 4.

2. Generic splitting algebras. Throughout this section $P$ is a rank one projective. Before we can define the generic splitting algebra we need the following rather technical lemma.

**Lemma 1.** (i) Suppose $\alpha$ is any permutation of the first $n$ integers and let $\theta: P^n \rightarrow P^n$ be the unique homomorphism with $\theta(x_1 \otimes \cdots \otimes x_n) = x_{\alpha 1} \otimes \cdots \otimes x_{\alpha n}$. Then $\theta$ is the identity map.

(ii) If $m$ and $n$ are any two integers, the various maps from $P^n \otimes P^m$ to $P^{n+m}$ induced by interchanging factors and applying the evaluation map $e$ and the identity map are all the same. We denote this map by $t_{n,m}: P^n \otimes P^m \rightarrow P^{n+m}$.

(iii) If $\sigma: P^n \otimes P^m \rightarrow P^m \otimes P^n$ is the "switch" map, then $t_{n,m} \cdot \sigma = t_{n,m}^*$.

(iv) If $q$ is also an integer, the following diagram commutes:

\[
\begin{array}{ccc}
P^n \otimes P^m \otimes P^q & \xrightarrow{t_{n,m} \otimes 1} & P^{n+m} \otimes P^q \\
1 \otimes t_{m,q} & \downarrow & t_{n+m,q} \\
P^n \otimes P^{m+q} & \xrightarrow{t_{n,m+q}} & P^{n+m+q}.
\end{array}
\]

**Proof.** For (i) we need only show that for each maximal ideal $m$, the map $\theta_m: P^n_m \rightarrow P^n_m$ is the identity. Since $R_m$ is local, $P^n_m = R_m x$ for some $x$ in $P^n_m$. Thus $P^n_m = R_m y$ where $y = x \otimes \cdots \otimes x$ and clearly $\theta_m(y) = y$. The proofs of the other parts of the lemma are clear from the statement and proof of (i).

We can now make the following definition.

**Definition.** Suppose $(P)$ is in Pic$(R)$, let $T_{\omega}(P/R) = \sum_{i=-\infty}^{+\infty} P^i U^i$ as an $R$-module, and define a multiplication by:

\[
(\sum a_i U^i) \cdot (\sum b_j U^j) = \sum_{i,j} t_{i,j}(a_i \otimes b_j) U^{i+j}.
\]
Lemma 1 shows that $T(P/R)$ is a commutative, associative $R$-algebra. Let $T'(P/R) = \sum_{i=0}^{\infty} P'^i$. Clearly $T'(P/R)$ is an $R$-subalgebra of $T(P/R)$ which is isomorphic to the tensor algebra of the $R$-module $P$.

**Remark.** It is clear that up to isomorphism $T(P/R)$ depends only on the isomorphism class of the $R$-module $P$ and if $S$ is any commutative $R$-algebra, then $S \otimes T(P/R) \cong T(S \otimes P/S)$. Similar facts hold for $T''$. In fact $T(P/R)$ and $T'(P/R)$ are both natural in the following sense. For any commutative ring $R$, let $PCA(R)$ be the set of isomorphism classes of commutative $R$-algebras which are projective and countably generated as $R$-modules. If $\mathcal{K}$ is the category of commutative rings with identity and $\mathcal{S}$ the category of Sets, then Pic and $PCA$ can be considered functors from $\mathcal{K}$ to $\mathcal{S}$ and $T$ and $T'$ then induce natural transformations from Pic to $PCA$.

**Proposition 1.** If $S$ is any commutative $R$-algebra splitting $P$, then $S \otimes T(P/R) \cong S[Z]$ (the group ring over $S$ of the additive group of integers $\mathbb{Z}$) $\cong S[X, X^{-1}]$ the polynomial ring over $S$ in the indeterminants $X$ and $X^{-1}$). Also $S \otimes T'(P/R) \cong S[X]$.

**Proof.** By the above remark,

$$S \otimes T(P/R) \cong T(S/S) = \sum_{i=0}^{\infty} SU^i.$$ 

Multiplication in the latter is defined by

$$(\sum a_i U^i)(\sum b_j U^j) = \sum a_i b_j U^{i+j},$$

and thus it is clearly isomorphic to $S[Z]$ and to $S[X, X^{-1}]$. A similar calculation shows $S \otimes T'(P/R) \cong S[X]$.

**Proposition 2.** $T = T(P/R)$ splits $P$; in fact if we let $\theta: T \otimes P \to T$ be the map induced by the maps

$$t_{n+1}: P^n U^n \otimes P \to P^{n+1} U^{n+1},$$

then $\theta$ is a $T$-isomorphism.

**Proof.** Clear.

In fact not only does $T$ split $P$, but $T$ is a "generic" splitting algebra for $P$ in the sense of the following theorem.

**Theorem 1.** Let $(P)$ be in $Pic(R)$ and $T = T(P/R)$. Then for
any commutative $R$-algebra $S$, the following are equivalent:

(i) $S$ splits $P$,

(ii) $S \otimes T \cong S[Z] \cong S[X, X^{-1}]$ as $S$-algebras,

(iii) there is an $R$-algebra homomorphism from $T$ to $S$.

Proof. (i) $\Rightarrow$ (ii) by Proposition 1. If (ii) holds, then the composition $T \longrightarrow S \otimes T \cong S[Z] \longrightarrow S$ is an $R$-algebra map where the last factor in the composition is induced by the group homomorphism from $Z$ to the one element group. Thus (ii) $\Rightarrow$ (iii). If (iii) holds we can view $S$ as a $T$-algebra. Then since by Proposition 2, $T$ splits $P$, we have

$$S \otimes P \cong S \otimes_T T \otimes P \cong S \otimes_T T \cong S$$

as $S$-modules. Hence (iii) $\Rightarrow$ (i).

Using the map $\theta$ of Proposition 2 it is easy to see that $P' = \sum_{i=1}^{r} P' U^i$ is a $T'$ ideal isomorphic to $T' \otimes P$. Thus $T'$ splits $P$ if and only if $P'$ is $T'$-free. The following theorem shows that $T'$ does not split $P$ (except when $P$ is itself trivial) and that moreover the “splitting” algebras for $P$, $T'$ and $P'$ are the same.

**Theorem 2.** For each commutative algebra $S$ the following are equivalent:

(i) $S$ splits $P$,

(ii) $S \otimes T'(P/R) \cong S[X]$ as $S$-algebras,

(iii) $S \otimes P'$ is a free $S \otimes T'(P/R)$ module.

Proof. By the naturality of $T' = T'(P/R)$ we can assume $S = R$. (i) $\Rightarrow$ (ii): By Proposition 1. (ii) $\Rightarrow$ (iii): Let $\varphi: T' \rightarrow R$ be defined by $\varphi(\sum a_i U^i) = a_0$. Clearly $\varphi$ is an $R$-algebra map with kernel $P'$. Suppose $\alpha: R[X] \longrightarrow T'$ is any $R$-isomorphism. Then since the kernel of $\varphi \alpha$ is generated by $y = X - \varphi \alpha X$, it is easy to see that $P'$ is generated by $\alpha y$ and thus is a free $T'$ module. (iii) $\Rightarrow$ (i): If inc: $R \longrightarrow T'$ is the inclusion map, then since $\varphi \text{inc}$ is the identity map of $R$, Pic (inc) is a split monomorphism. Since $(P')$ is Pic (inc) of $(P)$, we see that $P'$ is $T'$-free if and only if $P$ is $R$-free.

3. Finite splitting algebras. Throughout this section, $P$ is a rank one projective module.

**Definition.** If $f: P^n \longrightarrow R$ is an isomorphism, we let $T_n(P/R, f)$ be the $R$-module $\sum_{i=1}^{n} \oplus P'u^i$. We define a multiplication on $T_n(P/R, f)$ by the formula:
\[(a w^j)(b w^j) = \begin{cases} \alpha b w^{j+i} & \text{when } i + j < n \\ \alpha b w^{j-i-n} & \text{when } i + j \geq n \end{cases} \]

and the distributive law: \((\sum_i a_i w^i)(\sum_j b_j w^j) = \sum_{i,j}(a_i w_i)(b_j w^j)\). We will often write "\(T_n\)" for "\(T_n(P/R,f)\)" and "\(w^n\)" for "\(w^j\)".

Note that an isomorphism \(f: P^n \to R\) is an element of \(P^{n*} = P^{-n}\). Suppose \(f(w) = 1\). If for each \(k \geq 0\), we let \(w^{-k}\) be the element \(f^k\) in \(P^{-nk}\), then for each integer \(k\), \(P^k\) is the free \(R\)-module with generator \(w^k\). Thus each element \(Y\) of \(T = T_n(P/R)\) is uniquely expressible as

\[ Y = \sum_{j=0}^{n-1} \sum_{k=0}^{\infty} a_{k,j} w^k U^{kn+j} \text{ with } a_{k,j} \in P^j . \]

**Proposition 3.** Suppose \(f, w, T\) and \(T_n\) are as above. Then there is an \(R\)-module map \(\pi: T \to T_n\) such that

(i) \(\pi\) is an \(R\)-module epimorphism

(ii) \(\pi\) is multiplicative

(iii) kernel \(\pi = T(wU^n - 1) = T(fU^{n-1} - 1)\)

(iv) if \(\pi'\) is \(\pi\) restricted to \(T' = T'(P/R)\) then \(\pi'\) is an \(R\)-module epimorphism with kernel \(T'(wU^n - 1)\).

In particular if \(I = T(wU^n - 1)\) and \(I' = T'(wU^n - 1)\), then \(T_n\) is an \(R\)-algebra which is isomorphic to \(T/I\) and to \(T'/I'\).

**Proof.** If \(Y\) is a nonzero element of \(T\) of the form \((*)\), we define \(\pi(Y) = \sum_{j=0}^{n-1} \sum_{k=0}^{\infty} a_{k,j} w^k U^{kn+j}\). From this definition it is clear that \(\pi\) is a well defined \(R\)-module epimorphism. The fact that when \(j + j' \geq n\) then \(a_{k,j} a_{k',j'} = f(a_{k,j} a_{k',j'}) w\), shows that \(\pi\) is multiplicative. Thus conditions (i) and (ii) hold.

Now let \(I = T(wU^n - 1)\). Since \(-fU^{-n}(wU^n - 1) = fU^{-n} - 1\) and \((-wU^n)(fU^{-n} - 1) = wU^n - 1\), we see that \(I = T(fU^{n-1} - 1)\) also. Since \(\pi(wU^n - 1) = 0\), it is clear that \(I\) is contained in kernel \(\pi\). Now suppose \(Y\) is an element of form \((*)\). Then it is easy to see that \(\pi(Y) = 0\) if and only if for each \(0 \leq j < n\), we have \(\sum_k a_{k,j} = 0\). Thus if \(\pi(Y) = 0\), then \(Y = \sum_{j=0}^{n-1} \sum_{k=0}^{\infty} a_{k,j} U^j (w^k U^{n-k} - 1)\). However, if \(k > 0\), then \((wU^n)^k - 1 = (wU^n - 1)(1 + wU^n + \cdots + (wU^n)^{k-1})\) and hence is in \(I\). A similar equation shows that if \(k < 0\), then

\[(wU^n)^k - 1 = (fU^{-n})^{-k} - 1\]

is also in \(I\). Hence condition (iii) has been verified.

Clearly \(\pi'\) is an epimorphism with kernel \(I \cap T'\). To prove (iv) we must show that \(I \cap T'\) is contained in \(T'(wU^n - 1)\). An element
Y of $I \cap T'$ is of the form $Y = \sum_{i=1}^{N} a_i U^i (U^0 - w U^n)$ where $M \subseteq N$ and each $a_i \in P_i$. However, since $a_u U^s$ is the homogeneous component of $Y$ of lowest degree and $Y$ is in $T'$, we see that $M \geq 0$ and hence $Y$ is in $T'(wU^n - 1)$.

The last statement in the proposition is clear.

**Notation.** If $M$ is any $R$-module, let $E^0(M/R) = R$, and if $n > 0$ let $E^n(M/R) = M \wedge \cdots \wedge M$ (the $n$-th exterior product of $M$ with itself).

**Lemma 2.** Suppose $M$ is any $R$-module, $(P)$ is in $\text{Pic}(R)$ and $n > 0$ is an integer. Then there is an $R$-module isomorphism

$$\theta: P^n \otimes E^n(M/R) \longrightarrow E^n(P \otimes M/R)$$

such that if $a_i \in P$, $x_i \in M$ for $i \leq n$,

$$\theta((a_1 \otimes \cdots \otimes a_n) \otimes (x_1 \wedge \cdots \wedge x_n)) = (a_i \otimes x_i) \wedge \cdots \wedge (a_n \otimes x_n).$$

**Proof.** Let $M' = M \times \cdots \times M$ (cartesian product of $M$ with itself $n$ times) and $P' = P \times \cdots \times P$ and define

$$\theta: P' \times M' \longrightarrow E^n(P \otimes M/R)$$

by $\theta'(a, x) = (a_1 \otimes x_1) \wedge \cdots \wedge (a_n \otimes x_n)$ when $a = (a_1, \ldots, a_n) \in P'$ and $x = (x_1, \ldots, x_n) \in M'$. Clearly $\theta'$ is multilinear in the variables $a_1, \ldots, x_n$. For each maximal ideal $m$ of $R$, let $f_m$ be the map

$$E^n(P \otimes M/R) \longrightarrow R_m \otimes E^n(P \otimes M/R) \longrightarrow E^n(P_m \otimes M_m/R_m)$$

induced by localization. It is easy to check that each $f_m \theta'$ is alternating in the $x_i$'s and thus $\theta'$ is alternating in those variables. Hence there is a well defined homomorphism $\theta$ satisfying the given property. Since each $\theta_m$ is an isomorphism, $\theta$ itself is an isomorphism.

**Theorem 3.** Suppose $(P)$ is in $\text{Pic}(R)$ and $n > 0$. Then the following are equivalent:

(i) $(P)^n = 1$,

(ii) there is a commutative $R$-algebra $T$ which is a rank $n$ projective $R$-module with $T \otimes P \cong T$ as $T$-modules,

(iii) there is a rank $n$ projective $R$-module $M$ with $M \otimes P \cong M$.

**Proof.** (A slightly weaker form of (i) $\iff$ (iii) is shown by Bass [2].)

(i) $\Rightarrow$ (ii): By Propositions 2 and 3, we can take $T = T_n(P/R, f)$ where $f: P^n \longrightarrow R$ is any isomorphism.

(ii) $\Rightarrow$ (iii): Let $M = T$ and forget the $T$-structure.
(iii) $\Rightarrow$ (i): By [3, p. 142], $E^n(M/R) = E^n(P \otimes M/R) = N$ is a rank one projective $R$-module. However, by Lemma 2, $P^n \otimes N \cong N$. Thus $(P)^*(N) = (N)$ in $\text{Pic}(R)$ and since $\text{Pic}(R)$ is a group, $(P)^n = 1$.

**Proposition 4.** Suppose $(P)$ is in $\text{Pic}(R)$. Then $T'(P/R)$ and $T_\omega(P/R)$ are not separable $R$-algebras. If $f: p^n :\to R$ is an isomorphism, then $T_n(P/R, f)$ is a separable $R$-algebra if and only if $n$ is a unit in $R$.

*Proof.* The first statement follows from Villameyer’s Theorem [7] which states that a separable, projective algebra is also finitely generated as an $R$-module and clearly $T'$ and $T_\omega$ are not finitely generated. By Bass [2; pp. 94, 96] $T_n = T_n(P/R, f)$ is separable if and only if for all maximal ideals $m$ of $R$, $(R/m) \otimes T_n$ is a separable $R/m$-algebra. By the naturality of $T_\omega$ and Proposition 3, it is clear that if $\bar{R} = R/m$, then $\bar{R} \otimes T_n = \bar{R}[X]/(1 - wX^n)$ for some element $w$ in $\bar{R}$. Thus $\bar{R} \otimes T_n$ is separable if and only if $X^n - w^{-1}$ is a separable polynomial in $\bar{R}[X]$; however this is true if and only if $n$ is a unit (i.e., nonzero) in $\bar{R}$. But clearly $n$ is nonzero in each $R/m$ if and only if $n$ is not in any maximal ideal $m$; which is to say that $n$ is a unit in $R$.

We consider an isomorphism between two graded algebras $A$ and $B$ to be graded (and write $A \cong g B$) if it preserves homogeneous components. Noting that $T_\omega(P/R), T'(P/R)$ and $T_n(P/R, f)$ are graded algebras with grading respectively $Z, Z^+$ and $Z/nZ$, we can now state:

**Proposition 5.** Suppose $(P)$ and $(Q)$ are in $\text{Pic}(R)$.

(i) $T'(Q/R) \cong g T'(P/R)$ if and only if $(Q) = (P)$.

(ii) The mapping $xU^m \to xU^{-m}$ defines a graded isomorphism $h: T_\omega(P^*/R) \to T_\omega(P/R)$.

(iii) $T_\omega(Q/R) \cong g T_\omega(P/R)$ if and only if $(Q) = (P)^e$ where $e = \pm 1$.

(iv) There is a graded isomorphism $h: T_\omega(Q/R, g) \to T_n(P/R, f)$ if and only if $m = n$ and there are an integer $k > 0$ and an isomorphism $h': Q \to P^k$ with $(k, m) = 1$ and $g = f^kh'^n$.

*Proof.* (i), (ii) and (iii) are clear, so we only give the proof of (iv).

(=): The correspondence $xU^r \to h''(x)U^{kr}$ induces an algebra map $h'': T'(Q/R) \to T'(P/R)$. Since $h''(1 - g^{-1}U^n) = 1 - (f^{-1}U^n)^k$, an element of $T'(P/R)(1 - f^{-1}U^n)$, by Proposition 3 we see that $h''$ induces a graded algebra homomorphism $h: T_n(Q/R, g) \to T_n(P/R, f)$. Since $(k, n) = 1$, $h$ is onto and thus is an isomorphism since its domain
and range are rank \( n \) projectives. Clearly \( h \) is graded.

\( \Rightarrow \): Clearly \( m = n \) and since \( h \) is a graded isomorphism there is an integer \( k \) and a map \( h': Q \rightarrow P^k \) with \( h(xU) = h'(x)U^k \). Thus \( h((QU)^r) \subseteq (PU)^r' \) where \( kr \equiv r'(\text{mod } n) \). Since \( h \) is onto, the equation \( kr \equiv 1 \) is solvable and thus \( (k, n) = 1 \). Also \( kr \equiv k \) if and only if \( r \equiv 1 \) and so \( h(QU) = P^k U^k \). Therefore \( h' \) is onto and hence is an isomorphism.

4. Picard ideals. In this section we are interested in the case where the rank one projective module is actually an ideal of \( R \)-which we call a Picard ideal. In many rings (e.g., domains and Noetherian rings) this is always the case—i.e., \( \text{Pic}(R) = C(R) \)—the isomorphism classes of Picard ideals. See [3] or [9]. However by an exercise in Bourbaki [3, p. 179] it can be seen that \( C(R) \) is not functorial, is not always a group and may be a proper subset of \( \text{Pic}(R) \). Since \( C(R) \) is not well behaved, one often gets information about it by studying the functor \( \text{Pic}(R) \).

We introduce the following special notation for this section: "\( I \)" will always denote an ideal of \( R \) and "\( K \)" is always the total quotient ring of \( R \). \( \Gamma \) is the ideal product of \( I \) with itself \( n \) times and \( \Gamma^n = I \otimes \cdots \otimes I \). It is easy to see that if \( I \) is flat then \( \Gamma^n \cong \Gamma(n) \).

Finally we let \( \Gamma^{-1} = \{ x \in K: xI \subseteq R \} \).

**Lemma 3.** \( I \) is a Picard ideal with finite order in \( \text{Pic}(R) \) if and only if some power of \( I \) is generated by a non zero divisor. If either condition holds then the map \( \theta: I^{-1} \rightarrow \Gamma \) defined by \( \theta(x)(a) = xa \) is an isomorphism.

**Proof.** The necessity condition is clear. Now suppose \( \Gamma^n = Rw \) where \( w \) is a non zero divisor. First note that \( \varphi: \Gamma \rightarrow \Gamma^{-1} \), defined by \( \varphi(g) = g(w)w^{-1} \), is an inverse to \( \theta \); which is thus an isomorphism. If \( w = \sum a_i b_i \) with \( a_i \in I \) and \( b_i \in \Gamma^{-1} \), it is easy to see that \( \{ a_i, \theta(b_i) \} \) is a finite projective basis for \( I \) in the sense of [4, p. 132] and thus \( I \) is finitely generated and projective as a module. Hence \( \Gamma \) is flat and so \( I \otimes \Gamma \cong I \cdot \Gamma \cong \Gamma^{-1} \). Since \( I \cdot \Gamma^{-1}w^{-1} = R \), we see that \( I \cdot \Gamma^{-1} = R \). Then we can conclude that \( I \) is rank one from the fact that \( I \otimes \Gamma \cong R \). Clearly \((\Gamma)^n = 1 \).

**Proposition 6.** Let \( I \) be an ideal of \( R \) with \( \Gamma^n = Rw \) for some non zero divisor \( w \) and let \( K \) be the total quotient ring of \( R \).

(i) \( I \) is a Picard ideal and if we identify \( w \) and \( w^{-1} \) with multiplication by that element in \( K \), then \( w^{-1}: \Gamma^n \rightarrow R \) and \( w: I^{-n} \rightarrow R \) are isomorphisms.

(ii) The inclusions \( R \subseteq I^{-1} \subseteq K \) induce inclusion maps
$R[U]/(U^n - w) \rightarrow T_n(I^{-1}/R, w) \rightarrow K[U]/(U^n - w)$.

(iii) If $R$ is an integral domain, then $T_n(I/R, w^{-1})$ is an integral domain if and only if $U^n - w$ is an irreducible polynomial over $K$.

Proof. (i) Clear from Lemma 3.
(ii) Clearly the inclusions $R \subseteq I^{-1} \subseteq K$ induce inclusions

$$T'(R/R) \subseteq T'(I^{-1}/R) \subseteq T'(K/K).$$

Thus if we define

$$J_0 = T'(K/K)(w^{-1}U^n - 1)$$
$$J_1 = T'(I^{-1}/R) \cap J_0$$
$$J_2 = T'(R/R) \cap J_0$$

then there is a sequence of inclusions:

$$R[U]/J_2 \rightarrow T'(I^{-1}/R)/J_1 \rightarrow K[U]/(U^n - w).$$

Thus to prove (ii) we need only show that

$$J_1 = J'_1 = T'(I^{-1}/R)(w^{-1}U^n - 1)$$

and $J_2 = J'_2 = R[U](U^n - w)$. Also it is clear that $J'_1 \subseteq J_1$ and since $U^n - w = w(w^{-1}U^n - 1) \in J_2$, $J'_2 \subseteq J_2$. Thus we need only show the opposite inclusions.

Suppose $y = (\sum a_i U^i)(w^{-1}U^n - 1) = \sum a_i U^i$ is in $J_0$. Note that $y_i = w(a_i + y_i U^n)$. Now assume $y$ is in $J_1$, i.e., each $a_i \in I^{-i}$. If $y$ is not in $J_1'$, let $N$ be the largest integer with $y_N$ not in $I^{-N}$. Then $y_N = w(a_N + y_N U^n) \in I^{n-N} = I^{-n}$, a contradiction. Thus $J_1 = J'_1$.

Now assume $y$ is in $J_2$. We claim that for each $i$, $y_i$ is in $Rw$. If not, letting $N$ be a maximal counter-example, the above expression for $y_N$ show it is in $w(R + Rw) = Rw$, a contradiction. Thus

$$y = w(\sum w^{-1}y_i U^i)w^{-1}(U^n - w)$$

is an element of $J'_2$ and so $J'_2 = J_2$.

(iii) It is easy to see that $K' = K[U]/(U^n - w)$ is the total quotient ring of $R[U]/(U^n - w)$ and thus $K'$ is also the total quotient ring of $T'_n = T_n(I^{-1}/R, w)$. By Proposition 5 we see that $T'_n$ is isomorphic to $T_n = T_n(I/R, w^{-1})$. Thus $T_n$ is a domain if and only if $K'$ is a field and it is well known that $K'$ is a field if and only if $U^n - w$ is irreducible.

**Lemma 4.** Suppose $n_1$ and $n_2$ are relatively prime positive integers and $w$ is an element of the field $K$. Then $X^{n_1n_2} - w$ is
irreducible if and only if both $x^{n_1} - w$ and $x^{n_2} - w$ are irreducible.

Proof. Let $n = n_1n_2$. Clearly if $x^n - w$ is irreducible so is each $x^{n_i} - w$. Now suppose each $x^{n_i} - w$ is irreducible. Thus for each $i$, there is a field $L_i = K(u_i)$ where $x^{n_i} - w$ is the minimal polynomial of $u_i$. Since $(n_1, n_2) = 1$, it is easy to see that any field compositum $L = L_1L_2$ is unique up to isomorphism and is of dimension $n$ over $K$. Suppose $s_1$ and $s_2$ are integers with $n_1s_1 + n_2s_2 = 1$. Let $v$ be the element $u_1^{s_1}u_2^{s_2}$ in $L$. A simple calculation then shows that $v^{n_1} = u_2$ and $v^{n_2} = u_1$. Thus $v$ generates the field $L$ of dimension $n$ and satisfies the polynomial $v^n - w$. Hence $x^n - w$ is the minimal polynomial of $v$ and so is irreducible.

Theorem 4. Suppose $R$ is a Dedekind domain with quotient field $K$ and $I$ is an ideal of $R$ with $I^n = Rw$, and $n$ is the order of $(I)$ in Pic $(R)$. Then $T = T_n(I/R, w^{-1})$ is a domain. If $n$ is also a unit of $R$, then $T$ is a Dedekind domain and is isomorphic to the integral closure of $R$ in $K[X]/(X^n - w)$.

Proof. We first prove the theorem in the case where $n$ is non-zero in $R$. By Proposition 6, we need to show $f(X) = X^n - w$ is an irreducible $K$ polynomial. Let $g(X)$ be any irreducible factor of $f(X)$ of degree say $d$. We must show $d = n$.

Let $S$ be the integral closure of $R$ in $L = K[X]/(g(X))$. Since $n$ is a unit of $K$, $f(X)$ is a separable polynomial and hence so is $g(X)$. Since $L$ is a separable extension of $K$, $S$ is finitely generated as an $R$-module [6, p. 70]. Since $S$ is torsion free, it is also a projective $R$ module. Since $L$ is isomorphic to $K \otimes S$, the rank of $S$ as a projective $R$ module is $d$, the dimension of $L$. If we knew that $S$ splits $I$, then by Theorem 3 we would know $(I)^d = 1$ in Pic $(R)$ and thus $d \geq n$, the order of $(I)$. Hence we would have $d = n$, which is what we wanted.

Since $S$ is a projective $R$-module, $S \otimes I$ is $S$-isomorphic to $J = SI$. Let $v$ be any root of $g(X)$ in $L$. Then $J^n = Sw = (Sv)^n$ and thus since $S$ is Dedekind [10, p. 281], $J = Sv$ and so $S$ splits $I$.

Now suppose $n$ is a unit of $R$. By Propositions 6 and 4, we know $T$ is isomorphic to a separable $R$-order $T'$ of $L$. Since $T'$ is separable, it is maximal, i.e., $T' = S$, the integral closure of $R$ in $L$ and thus is Dedekind.

Now let us do the case in which $n$ is the zero element of $R$. All we have to show is that $T$ is a domain since clearly $n$ is not a unit. By Proposition 6 we need to show that $X^n - w$ is irreducible over $K$. Suppose $p$ is the characteristic of $K$ and $n_1 = p^e$ is the highest power of $p$ dividing $n$. Let $n_2 = n/n_1$. By Lemma 4, we
need to show that both \( X^{*2} - w \) and \( X^{n2} - w \) are irreducible. Let \( I' = I^{n1} \). Then clearly \( I'^{n2} = Rw, n_2 \) is the order of \((I')\) in \( \text{Pic}(R) \) and \( n_2 \) is nonzero in \( R \). Hence by the proof of the theorem in the special case, \( X^{n2} - w \) is irreducible. Now we note that \( w \) cannot be a \( p \)-th power in \( K \). Otherwise if \( w = v^p \) for some \( v \) in \( K \), and if \( n' = n/p \), then \( I'^{n'p} = (Rv)^p \) indicates \( I'^{n'} = Rv \) and so \( n \) would not be the order of \((I)\). Since \( w \) is not a \( p \)-th power, \( X - w \) is irreducible [10, p. 65].

Suppose \( I \) is a nonzero ideal of the Dedekind domain \( R \) with \( I^* = Rw \), and let \( T = T_*(I^{-1}/R, w) \) and let \( S \) be the integral closure of \( R \) in \( L = K[X]/(X^n - w) \). Then Theorem 4 gives sufficient conditions to ensure that \( T \) is a domain or is equal to \( S \). We conclude with two examples illustrating then if the hypotheses of Theorem 4 do not hold, the conclusion may or may not still hold.

EXAMPLE 1. \( n \) is neither a unit of \( R \) nor the order of \( I \), but \( T = S \) and is a Dedekind domain.

Proof. Let \( R = I = Z \)—the rational integers. Let \( n = 2 \) and \( w = -1 \). Clearly \( T = Z[i] \)—the Gaussian integers in \( L = Q[i] \).

EXAMPLE 2. \( n \) is the order of \((I)\) in \( \text{Pic}(R) \), is a non zero divisor but is not a unit of \( R \) and \( T \neq S \).

Proof. Let \( p \) and \( q \) be distinct rational primes with \( p \equiv q \equiv 1 \pmod{4} \). Let \( R = Z[\sqrt{-pq}] \) and \( I = Rp + R\sqrt{-pq} \). One can check that \( R \) is the integral closure of \( Z \) in \( Q(\sqrt{-pq}) \) and is thus Dedekind and that \( I \) is nonprincipal with \( I^2 = Rp \). Let \( n = 2 \) and let \( w = \pm p \). It is not too difficult to show that \( L \) is an unramified field extension of \( K \) and thus \( T \) is a domain and \( S \) is separable [5, p. 21]. Since \( 2 \) is not a unit of \( R \), by Proposition 4 we know that \( T \) is not separable; hence \( T \neq S \).
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