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Let P,z be the singular boundary value problem on
0 <t< c consisting of the nonlinear ordinary differential
equation y''' 4y’ +21(1 — y’%) =0, the boundary conditions
y0)=a, y 0)=p and y' ()=1, and the condition
B<y/(t)<1fort >0, The problems P,s. arise in boundary
layer theory and questions of existence and uniqueness
have been settled for parameters on the range: (1, «)
arbitrary, 0 < < 1. If 2=0, a ‘“discontinuity ”’ occurs in
the existence theory at 7 =40 in the following sense: if
0 < 8<1, then P.,g has a solution for all «, but if 3 =0,
then there is a number A4, with the property that P,, has
a solution if and only if « = A,. In this paper, it is shown
that, if 2 > 0, a similar ‘‘ discontinuity >’ occurs at 5 =-—1;
namely, if 2 >0 and —1 < 8 <1, then P, has a solution
for arbitrary «, while if 3=-—1, then there exists a number
A, such that P,, —;,» has a solution if a > A, but no solu-
tion if a < A,

1. Questions of existence and nonexistence, uniqueness and
nonuniqueness for the problem (1.1) — (1.4):

(L.1) v+ yy 1y =0,
(1.2) y'(t)—1 as t— oo,

(1.3) y(0) = a, ¥'(0) = 8,

(1.4) B<yY®) <1 for 0<t< o,

have been settled, in the case 5 = 0, by Iglisch, Grohne, and Kemnitz;
cf. [2], 16], [7], [8]. These papers include results of Weyl [10] for
A = 0, but not those of Coppel [1] for A =20, a =0 and 0 g < 1.
See [2] and [4] for the cases A = 0, 0 < 8 < 1. Asymptotic behavior
of solutions is discussed in {1] and [3]. A complete summary of
this theory for arbitrary X\, «, and 0 < B8 <1 is given in [4,
pp. 519 —-537].

Although the cases 8 < 0 do not occur in fluid mechanics, there
is no mathematical reason for ignoring them. We shall prove the
following assertion which exhibits the “discontinuity” in the existence
theory at » > 0, g = —1.

THEOREM 1.1. Let » > 0. If -1 < g <1, then (1.1)—(1.4) has a
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solution for all . If g = —1, then there exists a number A; such
that (1.1) — (1.4) has a solution +f o > A, but has mo solution if
o < Ax.

The first statement, that, concerning —1 < 8 < 1, can easily be
obtained by known arguments; ef., e.g., Coppel [1]. In order to ob-
tain additional information about the solutions for use in the proofs
of the statements concerning g8 = —1, a proof indicated in [4, Exercise
6.4, pp. 524—525] will be employed. It is known (Iglisch [7]) that
the solutions in Theorem 1.1 are unique if 0 < 8 < 1; cf. [4, p. 523]
(or Theorem 6.1 below). Questions of uniqueness will remain undecid-
ed for —1 < B < 0, except in the case N = 1/2, where they will be
decided affirmatively (Theorem 6.1). The related question of existence
when o = A; will remain open.

It can be remarked that (1.4) is equivalent to

(1.5) y' (@) >0 for 0=t < oo

if —1<8<1and x>0. For, on the one hand, (1.1) has the trivial
solutions y = a=%t, ¥’ = x£1, %" = 0. On the other hand, if » >0
and %(¢) is any nontrivial solution of (1.1) satisfying ¥ (t) = 0, then
Yy (L) < 0 or 9" (¢,) > 0 according as [¥'(&)] <1 or |¥'(¢)| > 1 and,
correspondingly, ¥’ (¢) has a strict maximum or a minimum at ¢ = ¢,.

2. Existence statements (A >0, |g] < 1). The corresponding
part of Theorem 1.1 has the following refinements:

THEOREM 2.1. For a, B, N on the set
(2.0) (@ BN — <<, ~1<B<L, A>0,

there exist solutions y = y,.(; «, B, \), ¥ ({; a, 8, N) of (1.1) — (1.4),
which may coincide, with the following two properties: (i) the functions

2.1) ¥, ¥* and —(1—9.,")/1—-p), —(1—y*)/1—p), hence y.", y*,
and
(2.2) y."/1—y,) and y*”"/(1—y*)

are increasing functions of «, B, and N for fixed t =0 and t >0,
respectively; (i) if y(t) is any solution of (1.1) — (1.4), then
Y=Yy, Y/ sSY=yY,
2.3)
v [(1—y) = ¥"/(1—y) < y*"[1-y") .
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The proof of Theorem 2.1 will be given in §3. It depends on
some essentially known results (Lemmas 1A, 2A, and 3A) on linear,
second order differential equations stated in the Appendix below for
easy reference in the forms to be used here.

3. Proof of Theorem 2.1. (a) Ewxistence. Assume that
(3.0) A>0, —-1<pB<l, —w<a<ec,
Introduce the function
(3.1 h=1—-1v,
so that (1.1) becomes a linear second order egquation for #,
(3.2) B +yh — N1 +y)h=0.

Define a sequence of successive approximations {y,(t)} as follows:

(33) 051“,81 Y= a+ Bt, '.1/0,5,8-

If h., y., vy, have been defined for £ = 1, --., n satisfying

(3.4,) h,(0)=1—25; h,(t) >0 and &,/'(t) <O for t =0,
(3.5,) vy, =1—h, and 9.(t) = a + S‘ v (s)ds

let ~ = h,..(t) be a solution of
(3.6,) v+ v — N1+ v/ )k =0,

satisfying (3.4,.,). Actually, such a solution exists, is unique, and
satisfies the analogue of

3.7 h(t) —> 0, ie., ¥,/ @) — 1, as t —> oo

(when n = 1). This follows from the Lemma 1A applied to (3.6,).
The conditions (5) and (7) of the Lemma 1A can be verified directly
for n = 0, and are a consequence of the Remark following Lemma 1A
ifn=1 sincel +y,/,=2—1h,¢)=1+p>0 for 8> —1.

The sequences so defined satisfy

(3'8n) h/n > hn+1 fOI' t > O; hnl/hn > hn—H'/hn"rl for t Z 0 ’
(3.9.) Y < Yur and Y, < Yuus for t > 0.

The relations (3.8,) hold, since i, =1—p and 2,(0) =1—2, h'(t) <0
for ¢ = 0. Hence (3.9,) holds. Assume (3.9,). Then (3.8,;,) follows
from Lemma 2A (and its proof) if (3.5,) has a unique solution
h = h,., satisfying (3.4,.,). But this uniqueness has already been
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noted. This proves (3.8,) — (8.9,) for n =0,1, --- .
Define another sequence of successive approximations {Y,(t)} as
follows:

(3.10) H=0,Y@t)=a+t Y/ =1.

If H,, Y., Y. have been defined for k =1, ---, n satisfying

3.11,) H0) =1-pH,¢) >0 and H)({) <0 for¢t=0,
(3.12,) Y =1—H, and Y,(t) = a + St Yi(s)ds ,

let H= H,.,(t) be a solution of

(3.13,) H" + Y, (0)H —\1 + Y, t)H=0

satisfying (3.11,.,). This solution exists, is unique, and satisfies the
analogue of

(3.14,) H,(t)— 0, i.e., Y, (t)—1, a8 t — oo,
by Lemma 1A and the Remark following it.

As above, an induction, based on Lemma 2A, shows that, for
n=20,1, «+v,

(38.15,) H,<H,,, for t >0, H'/H,< H,,.,/H,., for t = 0;

(3.16,) Y,)>Y,.,, and Y, > Y, for t >0.
Similarly, we can obtain

8.17,.,) H,(t) < h,(t) for ¢t >0

and m, =0, 1, ... ; that is,

(3.18,.,) Y, >y, and Y,> 7Y, for ¢t >0.

For (3.17,,), (3.18,,) are trivial for n = 0,1, ---. Thus Lemmas 1A
and 2A give (3.17,,.,) for n = 0,1, -.., while (3.18,) is trivial. This
argument which goes from m = 0 to m = 1 can be repeated for any
m to give (3.17,,), (3.18,,). Thus

(3.19) l=Y/zY z--zyzw=4,
(3'20) a+t=YzY =y =2y =a+pt,
for t = 0.

Consequently, the limits
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(3.21) y*(t) = lim Y,(t), ¥.(®) = lim 9,() ,

(3.22) y*' () = im Y,/(t), %, () = lim y,'@t) ,
exist for t = 0. It is clear that the sequences {y,’}, {v.”'}, {¥.'}, {Y.”}
are uniformly bounded on t¢-intervals. Hence (3.21), (3.22) hold uni-
formly on such intervals. If 4.(¢)=1— 9. /(t) and A* =1 — y*'(?),
then these functions are the unique solutions of

(3.23) hi' + Y @by’ — ML+ v/ @) = 0,
(3.24) R+ y*ORY — M1+ gV @R =0,

satisfying A, >0, b,/ <0 and 2* >0, ¥ < 0 for t = 0; cf. Lemma
3A. By Lemma 1A, we have h,(t), h*(t) — 0 as t— . It follows
that y = y.(¢), ¥*() are solutions of (1.1) — (1.4).

(b) On monotony (i). We now verify the statements concerning
the monotony of (2.1) — (2.2). Let the functions 4, y,, H, Y, be
written as h,(t; a, B, 7), ¥.(& a, By, N), ++- . For

(3.25) a,Sa, —1<B=6<L 0NN,
let h,;(t) = h,(; aj, B;, N;) for § =1,2. Then

hnz/(l - Bz) é knl/(l - Bx) for ¢ Z 0 N
hizz/hnz = h:u/hm for ¢ =0,
Yoo = Yoy and Y, = Yo for t =0,

hold for n = 0. An induction shows that these inequalities hold for
n=20,1, ---. (Note that the first of these inequalities gives

(l_ynzl)/(l_,gz) § (l—ym')/(l_,@l) § (l—ym’)/(l—ﬁz) ’

which implies the last two inequalities.) A limit process, as n — oo,
shows that the functions

(3.26) Yo — A=9)A=8), ¥*"/(L—y.)

are nondecreasing with respect to «, 8, and A. By considering the
equation (3.23) for h.(t) = h.(; a, B, \), one obtains the assertions
concerning the strict monotony of (3.26) in Theorem 2.1. The mono-
tony statements concerning y*, y*’, ¥*” are proved similarly.

(¢) On part (ii). Let y(t) be a solution of (1.1) — (1.4) and
h(t) =1 —9'(t), so that h >0, 1’ < 0. Then y,(¢) < y(t) < Y,(¢t) and
¥,/ () = ¥'() = Y,/ (). Thus the differential equations (3.2) and (3.6,),
(3.13,) imply the case n = 1 of
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h.,

v

h =z H, and hl/h, = k'/h = H//H, ,
(3.27)
Y=y=Y, and y, =y =Y,,

by Lemma 2A. A simple induction argument shows the validity of
these inequalities for n =1, 2, ... and ¢ = 0. Hence (2.3) follows by
letting n — co.

4, A preliminary result (A > 0, 8 = —1). Define the functions
T, By N) V. (a, B, \) on the set (2.0) by
(4'0) 7*(&,’ ,87 >\') - y*"(O, &, /6)’ >")y 7*(6(’ /6)’ >") = y*”(oy o, By 7\4) ;

so that, for example, y* is the solution of (1.1) satisfying the initial
condition y* = a, y* = B, ¥y*”" =7* at ¢t = 0. By Theorem 2.1, the
positive function 7*(a, 8, \)/(1 — B) is an increasing function of each
of its arguments on the set (2.0). Define 7*(@, —1, ) by

4.1) 7*a, —-1,7) =2 lim Y*(a, 8, N)/A — B) = lim 7*(a, B, N) .

B—1 B-1
Thus 7*(a, —1,\) is a nondecreasing funetion of &« and of A, and
satisfies

(4.2) 0< v —1,\) <27 8N/ (1—p8 for —1<p<1.

ProrosiTiON 4.1. The problem (1.1) — (1.4) with 8= —1 has «a
solution if and only if

4.3) T, —1,0) > 0.
In particular, if it has a solution for 8 = —1 and some N = X, > 0,
a = «, then it has a solution for B = —1, & = &, A =\,

Proof. Let A >0 be fixed and denote the solution of (1.1)
satisfying the initial conditions %(0) = «, ¥'0) =g, ¥”"0) =7 by
Yy = y(t? a, B, 7)'

Suppose that (1.1) — (1.4) has a solution w(t), where X >0,
B8 = —1. Then (1.4) implies that —1 < %'(¢) < 1 for ¢ > 0. Thus, by
Theorem 2.1,

y't) = 7 (y@), ¥, N for t > 0.
Since ¥'(0) = —1 < 0 implies that y(t) < a for small ¢ > 0,
y'(t) = Y, y'(t), \) for small ¢ > 0.

Letting ¢ — 0 gives
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(4.4) T, —1,\) = y"(0) > 0.

Consequently, (4.3) is a necessary condition for the existence of a
solution of (1.1) — (1.4), » >0 and B = —1.

In order to prove the converse, assume that (4.3) holds. Let
y*@t) = y*(t; a, B, \) be the “maximal” solution of (1.1) — (1.4),
—1< g <1, of Theorem 2.1. Thus

y*(t; «, By )\,) - ?/(t, «, ,8) ’\/*(OC, By 7\*)) .
Let

4.5) yit) = y(t, a, —1, 7*(@, —1,\)) = }irzl y*(t; a, By N) .

Then y(t) is the solution of (1.1) satisfying the initial conditions
y0) =a, y©0 = —1, y”(0) =7, —1,0) >0.
In view of (4.4) and the inequalities for y* = y*(@¢; «, B, ),
a+pt=y*<a+t, -1l<y*<l1
0=9y™/(A—y*) = y™"'( a, By, M/ — y*"(t; &, Boy V)

for t =0, -1 < B =p8,<1, the solution (4.5) exists for ¢t = 0 and
satisfies

—1=Z9y@#) <=1 and ¥'(t) =0 for t = 0.

Note that y"’(t) > 0 for ¢ = 0, for if there is a least ¢ = ¢, > 0 where
y"(t) = 0, then y"’(t,) < 0 (unless ¥'(¢,) = 1 and ¥"(¢,) = 0 which, by
the uniqueness of solutions of (1.1), would imply that vy = a + ¢,
¥y =1, y"=0). But y't) =0, ¥"{) <0 gives y”’(t) <0 for small
t —t, >0. Hence y"(t) >0 and —1 < y'(t) <1 for ¢ > 0. It is easy
to show that %'(¢f) — 1 as ¢t — co; e.g., examine the equation (3.2) for
h=1—1y'. Thusy = y(¢) is a solution of (1.1) — (1.4). This completes
the proof of Proposition 4.1.

5. Proof of Theorem 1.1. (A >0, 8= —1). This part of
Theorem 1.1 follows from Proposition 4.1 if it is verified that when
A >0and g = —1, then

(a) there exist a-values for which (1.1) — (1.4) has solutions;

(b) there exist a-values for which (1.1) — (1.4) does not have
solutions.

On (a). Let y(¢t) be the solution of (1.1) — (1.4) for a given
A>0, =0, a=0. It will be shown that there exists a (largest)
t, < 0 such that y(z) exists on ¢, <t < oo, ¥'(t) = —1, and %"(t) >0
for ¢, <t < co. In this case, y(t + ¢) is a solution of (1.1) — (1.4)
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with @ = y(¢), 8 = —1, and assertion (a) is proved.

Since ¥"'(0) = —x < 0, it follows that #%”() > y”(0) >0, ¥ <0
for small —¢ > 0. Also, y(t) > y(0) =0 as t decreases from 0, as
long as ¥ (t) <0. Thus %" = —yy’' — 21 —¥*» <0 as long as
—1 <4 < 0. Hence ¢ exists unless there is a ¢, < 0 such that
Y'"({t)— — oo as t—t, + 0, while y'(t) > —1 for t, < ¢ < 0. Since this
is impossible, the desired ¢, exists.

The proof of (b) will be obtained in several steps (c) — (g).

(¢) It will be shown that for a fixed A > 0, there exists a large
—a > 0 such that y(¢, a, —1,7) is not a solution (1.1) — (1.4), x>0
and 8 = —1, for any choice of ¥ > 0. If y(¢, @, —1,7) is a solution,
then 0 < ¥"(0) = v < 7*(a, —1,2) < ¥*(0, —1,\); cf. (4.4). Hence, it
suffices to show that y(¢, @, —1,7) is not a solution of (1.1) — (1.4)
for 7 on the fixed (possibly empty) bounded range 0 < v < v*(0,—1,)\).

(d) It will be verified, by an induction, that » differentiations of
(1.1) give a differential eguation of the form

(5.1) Yy 4 gyt + (m = 20)Yy" Y = Py, e y™)

where P, is an expression of the type

(5.2) P, = i @i () y Dy
1=2
(6.3) ;M) =0 for 2n=n — 1.

This statement is correct if » = 1, with P, = 0, for a differen-
tiation of (1.1) gives

y(«l) + yy/n + (1 _ 2)»)y’y” — 0 .
Assume (5.1) — (5.3) and differentiate (5.1) to get
Yy gyt + (v + 1= 20yy"T = Py,

where P,., = P,/ + @n—n)y"y™ ™, Hence the analogue of (5.1)—(5.3)
holds for n + 1.

(¢) The solution y(t) = w(¢, @, —1, 7) satisfies the initial conditions
(5.4) ¥(0) = a, y'(0) = —1,y”(0) = 7.
It will be shown, by an induction, that y*+»(0) is a polynomial in «,

v of the form

5.5, ¥00) = [ (@ + 5 S barr]

i=0

for k=0, 1,.+.+ . This is the case for k=0 and k=1, y”"(0) =7
and y"'(0) = —7a. Assume (8.5, for 0 <k <n, n=1. Then, by
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(6.1),
¥y P(0) = — ay™?(0) + (v — 20y (0) + Pu(y"(0), - -+, y™(0)) .

Hence (5.5,,,) follows from (5.5,), 0 < k < =, and (5.2), (5.3).
Note that (5.5,) implies, for & > 0, that

(6.6)  y*0) — Tyt 0) = A + )(—a) + IT-o],

for any constant 7, where XY .-. is a sum of terms of the form
Cuii(vy Dy for 0 < 4,5 <k — 1.
(f) Let » >0 and let » > 0 be the integer satisfying

(5.7 n—1<2x<n.
Let 7 denote the number
(5.8) T=2x—m, sothat 0 <1+7<1, 7£0.

It follows from (5.5,) and (5.6) that there exists a number —a > 0,
so large that if 0 < v < v*(0, —1, \), then

5.9) y®(0) >0 for k£ =2,+-+,n+ 2,
(5.10) Yy 0) — tay™t(0) > 0.

(g) It will now be shown that, for such a choice of «, the pro-
blem (1.1) — (1.4) with 8 = —1 has no solution, To this end, write
(5.1) as a second order equation for v = y™+Y,

(5.11) Vg + (n— 200 = Py, e, YY) .

In this equation, make the variation of constants

(5.12) V= w exp TS: y(r)dr ,

transforming (5.11) into

w’ + Qr+Dyw = [(c+n—-2N)y — c(z+D)ylw + P, exp(—rﬂz y(r)dr) .
Using the definition (5.8) of 7 gives

6.13) w4+ Cr+yw = —t(c+D)y*w + P, exp(—fS: yd¢> .

Since 7 =<0 and 1 + 7 > 0, the right side of (5.13) is nonnegative
if w and y", ---, y™ are nonnegative, cf. (6.2), (5.3). Also

B.14) w=w exp<—z' St ydr) , w =@ — tyv) exp (—'cgtydo ,
0 0
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where v = y™t9, In particular, w satisfies the initial conditions
w(0) = v(0) = y"*(0) >0,
w'(0) = v'(0) — tav(0) = y"2(0) — Tay™*(0) > 0.

Up to a positive factor, the left side of (5.13) is
<w’ exp(2c+1) S: ydr)’.

If w' is positive on an interval [0, ¢], then the function w, hence

y*+ and y”, ..., y™ are positive there also, by virtue of (5.9).

Consequently, %", «-., ¥ and w,w’ are positive on their right

maximal interval of existence.

If n > 1, this implies that %" > 0, hence %"”() =7 > 0. If %)
exists for ¢t > 0, then %'(t) > « as t— < and y(t) is not a solution
of (1.1) — (1.4).

Consider the case m = 1. Suppose, if possible, that y(¢) is a
solution of (1.1) — (1.4). Then

¥y —tyy’ = —A+70)yy” — M1—-y?) <0 for large t.

This contradicts w' > 0; cf. (5.14), where v = y'’. This completes the
proof of (c), hence (b), and of Theorem 1.1.

6. Uniqueness statements. We shall give a new simple proof of
uniqueness in the cases A =0, 0 < 8 <1 and show that this proof
can be modified to obtain uniqueness when » =1/2, -1 < g < 1.

THEOREM 6.1 The problem (1.1) — (1.4) has at most one solution
Jor =0, 0= 8<1and for x=1/2, —1 < B < 1.

Proof. (W =10, 0 <8< 1). Along a solution y = y(t) of (1.1) for
which ¥"(t) > 0, it is possible to introduce the new independent vari-
able

(6.1) x=y(Q,

so that

(6.2) z=y'(t) = da/dt

and

(6.3) dy/dx = ¥'Jy" and dz/dx = y"']y" .

Thus (1.1) is equivalent to the (nonautonomous) first order system
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(6.4) dylde = x/z, dz/de = —y —N1—2%)/z,

in considering solutions for which %” > 0. The partial set of initial
conditions (1.3) becomes

(6.5) y=«a at x=p0.

If y(¢) is a solution of (1.1) — (1.4), » = 0, then ¥ < 0 for large
t, so that ” = 0 is nonincreasing and (1.2) implies, therefore, that
¥y’ — 0 as t— c. (Actually, the asymptotic behavior of y"" at ¢ = o
is known; cf. [4, p.536]). Thus a solution y of (1.1) — (1.4) deter-
mines a solution (y, 2) of the system (6.4) for 8 <2 <1 satisfying
(6.5) and

(6.6) 0<)z—>0 as o —>1.

It will be shown that (6.4) has at most one solution satisfying
(6.5) and (6.6) if 8 =0. In fact, if 0 < 8 <2 < 1, then the right
sides of the equations in (6.4) are nonincreasing functions of z and v,
respectively. Thus, a theorem of Kamke [9] implies that if (y,, z),
(%, 2,) are two solutions of (6.4) for (0 =<)g <2 <1 such that
v,=% =« and 0< 2, <2 at =748, then %, >y, and 2, <=z, for
B < 2 < 1. Thus the last equation of (6.4) shows that d(z,—=z)/dx > 0
for B < x < 1. In particular, the limit of 2z, — 2z, as « — 1, is positive
(X o). Hence z = z,, z, cannot satisfy (6.6), and Theorem 6.1 is proved
for the cases indicated.

Proof. (=1/2, —1 <8 <1). The system (6.4) can be reduced
to a nonlinear, second order equation by differentiating the second
equation of (6.4) with respect to z and using the first equation to
obtain

(6.7) d’z/dx® = 2n—1)x/z + ML —2?)/7%]dz/dx ,
If 20 — 1 = 0, this reduces to

6.8) d*z/dat = [%(1 —atz)/zz]dz/dx .

This linear, homogeneous equation for dz/dx shows that either
dz/de =0 or dz/de+#0 for 8 <x<1l. In the case of a solution
satisfying (6.6), it follows that

(6.9) dz/dx < 0 for <1,

Rewrite (6.8) as a binary, first order system

(6.10) dejde = u, dujde = % (1—a?)uf2* .
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Suppose that (1.1) — (1.4) has two solutions ¥,(t), ¥.(t), so that
h=%=a ¥ =y’ = and ¥,/ >y’ at ¢t =0. By the last part
of (6.4), the corresponding solutions (u,, 2,), (., 2,) of (5.4) satisfy

(6.11) O>u,=u,z2 >z >0

ate=p5 —-1=p8<1.

For —1<p<2<1, <0 and z >0, the right sides of the
equations in (6.10) are increasing functions of wu, 2z, respectively.
Thus, a theorem of Kamke [9] shows that solutions (u,, ), (4., 2,) of
(6.10) satisfy (6.11) for B < x < 1, provided that they satisfy u < 0
and z >0 for (-1 <)8 <« <1 and (6.11) for t = B.

This leads to the same contradiction obtained in the last proof,
and completes the proof of Theorem 6.1.

REMARK. A differentiation of (1.1) with respect to t gives
(6.12) YO + gy + 1=y =0,
so that if 1 —2x =0,
(6.13) Y +yy" =0.

One can give a similar proof of uniqueness (A = 1/2, —1 < 83 < 1) by
writing (6.13) as a first order system for the vector (v, ¥, ¥, ¥""/¥"),
with ¢ as independent variable.

7. Remarks on continuity. Although we cannot settle the
general question of uniqueness for » >0, —1 < 8 < 0, the following
may be of interest.

PropoSITION 7.1. Let x>0, —1 < 8 <1 be fixed and Z=Z(B,\)
the set of pairs («,¥) ¢ R* such that the solution of the initial value
problem y =y, a, B3,7) of A1) and y=a,y =6, ¥ =7 at t =0
is a solution (1.1) — (1.4). Then Z is homeomorphic to a line.

Of course, the solution of (1.1) — (1.4) is unique if («, 7)),
(¢,7)eZ="7" =", In terms of the functions 7, 7v* in (4.0), the
solution of (1.1)—(1.4) is unique if and only if 7.(a, 8,\) = 7*(a, B, \).

PROPOSITION 7.2. Let \ > 0 be fizved. The problem (1.1) — (1.4)
has a wunique solution for (a, B) on the set
(7.1) —o<a< o, (-l =<1

if and only if the functions 7. (a, B, N), Y* (@, B, \) are continuous on
(7.1).



ON THIRD ORDER, NONLINEAR, SINGULAR, BOUNDARY VALUE 177

It is clear that uniqueness (v, = 7*) implies continuity; cf. the
last half of the proof of Proposition 4.1.

Proof of Proposition 7.1. In this proof, we shall only use the
uniqueness of the solution of (1.1) — (1.4) for » >0, 8 = 0; i.e., the
fact that v.(a, 0, ) = v*(a, 0, \) is continuous.

For fixed « and B = 0, the problem (1.1) — (1.4) has a unique
solution. Let y = y(x, «), 2 = 2(x, @) be the corresponding solution of the
system (6.4), so that (0, @) = a and 2z(0, @) = V. (@, 0,)) = v*(«, 0, \)
and y(z, «), 2(x, @) are defined for 0 < x < 1. Since, by (2.3),

0 <7y, o)z, <2 a < 7Yyl a),z, N\,

it is clear that the solution (y(z, @), 2(x, @)) of (6.3) exists for
—1 <z < 1. The continuity of 7*(a, 0, ) implies that y(z, @), 2(z, @)
are continuous for —1 <ax <1, —o<a < . For fixed 8, —1< B <1,
define the continuous mapping 7,

T a = (,80’ y(Bo, C(), 2(1807 a)) ’

of the a-line onto a set Z in the plane z = B, of the (x, y, 2)-space.
Thus Z = Z (B, M) consists of the set of points (B, ¥, 2,) such that the
solution of the initial value problem (1.1) and %(0) = v, ¥'(0) = B,
y""(0) = z, is a solution of (1.1) — (1.4).

The map T has an inverse obtained as follows: Let (G, ¥, %) € Z
and ¥ = y(®, Yo, %), 2 = 2(, Yo, 2,) the solution of (6.4) satisfying the
initial condition ¥y = y,, 2 = 2, at x = 8,. Then

T (Bor Yor %)) = Y(0, Yo, Z) = .

Clearly, T is continuous and onto the a-line. Thus Z is homeomor-
phic to a line.

Proof of Proposition 7.2. We have to show that the continuity
of 7., 7* on (7.1) implies the uniqueness of the solution of (1.1)—(1.4)
for g = B,

(a) Assume the continuity of v.(a, 8, N\), Y*(«, 8, M) on (7.1). We
shall show that

(1.2) Z = {(2,4,2) : © = Bo, V(¥ Bs M) = 2 = V*(Y, Boy\), y arbitrary} .

In other words, if y(t) = y(t, &, B, 7¥) is the solution of the initial
value problem (1.1) and y=«a, ¥ =5, ¥’ =7 at t=0, then a
necessary and sufficient condition that y(¢) be a solution of (1.1)—(1.4)
is that i

(7.3) Vel, BN) S 7= 7w, BN -
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The necessity of (7.3) is contained in Theorem 2.1. In order to
prove the converse, assume (7.3). It will be shown that y(¢) exists
for ¢ = 0 and satisfies (1.1)—(1.4). This is clear if there is a ¢ =0
where either

¥ = 7. (@), ¥'®),N) or y"@) = 7*ul), ¥'),N) .
If this is not the case, then (7.3) and the continuity of 7., ¥* imply that
0 <7.(w®, ¥ (), V) <y’ () <7y, ¥y'({), N

on any right interval of existence of y. But then y(f) exists for
t =0. Also, there exists a ¢-value ¢, such that ¥'(t) = 0, so that

’7*(?/(t0)’ yl(to)7 K) = ’Y*(y(to)r y’(tO)’ >“) .
This contradiction proves the sufficiency of (7.3).

(b) Uniqueness. Assume the continuity of 7., v* on (7.1). We
shall show that this implies the uniqueness of the solution of (1.1)— (1.4)
when 8= @, If this is not the case, that is, if 7, (&, B, M) Z 7*(@, By M),
then, by (7.2), Z contains a 2-dimensional open set. But this contradicts
the fact that Z is homeomorphic to a line, and completes the proof of
Proposition 7.2,

Appendix. This appendix will deal with lemmas on second order,
linear differential equations used in the proofs of Theorem 1.1 and 2.1.
They are simple variants of known results. They are given here for
easy reference and the proofs will only be sketched or omitted.

LemMmA 1A. Let q(t) =0, p(t) be continuous, real-valued for
0=t<oo. Then

@ W'+ pOR — qt)h = 0

has a solution satisfying

2 hO)=1, h =0 and A =<0 for t =0,
while

3) W) =0 implies that q(t) =0 for t=t,,

so that, unless q(t) =0 for large t,
4) W) <0 for t=0.
This solution is unique if and only if either
o t o i
5) S exp(—S p(s)ds)dt = co or S q(t) exp(S p(s)ds)dt = oo,
0 0 0 0

Finally, all solutions of (1), (2) satisfy
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(6) ht) — 0 as t— o
if and only if
(M) S:q(t)[expsz p(r)dT] {S:exp (_S p(fr)dr)ds} df = oo
in which case, h(t) is umique.
REMARK. Note that if

g(t) = const. >0 and p(¢) =0
for large ¢, then (5) and (7) hold, so that A(f) is unique and satisfies (6).

The first part of this lemma concerning existence is due to A.
Kneser; the part on uniqueness to Hartman and Wintner; and the
part on (6)—(7) to Weyl; cf., e.g., [4, Chapter XI, § 6].

LEMMA 2A. Let P(t), Q(t) be real-valued, continuous functions
Jor t = 0 such that

8) H”" + PO)H — Q) H=0
has a solution satisfying
) HO0)=1, H>0 and H =0 for t =0.

Let p(t), qt) be continuous for t = 0 and
(10) p() = P(t), qt) = Q) .
Then (1) has solution satisfying (2) and

11) O<h<H and Wh<H/H=0 for t=0.

This result can be obtained by introducing the new variable v =
R/H(t) in (1). By virtue of (9) and (10), Lemma 1A is applicable to
the resulting differential equation for v,

(12) "+ (p + 2H'/H)v" — [(¢—Q) — (p—P)H'/H]v = 0.
Hence there is a solution v(f) satisfying
0 =1, >0 and +»' <0 for t =0

This implies (11). Note that +'(¢) < 0 for ¢ = 0 unless the coefficient of v
in (12) vanishes for large ¢. In case v'(t) < 0 for ¢ = 0, (11) becomes

13) 0<h<H and W/h< H'|H for ¢ > 0.

LemMMA 3A. Let q,(t) =0, p.(t) be continuous, real-valued for
t=0,n=12 .-« and n = c such that
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(14) Py —> D and ¢, — Q. AS N —> o

uniformly on bounded t-intervals. For n =1,2, «--, let h = h,(t) be
the principal solution of

(15,) R+ p.h — g, =0

satisfying h{0) = 1, hence (2). Then there exists a sequence of Posi-
tive integers n(l) < n(2) < «-- such that

he(t) = }Cim hoay (B), ho'(t) = }cim R (F)

exist uniformly on bounded t-intervals and h = h.(t) is a solution of
(15..) satisfying (2). In particular, a selection of a subsequence 1s
unnecessary if (2) determines a unique solution of (15.).

This is a result of Hartman and Wintner; cf. [4, p. 360].
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