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Let \( f \ast g \) denote the convolution transform of two
Lebesgue measurable functions on the real line defined by
the equation

\[
(f \ast g)(x) = \int_{-\infty}^{+\infty} f(t)g(x-t)\,dt.
\]

We get best possible upper and lower estimates for the
expression

\[
\sup_{\substack{f_i \sim g_i^* \quad i \in E \\
|E| \leq \infty}} \int_{E} |(f_1 \ast \cdots \ast f_n)(x)|^p \,d(x)
\]

where \( p = 1 \) and \( 2 \), with applications to Fourier transform
inequalities. Here \( g_i^* \) are preassigned decreasing functions
and the symbol \( f_i \sim g_i^* \) means

\[
|\{x: |f_i(x)| > y\}| = |\{x: g_i^*(x) > y\}| \quad \text{for all } y.
\]

O. Introduction. In order to formulate the general problem,
we remember the Hardy and Littlewood estimate [4, page 130,
Theorem 6.8] of the \( L^q \)-norm \((q \geq 2)\) for the Fourier coefficients
\( c_n = \int_{-\pi}^{\pi} f(t) e^{int} \) of \( f \) in terms of the decreasing rearrangement \( g^* \) of \(|f|\):

\[
\| c_n \|_q \leq A_q \int_0^{2\pi} (g^*(x))^q x^{q-2} \,d(x)
\]

where the constant \( A_q \) depends only on \( q \). As one might expect,
the same theorem [Theorem E, this paper] holds for the Fourier transform \( \mathcal{F}(f) \), i.e.

\[
\int_{-\infty}^{+\infty} |\mathcal{F}(f)|^q \leq c(q) \int_0^{2\pi} (g^*(x))^q x^{q-2} \,d(x)
\]

holds for \( q \geq 2 \), where \( g^* \) is the decreasing rearrangement of \(|f|\).
It is very remarkable that for (0.1), this is the best possible estimate
in terms of \( g^* \), i.e. independent of signs and arrangement of \( f \), since
for prescribed \( g^* \) the left side always reaches the right side for some
suitable \( f \) and this same result is valid for (0.2). Thus, Hardy and
Littlewood were able to determine the

\[
\sup \| \mathcal{F}(f) \|_q,
\]

where \( f \) varies over all functions with the same \( g^* \). If \( q = 2k \ (k \)
positive integer), then we have, by using Parseval's formula, the following:

\[ |\hat{g}(f)|^2 = \sqrt{2/\pi} \int |f^* \cdots \ast f|^2. \]

Thus, we have the related problem of determining

\[ \sup ||f^* \cdots \ast f||. \]

More generally, one should look for

\[ \sup ||T(f_1, f_2, \cdots, f_k)||, \]

where \( T \) denotes a multi-linear operator and the sup extends over all \( f_1, \cdots, f_k \) with prescribed \( g^*, \cdots, g^\ast \).

Recently, O'Neil obtained sharp bounds for \( \int g^* \) in the case \( g = f_1 \ast f_2 \), which leads to sharp estimates for various norms of \( g \). In the present paper, we obtain sharp bounds for \( \int g^* \), where \( g = f_1 \ast \cdots \ast f_k \).

We also obtain estimates for \( \int (g^*)^n \) and \( \int (g_1 \cdots g_4)^n \) for the cases \( n = 2 \) and \( n = 4 \), where each of the \( g \)'s is itself a convolution product. Because the estimates for the case \( n = 4 \) are lengthy, we have omitted them from the present paper. Detailed estimates, all of which involve the combinations

\[ \frac{1}{x} \int_0^x f^* - f^* \]

appear in Theorem 1.6, Theorem 2.1, and Corollary 3.3. In § 4, we apply our results to give a new proof of some rearrangement theorems due to Hardy and Littlewood.

The functions \( f, g, \cdots \) which appear in this paper will be Lebesgue measurable functions for which \( \{x: |f(x)| > 0\} \) is finite for every \( y > 0 \). By the statement \( f(x) \equiv g(x) \), we mean that \( \{x: f(x) \neq g(x)\} = 0 \). Theorems labeled with letters (e.g., Theorem A, Theorem B, \cdots) are known; also, Theorem 2.2 (for the case \( n = 2 \)) and Corollary 1.8 are also known. So far as we know, all of the other Theorems and Corollaries are new.

1. Upper \( L^1 \)-estimates. The estimates that we get will be in terms of the decreasing rearrangement \( f^* \) and symmetrically decreasing rearrangement \( f^\ast \) of \( |f(x)| \); where here, \( f(x) \) is a complex-valued function and \( x \) is a real parameter. Thus, we start by giving definitions of these ideas.
DEFINITION 1.1. The functions $f$ and $g$ are said to be equimeasurable, and we write $f \sim g$, if $|\{x: |f(x)| > y\}| = |\{x: |g(x)| > y\}|$ for all $y$.

DEFINITION 1.2. By $f^*(x)$ we denote a function such that

(i) $f^* \sim |f|$.
(ii) $f^*(x)$ decreases for $x > 0$.

Further, for $x > 0$, we set

$$f^*(x) = \frac{1}{x} \int_0^x f^*(t)\,dt .$$

DEFINITION 1.3. By $\tilde{f}(x)$ we denote a function such that

(i) $\tilde{f} \sim |f|$
(ii) $\tilde{f}(x) = \tilde{f}(-x)$
(iii) $\tilde{f}(x)$ decreases for $x > 0$.

From the above definition, it follows that $f \sim g$, if and only if $\tilde{f}(x) = \tilde{g}(x)$. Therefore, we get that $f^*(2|x|) = \tilde{f}(x)$, since $f^*(2|x|) \sim \tilde{f}(x)$ and $f^*(2|x|)$ is symmetrically decreasing.

The next lemma (Lemma 1.4) plays an important role in simplifying our proofs. We must first define the function,

$$\varepsilon(x, \alpha, f^*) = \begin{cases} 1 & x \in [0, |E_\alpha|] \\ 0 & \text{elsewhere} \end{cases}$$

where $E_\alpha = \{t: f^*(t) \geq f^*(\alpha)\}$.

I wish to thank W. B. Jurkat for suggesting the following lemma:

LEMMA 1.4 (Jurkat). If $\lim_{x \to +\infty} f^*(x) = 0$ then

$$f^*(x) = -\int_0^\alpha \varepsilon(x, \alpha, f^*)d(f^*(\alpha)) .$$

Proof. Given $x$, let $\alpha_0 = \inf \{\alpha: f^*(\alpha) = f^*(x)\}$, then $f^*(\alpha_0) = f^*(x)$. Hence,

$$-\int_0^\alpha \varepsilon(x, \alpha, f^*)d(f^*(\alpha)) = -\int_{\alpha_0}^\alpha d(f(\alpha)) = f(\alpha_0) = f(x) .$$

A nonnegative sequence $\langle \alpha_n \rangle_{n=\infty}$ is said to be symmetrically decreasing if $\alpha_0 \geq \alpha_1 = \bar{\alpha}_1 \geq \cdots \geq \bar{\alpha}_n = \bar{\alpha}_{-n} \geq \cdots$. A well-known fact [1, Theorem 375, page 273] is that the convolution of symmetrically decreasing sequences is also a symmetrically decreasing sequence. The previous statement also holds if we replace the term "sequence" with the term "function". We see this in the next lemma.
Lemma 1.5. The function \( h_n = g_1 * g_2 * \cdots * g_n \) is symmetrically decreasing.

Proof. To show that \( h_n(x) = h_n(-x) \) is straightforward and we omit the proof. To show that \( h_n \) decreases for \( x > 0 \), we first consider the case where

\[
h_n(x) = \int_{-\infty}^{+\infty} g_1(v) \bar{g}_2(x - v) dv
\]

and

\[
g_i^*(2v) = \begin{cases} 1 & 0 \leq v \leq u \\ 0 & \text{elsewhere} \end{cases}.
\]

Then

\[
h_n(x) = \int_{0}^{+\infty} g_1^*(2v)[\bar{g}_2(x - v) + \bar{g}_2(x + v)] dv
\]

\[
= \int_{0}^{u+x} dv g_1^*(2v) + \int_{0}^{u-x} dv g_1^*(2v).
\]

For \( x > 0 \), we see that \( h_n(x) \) is decreasing.

Consider the case \( \lim_{v \to +\infty} g_i^*(2v) = 0 \). We get after applying Lemma 1.4

\[
h_n(x) = -\int_{0}^{+\infty} d(g_1^*(2\alpha)) \int_{0}^{+\infty} d\varepsilon(v, \alpha, g_i^*)[\bar{g}_2(x - v) + \bar{g}_2(x + v)]
\]

and therefore, \( h_n(x) \) decreases for \( x > 0 \).

In the case where \( \lim_{v \to +\infty} g_i^*(2v) = c \), we have

\[
h_n(x) = \int_{-\infty}^{+\infty} (\bar{g}_1(v) - c) \bar{g}_2(x - v) dv + c \int_{-\infty}^{+\infty} \bar{g}_2(v) dv.
\]

Therefore, it follows that \( h_n(x) \) decreases for \( x > 0 \) and hence \( h_n(x) \) decreases for \( x > 0 \).

Unless otherwise specified, the functions \( f, g, \cdots \) which appear will be nonnegative. A remarkable inequality [1, page 279, Th. 379] can be formulated in the following manner:

\[
\text{Theorem A.} \quad \sup_{\tilde{r}_1, \tilde{r}_2 \in \tilde{S}_k} \int_{-\infty}^{+\infty} d(x) r_1(x) (f_1 * f_2)(x) = \int_{-\infty}^{+\infty} d(x) \tilde{r}(x) (\tilde{g}_1 * \tilde{g}_2)(x).
\]

The following extension of Theorem A, which is well known for sequences, [1, page 273, Th. 374], will be of more interest to us. It can be stated in the following way:
THEOREM B. \[
\sup_{f_1, \ldots, f_n} \int_{-\infty}^{+\infty} d(x) r_1(x) (f_1 \ast \cdots \ast f_n)(x) = \int_{-\infty}^{+\infty} d(x) \bar{r}(x) h_n(x).
\]

Proof. At first, we see from Theorem A,
\[
\sup_{f_1, \ldots, f_n} \int_{-\infty}^{+\infty} d(x) r_1(x) (f_1 \ast f_2)(x) = \sup_{f_2, f_3} \int_{-\infty}^{+\infty} d(x) \bar{r}(x) (\bar{g_1} \ast \bar{g_2})(x)
\]
\[
\begin{aligned}
&= \sup_{f_2, f_3} \int_{-\infty}^{+\infty} d(x) \bar{r}(x) (\bar{g_1} \ast \bar{g_2})(x) \\
&= \sup_{f_2, f_3} \int_{-\infty}^{+\infty} d(x) \bar{r}(x) (f_1 \ast f_2)(x).
\end{aligned}
\]

Therefore, we see
\[
\begin{aligned}
\sup_{f_1, \ldots, f_n} \int_{-\infty}^{+\infty} d(x) r_1(x) (f_1 \ast f_2 \ast f_3)(x) &= \sup_{f_3} \int_{-\infty}^{+\infty} d(x) \bar{r}(x) (\bar{g_1} \ast \bar{g_2} \ast \bar{g_3})(x) \\
&= \sup_{f_3} \int_{-\infty}^{+\infty} d(x) \bar{r}(x) (f_1 \ast f_2 \ast f_3)(x). \\
&= \int_{-\infty}^{+\infty} d(x) \bar{r}(x) (f_1 \ast f_2 \ast f_3)(x).
\end{aligned}
\]

In general, we have
\[
\sup_{f_1, \ldots, f_n} \int_{-\infty}^{+\infty} d(x) r_1(x) (f_1 \ast \cdots \ast f_n)(x) = \int_{-\infty}^{+\infty} d(x) \bar{r}(x) h_n(x).
\]

Our first new result is the following:

**THEOREM 1.6.** If \(\lim_{x \to \infty} g^*_k(x) = \lim_{x \to \infty} r^*(x) = 0\), and \(r^*, g^*_k\) are finite a.e., for \(1 \leq k \leq n\), then
\[
\sup_{r_1, \ldots, r_n} \int_{-\infty}^{+\infty} r_1(x) (f_1 \ast \cdots \ast f_n)(x) \leq \int_{0}^{\infty} d(x) x^{n-1} (r^* - r^*)(g^* - g^*_1) \cdots (g^*_n - g^*_n).
\]

Proof. Case I. We will first show the theorem when,
\[
g^*_k(x) = \begin{cases} 1 & 0 \leq x \leq a_k \\ 0 & \text{elsewhere} \end{cases} \quad r^*(x) = \begin{cases} 1 & 0 \leq x \leq u \\ 0 & \text{elsewhere} \end{cases}
\]

and where \(0 \leq a_1 \leq a_2 \leq \cdots \leq a_n\).
Suppose $u \leq a_n$:

$$
\int_0^\infty d(x)r_1(x)dt f_n(t)(f_1 * \cdots * f_{n-1})(x - t)
\leq \int_0^\infty d(x)r_1(x)dt f_1 * \cdots * f_{n-1})(x - t)
= \int_0^\infty d(x)r_1(x)d(x)f_1(x) \cdots \int_0^\infty d(x)f_{n-1}(x)
= u a_1 \cdots a_{n-1}
= \int_0^\infty d(x)w^{n-1}(r^{**} - r^*)(g_1^{**} - g_1^*) \cdots (g_n^{**} - g_n^*) .
$$

Suppose $u > a_n$:

$$
\int_0^\infty d(x)r_1(x)dt f_n(t)(f_1 * \cdots * f_{n-1})(x - t)
\leq \int_0^\infty d(x)\int_0^\infty dt f_n(t)(f_1 * \cdots * f_{n-1})(x - t)
= a_1 \cdots a_n
= \int_0^\infty d(x)w^{n-1}(r^{**} - r^*)(g_1^{**} - g_1^*) \cdots (g_n^{**} - g_n^*) .
$$

Case II. First let us set,

$$
\varepsilon_0(x) = \varepsilon(x, \alpha, \bar{\rho}) + \varepsilon(-x, \alpha, \bar{\rho})
\varepsilon_1(x) = \varepsilon(x, \beta, \bar{\gamma}_1) + \varepsilon(-x, \beta, \bar{\gamma}_1)
\vdots
\varepsilon_n(x) = \varepsilon(x, \gamma, \bar{\gamma}_n) + \varepsilon(-x, \gamma, \bar{\gamma}_n)
$$

$$
\varepsilon(x, \lambda, h) = \begin{cases} 
1 & 0 \leq x \leq |E_s(h)| \\
0 & \text{elsewhere}
\end{cases}
$$

and by Case I,

$$
\varepsilon(x, \lambda, h) = \begin{cases} 
1 & 0 \leq x \leq |E_s(h)| \\
0 & \text{elsewhere}
\end{cases}
$$

By Theorem B we have,

$$
\sup_{f_1 \cdots \bar{\gamma}_n h} \int_0^{\infty} d(x)r_1(x)(f_1 * \cdots * f_n)(x) = \int_0^{\infty} d(x)\bar{\rho}(x)(\bar{\rho}_1 * \cdots * \bar{\gamma}_n)(x)
$$

by Lemma 1.4 we get,

$$
= (-1)^{n+1} \int_0^\infty d(\bar{\rho}(\alpha))\int_0^\infty d(\bar{\gamma}_1(\beta)) \cdots \int_0^\infty d(\bar{\gamma}_n(\gamma))\int_0^\infty d(x)\varepsilon_0(x)(\varepsilon_1 * \cdots * \varepsilon_n)(x)
$$

and by Case I,

$$
\leq (-1)^{n+1} \int_0^\infty d(\bar{\rho}(\alpha))\int_0^\infty d(\bar{\gamma}_1(\beta)) \cdots \int_0^\infty d(\bar{\gamma}_n(\gamma))
\times \int_0^\infty d(x)w^{n-1}(\varepsilon_1^{**} - \varepsilon_1^*) \cdots (\varepsilon_n^{**} - \varepsilon_n^*)
= \int_0^\infty d(x)w^{n-1}(r^{**} - r^*)(g_1^{**} - g_1^*) \cdots (g_n^{**} - g_n^*) .
$$
If we combine Theorem B with Theorem 1.6, we find that
\[
\int_{-\infty}^{\infty} d(x) \tilde{r}(x) h_n(x) \leq \int_{0}^{\infty} d(x) x^{n-1} (r^{**} - r^*) (g_i^{**} - g_i^*) \cdots (g_n^{**} - g_n^*)
\]
\[
= A(r^*, g_i^*, \cdots, g_n^*).
\]

However, we do know more because of Theorem 2.1. Combining Theorem 1.6 with Theorem 2.1, we then have
\[
(\#) \quad \int_{-\infty}^{\infty} d(x) \tilde{r}(x) h_n(x) = K \cdot A(r^*, g_i^*, \cdots, g_n^*),
\]
where \( K \) is a constant \( (1/2^n \leq K \leq 1) \) which depends on \( r^*, g_i^*, \cdots, g_n^* \). In (\#), the right side (our estimate) has an advantage over the left side; that is, it is easier to determine. For example, take \( g_i^*(t) = 1/t^\lambda \) and \( r^*(t) = 1/t^\mu \), where \( 0 < \lambda, \mu < 1 \).

In applying our estimate (Theorem 1.6), the minus signs that appear could conceivably present difficulties; and moreover, the result only holds for functions whose decreasing rearrangement goes to 0 at infinity. The next estimate does away with these problems.

**Theorem 1.7.**

\[
\sup_{|E| \leq u} \left[ \int_{-\infty}^{\infty} d(x) \gamma_E(x) (f_1 \ast \cdots \ast f_n)(x) \right] \leq \left[ \int_{0}^{u} g_i^* + \sum_{n=1}^{N} \sum_{E \notin m} \left[ \int_{0}^{\infty} d(x) x^{n-2} g_m^* g_k^* \prod_{l \neq m} g_l^{**} \right] \right]
\]

**Proof.** To prove the theorem, we will first show
\[
u \int_{0}^{\infty} d(x) x^{n-2} (g_i^{**} - g_i^*) \cdots (g_n^{**} - g_n^*)
\]
\[
\leq \int_{0}^{u} g_i^* + \sum_{n=1}^{N} \sum_{E \notin m} \left[ \int_{0}^{\infty} d(x) x^{n-2} g_m^* g_k^* \prod_{l \neq m} g_l^{**} \right]
\]
when \( \lim_{x \to \infty} g_k^*(x) = 0 \), for each \( 1 \leq k \leq n \).

**Case I.** Here we show (1.1) when
\[
g_k^*(x) = \begin{cases} 1 & 0 \leq x \leq a_k \\ 0 & \text{elsewhere} \end{cases}
\]
and \( a_1 \leq a_2 \leq \cdots \leq a_n \).

(A) \( u < a_i \).

The left-side of (1.1) equals \( u a_1 \cdots a_{n-1} \).

The right-side of (1.1) equals

\[
\begin{align*}
& \int_{0}^{u} g_i^* + \sum_{n=1}^{N} \sum_{E \notin m} \left[ \int_{0}^{\infty} d(x) x^{n-2} g_m^* g_k^* \prod_{l \neq m} g_l^{**} \right] \\
\end{align*}
\]
\[
\left\{ u^n + \frac{u}{2} a_{n-1}^2 + \cdots + \frac{u}{2} (a_2 a_3 \cdots a_{n-2}) - \frac{n}{2} u^n \right\} + u a_1 \cdots a_{n-1}
\]
\[> u a_1 \cdots a_{n-1}.
\]

(B) \(a_k \leq u \leq a_{k+1}\).
The left side of (1.1) equals \(u a_1 \cdots a_{n-1}\).
The right side of (1.1) equals
\[
(a_1 \cdots a_k)\left\{ u^n - k + \frac{u}{2} a_{k+1}^2 - \cdots + \frac{u}{2} (a_{k+1} \cdots a_{n-2}) - \frac{n}{2} u^n \right\} + u a_1 \cdots a_{n-1}
\]
\[\geq u a_1 \cdots a_{n-1}.
\]

(C) \((u > a_n)\)
The left side of (1.1) equals \(a_1 \cdots a_n\).
The right side of (1.1) equals \(a_1 \cdots a_n\).

Case II. Here we show (1.1) when \(\lim_{x \to -\infty} g^*(x) = 0\), for each \(1 \leq k \leq n\). First let me set,
\[
\epsilon_1 = \epsilon(x, \alpha, g^*)
\]
\[
\vdots
\]
\[
\epsilon_n = \epsilon(x, \beta, g^*)
\]
Applying Lemma 1.4 to the left side of (1.1), we find
\[
\int_{-\infty}^{\infty} d(x) x^{n-2} (g^* - g^*) \cdots (g^* - g^*)
\]
\[= (-1)^n \int_{-\infty}^{\infty} d(g^*(\alpha)) \cdots \int_{-\infty}^{\infty} d(g^*(\beta)) \int_{-\infty}^{\infty} d(x) x^{n-2} (\epsilon_1^* - \epsilon_1^*) \cdots (\epsilon_n^* - \epsilon_n^*)
\]
and by Case I,
\[
\leq (-1)^n \int_{-\infty}^{\infty} d(g^*(\alpha)) \cdots \int_{-\infty}^{\infty} d(g^*(\beta))
\]
\[\times \left[ \int_{-\infty}^{\infty} \delta_1^* \cdots \int_{-\infty}^{\infty} \delta_n^* + \frac{u}{2} \sum_{m=1}^{n} \sum_{k \neq m} \int_{-\infty}^{\infty} d(x) x^{n-2} \epsilon_m^* \epsilon_k^* \right]
\]
\[= \int_{-\infty}^{\infty} g_1^* \cdots \int_{-\infty}^{\infty} g_n^* + \frac{u}{2} \sum_{m=1}^{n} \sum_{k \neq m} \int_{-\infty}^{\infty} d(x) x^{n-2} g_m^* g_k^* \sum_{l \neq m} g_l^*.
\]
Therefore, by Theorem 1.6 with \(r^*(x) = \begin{cases} 1 & 1 \leq x \leq u \\ 0 & \text{elsewhere} \end{cases}\) we have shown
Theorem 1.7, when \(\lim_{x \to -\infty} g^*_k(x) = 0\) for each \(1 \leq k \leq n\).

Case III. Let us consider the case when \(g^*_1\) is arbitrary and \(\lim_{x \to -\infty} g^*_k(x) = 0\) for each \(2 \leq k \leq n\).
Define: $\bar{g}_1(x) = \begin{cases} \bar{g}_i(x) & |x| \leq r \\ 0 & |x| > r \end{cases}$.

Then, we find

$$
\int_{-\frac{u}{2}}^{\frac{u}{2}} d(v)(\bar{g}_1 \ast \cdots \ast \bar{g}_n)(x) \\
\leq \lim_{r \to \infty} \int_{-\frac{u}{2}}^{\frac{u}{2}} dt \bar{g}_1(t) \int_{-\frac{u}{2}}^{\frac{u}{2}} d(x)(\bar{g}_2 \ast \cdots \ast \bar{g}_n)(x - t) \\
\leq \lim_{r \to \infty} \left[ \int_{0}^{u} g_{1*} \cdots \int_{0}^{u} g_{n*} + \frac{u}{2} \sum_{m=2}^{n} \sum_{k \neq m} \int_{0}^{\infty} g_{m*} g_{k*} \int_{0}^{\infty} g_{1*} \cdots \int_{0}^{\infty} g_{k*} \right] \\
= \int_{0}^{u} g_{1*} \cdots \int_{0}^{u} g_{n*} + \frac{u}{2} \sum_{j=1}^{n} \sum_{k \neq j} \int_{0}^{\infty} d(x) g_{j*} g_{k*} \prod_{t=1}^{n} g_{t*}. 
$$

Reapplying the above procedure and using induction, we find that the theorem holds when $\bar{g}_1, \cdots, \bar{g}_n$ are arbitrary.

A corollary of Theorem 1.7 is a result due to R. O'Neil [2, Lemma 1.5].

**Corollary 1.8.** (O'Neil's Lemma).

$$
\sup_{x \in E} \left( f \ast g \right)(x) \leq u^2 f^{**} g^{**} + u \int_{u}^{\infty} f^* g^*.
$$

**Proof.** Simply take $n = 2$ in Theorem 1.7.

II. **Lower $L_p$-estimates.** In this section, we will show that the inequalities found in Theorem 1.6 and Theorem 1.7 are sharp. That is, the upper estimates become lower estimates when they are multiplied by suitable constants.

**Theorem 2.1.** If $r^{**}(x)$, $g_{k*}^{**}(x)(1 \leq k \leq n)$ are finite for each $x$, then

$$
2^{n-1} \sup_{r \to r_k} \int_{r_{k-1} \to r_k} d(x) r_1(x) (f_1 \ast \cdots \ast f_n)(x) \\
\geq \int_{0}^{\infty} d(x) x^{n-1} (r^{**} - r^*)(g_{1*}^{**} - g_{1*}) \cdots (g_{n*}^{**} - g_{n*}).
$$
Proof. We will first prove the theorem when,

\[
g^*_2(x) = \begin{cases} 
1 & 0 \leq x \leq a_k \\
0 & \text{elsewhere}
\end{cases}
\]

(2.1)

\[
r^*_n(x) = \begin{cases} 
1 & 0 \leq x \leq u \\
0 & \text{elsewhere}
\end{cases}
\]

and where \( a_1 \leq a_2 \leq \cdots \leq a_n \).

Suppose \( u \leq a_n \):

\[
\int_{-\infty}^{a_n/2} d(x) \bar{r}(x) + \int_{-\infty}^{a_n/2} dt \bar{g}_n(t) h_{n-1}^{(r_n)} = \int_{0}^{a_n/2} d(x) \left[ 2 \int_{0}^{e_n/2-x} h_{n-1} + 2 \int_{0}^{e_n/2+x} h_{n-1} \right]
\]

\[
= \int_{-a_n/2}^{0} d(x) \left[ \frac{u}{2} \int_{-a_n/2}^{a_n/2} dt h_{n-1} \right]
\]

\[
= \int_{-a_n/2}^{0} d(x) \left[ \frac{u \cdot a_{n-1}}{2} \int_{-a_n/2}^{a_n/2} dt h_{n-2} \right]
\]

\[
= \int_{-a_n/2}^{0} d(x) \left[ \frac{u \cdot a_1 \cdots a_{n-1}}{2^{n-1}} \int_{-a_n/2}^{a_n/2} dt h_{n-1} \right]
\]

When we are in the case \( u > a_n \), we apply a similar procedure. Hence, we are finished when our functions are as in (2.1).

In the case where \( \lim_{x \to \infty} g^*_k(x) = \lim_{x \to \infty} r^*_k(x) = 0 \) \((1 \leq k \leq n)\), if we apply Lemma 1.4 as we did in Theorem 1.6 (Case II) then our result follows.

Now let us consider the case where \( g^*_i \) and \( r^*_i \) are arbitrary, and \( \lim_{x \to \infty} g^*_k(x) = 0 \) for each \( 2 \leq k \leq n \).

Define:

\[
g^*_m(x) = \begin{cases} 
g^*_n(x) & 0 \leq x \leq m \\
0 & x > m
\end{cases}
\]

\[
r^*_m(x) = \begin{cases} 
r^*_n(x) & 0 \leq x \leq s \\
0 & x > s
\end{cases}
\]

\[
\int_{-\infty}^{\infty} \bar{r}(x)(\bar{g}_1 \cdots \bar{g}_n)(x)d(x)
\]

\[
= \lim_{m \to \infty} \lim_{s \to \infty} \int_{-\infty}^{\infty} \bar{r}(x)(\bar{g}_m \cdots \bar{g}_n)(x)d(x)
\]

\[
= \frac{1}{2^{n-1}} \lim_{m \to \infty} \lim_{s \to \infty} \int_{0}^{\infty} d(x) x^{n-1}(r^*_m - r^*_s)(g^*_m - g^*_s) \cdots (g^*_n - g^*_s)
\]

\[
= \frac{1}{2^{n-1}} \int_{0}^{\infty} d(x) x^{n-1}(r^*_m - r^*_s)(g^*_m - g^*_s) \cdots (g^*_n - g^*_s)
\]
If we apply the above procedure and use induction, then we are finished.

Our next theorem, Theorem 2.2, was known for the case \( n = 2 \) by O’Neil [2].

**Theorem 2.2.** If \( g^*_i(x) \) is finite for each \( x \ (1 \leq k \leq n) \) and \( n \geq 2 \), then

\[
\sum_{\alpha \in \mathbb{N}^n} g_i^* \cdot \prod_{j=1}^n \lambda_j \leq \frac{n}{2} \int_0^\infty d(x) x^{n-2} g_i^* g_i^* \prod_{j=1}^n g_j^*.
\]

*Proof.* To prove the theorem, we will show

\[
\frac{n}{2} \int_0^\infty d(x) x^{n-2} (g_i^* - g_i^*) \prod_{j=1}^n (g_j^* - g_j^*)
\]

where

\[
g_i^*(x) = \begin{cases} 1 & 0 \leq x \leq a_k \\ 0 & x > a_k \end{cases}
\]

and

\[
a_1 \leq a_2 \leq \cdots \leq a_n.
\]

(A) \( (u < a_i) \)

The left side of (2.2) equals \((n/2)u a_1 \cdots a_{n-1}\). The right side of (2.2) equals

\[
\left( u^n + \frac{n}{2} a_1^{n-1} + \cdots + \frac{n}{2} (a_1 \cdots a_{n-2}) - \frac{n}{2} u^n \right) + u a_1 \cdots a_{n-1}
\]

\[
\leq \left( \frac{n-2}{2} \right) (u a_1 \cdots a_{n-1}) + u a_1 \cdots a_{n-1} = \frac{n}{2} (u a_1 \cdots a_{n-1}).
\]

(B) \( (a_k \leq u \leq a_{k+1}) \)

The left side of (2.2) equals \((n/2)u a_1 \cdots a_{n-1}\). The right side of (2.2) equals,
The left side of (2.2) equals \((u/2)\alpha x^\alpha\).
The right side of (2.2) equals \(a L^\alpha x^\alpha\).
To complete the proof, we simply follow the same approach as we used in the proof of Theorem 2.1.

III. \(L_\alpha\)-estimates. In this section, we are concerned with finding both upper and lower estimates of

\[
\sup_{\substack{f_i \in \mathbb{R}^n \\setminus \{0\} \\ |E| \leq \alpha}} \int_E [(f_1 * \cdots * f_n)(x)]^p d(x)
\]

where \(p = 2\). However, we were also able to get (explicitly) upper and lower estimates for the case \(p = 4\), but we have omitted them from this paper.

**Lemma 3.1.**

\[
\sup_{\substack{f_i \in \mathbb{R}^n \\setminus \{0\} \\ |E| \leq \alpha}} \int_E d(x) \chi_E(x)(f_{11} * \cdots * f_{1r})(x)(f_{21} * \cdots * f_{2r})(x)
\]

\[
= \int_{-\infty}^{\infty} d(x)(\bar{g}_{11} * \cdots * \bar{g}_{1r})(x)(\bar{g}_{21} * \cdots * \bar{g}_{2r})(x).
\]

**Proof.** We note that by Theorem B

\[
\int_{-\infty}^{\infty} d(x) \chi_E(x)(f_{11} * \cdots * f_{1r})(x)(f_{21} * \cdots * f_{2r})(x)
\]

\[
\leq \int_{-\infty}^{\infty} d(x) \bar{\chi}_E(x)(f_{11} * \cdots * \bar{f}_{1r})(x)(\bar{g}_{21} * \cdots * \bar{g}_{2r})(x)
\]

\[
\leq \int_{-\infty}^{\infty} d(x) \bar{\chi}_E(x)(\bar{f}_{11} * \cdots * \bar{g}_{1r})(x)(\bar{g}_{21} * \cdots * \bar{g}_{2r})(x)
\]

\[
\leq \int_{-\infty}^{\infty} d(x) \bar{\chi}_E(x)(\bar{g}_{11} * \cdots * \bar{g}_{1r})(x)(\bar{g}_{21} * \cdots * \bar{g}_{2r})(x).
\]

We set,

\[
\Delta_1(x) = x^r(g_{11}^{**} - g_{11}^*) \cdots (g_{1r}^{**} - g_{1r}^*)
\]

and

\[
\Delta_2(x) = x^r(g_{21}^{**} - g_{21}^*) \cdots (g_{2r}^{**} - g_{2r}^*).
\]
Theorem 3.2. If \( g_{ij}^{*}(x) \) are finite for each \( x \) and \( \lim_{x \to \infty} g_{ij}^{*}(x) = 0 \), then there exists a constant \( K, 2^{-r-s} \leq K \leq 1 \), such that

\[
\sup_{|x| \leq u} \left| \int_{-\infty}^{\infty} \frac{d(x)}{\alpha^2} (\Delta_{ij}(x) \cdot \Delta_{ij}(x)) \right|
\]

(3.0)

\[
= K \left[ \int_{0}^{\infty} \frac{d(x)}{\alpha^2} (\Delta_{ij}(x) \cdot \Delta_{ij}(x)) + u \left( \int_{-\infty}^{\infty} \frac{d(x)}{\alpha^2} \Delta_{ij}(x) \right) \left( \int_{-\infty}^{\infty} \frac{d(x)}{\alpha^2} \Delta_{ij}(x) \right) \right].
\]

Here, \( K \) depends on \( g_{ij}^{*} \) and \( u \); and we note that \( 1 \leq i \leq 2 \) and \( 1 \leq j \leq \max(r, s) \).

Proof. (i) We first prove that \( K \leq 1 \). We consider the case where

\[
g_{ij}^{*}(x) = \begin{cases} 1 & x \leq a_{ij} \\ 0 & \text{elsewhere} \end{cases}
\]

(3.1)

Without loss of generality, we can assume that \( a_{1r} \leq \cdots \leq a_{1r} \) and \( a_{21} \leq \cdots \leq a_{2s} \).

(A) \( (u \geq a_{2s}) \)

\[
\int_{-\infty}^{\infty} \frac{d(x)}{\alpha^2} (\bar{g}_{11} * \cdots * \bar{g}_{1r}) (\bar{g}_{21} * \cdots * \bar{g}_{2s})(x)
\]

\[
\leq \frac{a_{11} \cdots a_{2s}}{a_{2s}} \int_{-\infty}^{\infty} \frac{d(x)}{\alpha^2} (\bar{g}_{11} * \cdots * \bar{g}_{1r})(x)
\]

\[
= \frac{a_{11} \cdots a_{1r} a_{21} \cdots a_{2s}}{a_{2s}}
\]

\[
= \int_{0}^{\infty} \frac{d(x)}{\alpha^2} (\Delta_{ij}(x) \cdot \Delta_{ij}(x)) + u \left( \int_{u}^{\infty} \frac{d(x)}{\alpha^2} \Delta_{ij}(x) \right) \left( \int_{u}^{\infty} \frac{d(x)}{\alpha^2} \Delta_{ij}(x) \right)
\]

(B) \( (a_{1r} \leq u \leq a_{2s}) \)

\[
\int_{-\infty}^{\infty} \frac{d(x)}{\alpha^2} (\bar{g}_{11} * \cdots * \bar{g}_{1r}) (\bar{g}_{21} * \cdots * \bar{g}_{2s})(x)
\]

\[
\leq \frac{a_{11} \cdots a_{1r} a_{21} \cdots a_{2s}}{a_{2s}}
\]

\[
= u \left( \int_{-\infty}^{\infty} \frac{d(x)}{\alpha^2} \Delta_{ij}(x) \right) \left( \int_{u}^{\infty} \frac{d(x)}{\alpha^2} \Delta_{ij}(x) \right)
\]

(C) \( (u \leq a_{1r}) \)

\[
\int_{-\infty}^{\infty} \frac{d(x)}{\alpha^2} (\bar{g}_{11} * \cdots * \bar{g}_{1r}) (\bar{g}_{21} * \cdots * \bar{g}_{2s})(x)
\]

\[
\leq u \left( a_{11} \cdots a_{1r} a_{21} \cdots a_{2s} \right) = u \left( \int_{u}^{\infty} \frac{d(x)}{\alpha^2} \Delta_{ij}(x) \right) \left( \int_{u}^{\infty} \frac{d(x)}{\alpha^2} \Delta_{ij}(x) \right)
\]
To complete the proof, we apply Lemma 1.4 as we did in Theorem 1.6 (Case II).

(ii) Here we prove that $K \geq 2^{-r-s}$. First, we consider functions as defined by (3.1).

(A) \( u \geq a_{2r} \)

\[
\int_{-u/2}^{u/2} d(x)(\bar{g}_{11} * \cdots * \bar{g}_{1r})(x)(\bar{g}_{21} * \cdots * \bar{g}_{2s})(x) \\
= 2^r \int_0^{a_{2r}/2} d(x) \left[ \int_0^{(a/2) - x} h_{1(r-1)} + \int_0^{(a/2) + x} h_{1(r-1)} \right] \left[ \int_0^{(a_{2s}/2) - x} h_{2(s-1)} + \int_0^{(a_{2s}/2) + x} h_{2(s-1)} \right] \\
\geq a_{1r} \int_0^{a_{2r}/2} h_{1(r-1)} \geq a_{1r} a_{21} \cdots a_{2s} \\
= \frac{1}{2^{(r+s)}} \left( u \left( \int_{u}^{\infty} \frac{d(x)}{x^2} \right) \left( \int_{u}^{\infty} \frac{d(x)}{x^2} \right) \right) .
\]

(B) \( a_{1r} \leq u < a_{2r} \)

\[
\int_{-u/2}^{u/2} d(x)(\bar{g}_{11} * \cdots * \bar{g}_{1r})(x)(\bar{g}_{21} * \cdots * \bar{g}_{2s})(x) \\
= 2^r \int_0^{a_{1r}/2} d(x) \left[ \int_0^{(a/2) - x} h_{1(r-1)} + \int_0^{(a/2) + x} h_{1(r-1)} \right] \left[ \int_0^{(a_{2s}/2) - x} h_{2(s-1)} + \int_0^{(a_{2s}/2) + x} h_{2(s-1)} \right] \\
\geq a_{1r} \cdots a_{1r} a_{21} \cdots a_{2s} \\
= \frac{1}{2^{(r+s)}} u \left( \int_{u}^{\infty} \frac{d(x)}{x^2} \right) \left( \int_{u}^{\infty} \frac{d(x)}{x^2} \right) .
\]

(C) \( u < a_{1r} \)

\[
\int_{-u/2}^{u/2} d(x)(\bar{g}_{11} * \cdots * \bar{g}_{1r})(x)(\bar{g}_{21} * \cdots * \bar{g}_{2s})(x) \\
= 2^r \int_0^{u/2} d(x) \left[ \int_0^{(a_{1r}/2) - x} h_{1(r-1)} + \int_0^{(a_{1r}/2) + x} h_{1(r-1)} \right] \left[ \int_0^{(a_{2s}/2) - x} h_{2(s-1)} + \int_0^{(a_{2s}/2) + x} h_{2(s-1)} \right] \\
\geq u a_{1r} \cdots a_{1r} a_{21} \cdots a_{2s} \\
= \frac{1}{2^{(r+s)}} u \left( \int_{u}^{\infty} \frac{d(x)}{x^2} \right) \left( \int_{u}^{\infty} \frac{d(x)}{x^2} \right) .
\]

To complete the proof, we apply Lemma 1.4 as we did in Theorem 1.6 (Case II).

**Corollary 3.3.** If \( g_k^e(x) \) are finite for each \( x \) and \( \lim_{x \to \infty} g_k^e(x) = 0 \), \( 1 \leq k \leq n \), then there exists a constant \( K, 2^{-2n} \leq K \leq 1 \), such that
\[
\sup_{\|E\| \leq M} \int_{-\infty}^{\infty} d(x) \chi_E(x) [(f_1 * \cdots * f_n)(x)]^2
\]
\[
= K \left[ \int_{-\infty}^{\infty} d(x) x^{2|n-1|} (g_1^{*2} - g_1^*)^2 \cdots (g_n^{*2} - g_n^*)^2
+ u \left( \int_{-\infty}^{\infty} d(x) x^{n-2} (g_1^{*2} - g_1^*) \cdots (g_n^{*2} - g_n^*) \right)^2 \right].
\]

Here \( K \) depends on \( g_k^* \) (\( 1 \leq k \leq n \)) and \( u \).

**Proof.** This is a special case of Theorem 3.2, with \( r = s = n \) and \( g_0^* = g_0^* \).

**IV. Applications.** The functions \( f(x) \) in this section are complex-valued and the variable \( x \) is real. We require that \( \text{Re} (f(x)) \) and \( \text{Im} (f(x)) \) be Lebesgue measurable and \( \{|x: |f(x)| > y| \} < \infty \) for every \( y > 0 \). In a natural way we can now talk about the decreasing rearrangement function \( f^* \) of \( f \).

We mean by the statement

\[
f(x) = (t_p, \lim_{n \to \infty} f_n(x), x \in (-\infty, \infty),
\]

that \( \lim_{n \to \infty} \| f_n - f \|_p = 0 \).

By Plancherel's theorem if we let \( f \in L_q (\infty, -\infty) \), then \( \| f(x) \|_q \leq 2 \pi \lim_{x \to \infty} \int_{-\infty}^{\infty} f(t) e^{i \tau x} dt \), exists a.e., and belongs to \( L_q \); also, if \( f \in L_2 \), then \( \| f(x) \|_2 = \| f \|_2 \). A generalization of Plancherel's theorem (Theorem C and D), due to Hardy and Littlewood, is a consequence of Corollary 3.3. Another rearrangement theorem [4, pages 128-131], due to Hardy and Littlewood, is contained in Theorem E.

**Theorem C.** (Hardy and Littlewood). If \( |f(x)|^q |x|^{q-2} \) \( (q \geq 2) \) belongs to \( L(-\infty, +\infty) \), then \( \| f(x) \|_q \leq q \left( \int_{-\infty}^{\infty} |f(x)|^q dx \right)^{1/q} \). and

\[
\| \mathcal{F}(f) \|_p \leq q \left\{ \int_{-\infty}^{\infty} |f(x)|^q dx \right\}^{1/q}.
\]

**Proof.** Suppose first that \( f \in L_\infty \) and has compact support, then we have by Plancherel's theorem,

\[
\int_{-\infty}^{\infty} |\mathcal{F}(f)|^2 dx = \int_{-\infty}^{\infty} |f * f * \cdots * f|^2 dx
\]
\[
\leq \int_{-\infty}^{\infty} (|f|^2 + |f|^4 + \cdots + |f|^2 dx)
\]
and by Corollary 3.3,

$$\leq \int_0^{\infty} d(x)x^{2(n-1)}(f^{**} - f^*)^2 \\, d\theta$$

$$\leq (2n)^2 \int_0^{\infty} d(x)x^{2(n-1)}(f^*(x))^2 \, d\theta$$

$$\leq (2n)^2 \int_{-\infty}^{\infty} d(x)x^{2(n-1)} |f(x)|^2 \, d\theta.$$

We first note that $M_{q,\nu} = \left\{ xg(x): \int_{-\infty}^{\infty} d(\nu(x)) |xg(x)|^q < +\infty, \text{ where } d(\nu(x)) = d(x)/x^2 \right\} = L_{q,\nu}(-\infty, +\infty)$. Now for each $h \in M_{q,\nu}$ set $T(h) = \mathcal{F}(h/x)$. Here, we can apply the interpolation theorem of Riesz-Thorin to the operator $T$ [4, pages 93–96].

**Theorem D.** (Hardy and Littlewood). If $f \in L_p$ $(1 < p \leq 2)$, then

$$\left\{ \int_{-\infty}^{\infty} \mathcal{F}(f)(x) |x|^{p-2}d(x) \right\}^{1/p} \leq q \| f \|_p$$

where $1/p + 1/q = 1$.

**Proof.** Use our estimate from Theorem C for $\| \mathcal{F}(f) \|_q$, then use the proof found in [3, Theorem 80, page 110].

If you take $f(t) = 1/(|t| + 1)$, $t \in (-\infty, +\infty)$, then $\| \mathcal{F}(f) \|_\infty = \infty$ and $\| tf(t) \|_\infty = 1$. Thus, Theorem C does not hold when $q = \infty$. However we see from Corollary 3.3 that if $f \in L_\gamma \cap L_\infty$, then

$$\| \mathcal{F}(f) \|_\infty \leq \| x(f^{**} - f^*) \|_\infty.$$

We define the

$$A_q = \left\{ g^*: \int_0^{\infty} (g^*(x))x^{n-2}d(x) < +\infty, \text{ and } \lim_{x \to \infty} g^*(x) = 0 \right\}.$$

**Theorem E.** (Hardy and Littlewood). $g^* \in A_q$ if and only if $\mathcal{F}(f) \in L_q(q \geq 2)$, for every $f \sim g^*$. If $g^* \in A_q (q \geq 2)$, then

$$\| \mathcal{F}(f) \|_q \leq c(q) \left\{ \int_0^{\infty} (g^*(x))x^{n-2}d(x) \right\}^{1/q}$$

for every $f \sim g^*$ where $c(q)$ is a constant which depends on $q$.

**Proof.** ($\leq$)

**Lemma.** If $\mathcal{F}(f) \in L_q (q \leq 2)$, then
SHARP ESTIMATES OF CONVOLUTION TRANSFORMS

\[ \left\{ \frac{1}{\infty} d(x) \mid x \mid^{q-2} \mid \hat{f}(x) \mid^q \right\}^{1/q} \leq c(q) \| \mathcal{G}(\hat{f}) \|_q. \]

**Proof.** Suppose \( f \in L_1 \cap L_\infty \), then by Plancherel’s theorem

\[
\int_{-\infty}^{\infty} |\hat{f}(\xi)|^2 d(\xi) = \int_{-\infty}^{\infty} (\hat{f} \ast \cdots \ast \hat{f})^2 d(x)
\geq \int_{-\infty}^{\infty} x^{2(n-1)} |\hat{f}(x)|^{2n} d(x).
\]

To complete the proof, we note [4, page 19] that if \( \sum_0^\infty a_n \cos (nx) \in L_q \) (\( q \geq 2 \)) for \( a_1 \geq a_2 \geq \cdots \geq a_n \geq \cdots \), then

\[
(4.1) \quad \int_0^\pi \left| \sum_0 a_n \cos (nx) \right|^q d(x) \leq B(q) \sum_0 a_n^q n^{q-2}.
\]

We quote from Titchmarsh [3, pages 70, 71, 109]. Let

\[
a_n = \int_{\nu/2}^{(\nu+1)/2} \hat{f}(t) dt \quad (\nu = 0, \pm 1, \pm 2, \cdots)
\]

and

\[
\Phi_n(x) = \sum_{\nu=-b}^b a_n e^{i\nu x/2}.
\]

Then, if \( b > 0 \) and \( n = [\lambda b] - 1 \),

\[
\lim_{b \to \infty} \Phi_n(x) = \int_{-\infty}^b \hat{f}(t)e^{ixt} dt
\]

uniformly in any finite interval. We note that in our case \( a_0 = a_{-1} \geq a_1 = a_{-2} \geq \cdots \geq a_n \geq \cdots \). From (4.1) we see that,

\[
B(q) \int_{-\pi}^\pi \left| \Phi_n(x) \right|^q d(x) = \lambda \int_{-\pi}^\pi \left| \sum_{\nu=-b}^b a_n e^{i\nu x/2} \hat{d}(x) \right|^q \geq \lambda \sum_{\nu=-b}^b a_n^q |\nu|^q.
\]

If \( \nu \geq 1 \), then

\[
a_n^q \geq |\hat{f}(\nu + 1/\lambda)|^q \geq \frac{1}{\lambda^q} \frac{1}{2(\nu + 1)^{q-2}} \int_{(\nu+1)/2}^{(\nu+2)/2} (\hat{f}(t))^q t^{q-2} dt.
\]

Since,

\[
\left\| \int_{-\infty}^b \hat{f}(t)e^{ixt} dt - \int_{-\pi}^\infty \hat{f}(t)e^{ixt} dt \right\|_q \leq \int_{a < |x| < b} |\hat{f}(x)|^q |x|^{q-2} d(x)
\]

we get that

\[
\lim_{b \to \infty} \left\| \mathcal{G}(\hat{f}) - \int_{-\infty}^b \hat{f}(t)e^{ixt} dt \right\|_q = 0.
\]
Hence, we get out result.

(=>:) In the proof of Theorem C we showed that if \( f \in L^\infty \) and has compact support, then

\[
\int_{-\infty}^{\infty} |\hat{f}(f)|^{2n} d(x) \leq (2n)^{2n} \int_{0}^{\infty} d(x)x^{2(n-1)}(g^*(x))^{2n}.
\]

Now if \( f \) is arbitrary \((f \sim g^*)\), then we define

\[
f_*(x) = \begin{cases} f(x) & |f(x)| \leq r, |x| \leq r \\ r & |f(x)| > r, |x| \leq r \\ 0 & \text{elsewhere} \end{cases}
\]

therefore \( (|f - f_*|)^*(x) \leq g^*(x) \) and \( \lim_{r \to \infty} (|f - f_*|)^*(x) = 0 \). Hence it follows that,

\[
\int_{-\infty}^{\infty} |\hat{f}(f)|^{2n} d(x) \leq (2n)^{2n} \int_{0}^{\infty} d(x)x^{2(n-1)}(g^*(x))^{2n}.
\]

Next, we show the theorem for \( 2 < q < 2n \).

Let

\[
h_*(x) = \begin{cases} x f(x) & |xf(x)| \leq 3\lambda \\ \lambda e^{-\text{arg}(xf(x))} & |xf(x)| > 3\lambda \end{cases}
\]

and

\[
h_4(x) = \begin{cases} 0 & |xf(x)| \leq 3\lambda \\ (xf(x) - \lambda e^{-\text{arg}(xf(x))}) & |xf(x)| > 3\lambda \end{cases}.
\]

\[
|| \hat{g}(h_*(x)) ||_q^q = q \cdot 2^{2n} \int_{0}^{\infty} \lambda^{n-1} |x: |\hat{g}(h_*(x))| > 2\lambda | d(\lambda)
\]\n
\[
\leq c(n, q; 2) \left[ \int_{0}^{\infty} \int_{0}^{\infty} \chi_{\nu} \{x: x f_*(x) > \lambda \} \right] \leq c(n, q; 2) \left[ \int_{0}^{\infty} \int_{0}^{\infty} \chi_{\nu} \{x: x g_*(x) > \lambda \} \right] \leq c(n, q, 2) || g^*(x) ||_{\phi, \lambda}^q.
\]
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