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Necessary and sufficient conditions are given for infinite
matrices to sum every almost periodic sequence and their
basic properties as summability matrices are studied. It is
then shown that these matrices enter naturally in the prob-
lem of the determination of the jump or total quadratic
jump of normalized functions of bounded variation on the
circle in terms of the limits of matrix transforms of certain
functions of their Fourier-Stieltjes coefficients. The results
obtained generalize the classical theorems of Fejέr and
Wiener as also the extensions of theorems of Wiener given
by Lozinskiί, Keogh, Petersen and Matveev. Applications are
made to the study of coefficient properties of holomorphic
functions in the unit disk with positive real part.

1* R. H. C. Newton [11] proved that a regular matrix A = (an,k)

sums every periodic sequence if and only if liτnn_oo'Σ^=0an)kexp(2πikt)
exists for each rational t. Vermes [15] generalized this result by
proving that an arbitrary matrix A = (an,k) sums every periodic se-
quence if and only if for every rational t, (1) Σ~=o α*,*exp (2πikt)
converges and (2) limn_«> Σ~-o αWf* exp (2πikt) exists.

The set P of all periodic sequences of complex numbers is a
linear subspace of L that is not closed in the usual norm topology
of the Banach space L since P is meager in L. Berg and Wilansky
[3] proved that the closure Q of P in L is the set of all semi-
periodic sequences. (A sequence x = {xk} is called semi-periodic if for
any ε > 0, there exists an integer r such that | xk — xJc+rn | < ε for
every n and k). Berg [2], gave a characterization of infinite matrices
summing every semi-periodic sequence which is rather involved. We
first show that these matrices can be characterized simply as follows:

THEOREM 1. An infinite matrix A — (an,k) sums every semi-
periodie sequence if and only if (1) || A || = supΛ^0 Σ"-=o I α»,* I < °°

and (2) lim^^ ΣΓ = 0 aΛfk exp (2πikt) exists for all rational t.

Proof. I f xeQ, t h e n f o r a n y ε > 0 , t h e r e e x i s t s a yeP s u c h

t h a t \\x — y\\oo<e. I f y i s o f p e r i o d r , t h e r e e x i s t c o n s t a n t s Xί9 •••,

λ r s u c h t h a t

T

Σexp (2πikv/r) λ, = yk, k = 0, 1, , r - 1
v — 1

235



236 JAMIL A. SIDDIQI

so that

Σ (α»,A - cb%tk) ( Σ exp (2πikv/r)

for n and m sufficiently large. Hence lim^c, ΣΓ=o α*,* #fc exists. Thus
(1) and (2) are sufficient. The necessity of (1) can be established as
in Berg and Wilansky [2] (see also the proof of Theorem 2 below
where similar arguments have been given to prove the necessity of
Theorem 2 (1) independently of the use of Theorem 1), and that of
(2) is immediate since {exp (2πikt)} is periodic when t is rational.

2* A sequence x = {xk} of complex numbers is called almost
periodic if to any ε > 0, there corresponds an integer N = N(e) > 0
such that among any N consecutive integers there exists an integer
r with the property | xk — xk+r | < ε for all k. If we denote by AP
the set of all almost periodic sequences of complex numbers, then
clearly AP is a linear subspace of L and P c P = Q a APa L. Also
AP is a closed subspace of L. For if {x{n)} is a Cauchy sequence in
AP, there exists an x = {xk}eL such that l inv^ || x{n) — x ||oo — 0.
Given any ε > 0, we can choose an n such that | x^ — xk \ < ε/3 for
every k. Since x{n) e AP, there exists an integer N = N(e) such that
among N consecutive integers there is an integer r such that
I xln) - %lnlr I < ε/3 for every k so that

I Ύ ry(n) I I I /v.(%) /v.(tt) I _| I /«(%) /y, I

I % —• %k I ~Γ I Xk — Xh^-r I + I Xk + r — %k + r \

for every k. Thus AP is a Banach space. We note that Q
since if ί is irrational, then {exp (2πίkt)} is almost periodic but not
semi-periodic.

Infinite matrices summing every almost periodic sequence in AP
can be characterized as follows:

THEOREM 2. An infinite matrix A = (an,k) sums every almost
periodic sequence if and only if (1) \\ A\\ = sup%>0 ΣΓ=o I an,k I < °°
(2) lim^oo ΣΓ=o an,k exp (2πikt) exists for all t.

Proof. Suppose that A sums every almost periodic sequence.
Since for each t, {exp (2πikt)} e AP, (2) holds. To prove the necessity
of (1), we first observe that if yelί9 its norm \\y\\UP)* is identical
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with its Zi-norm. For if y = {yk} e llf we define a sequence x of period
n by the rule: xk = sgn #fc ίoτ k<^n so that

= sup ^ Σ
where

as w - * o o . Thus | M | U p ) * ^ \\y\\h Clearly \\y\\UP)* ^ \\y\\h so t h a t

I M I U P ) * = \\v\\h.
For each fixed n, put

= Σ °kfc «*> where aj e AP .
k=0

yNe(AP)* and l im^^ yN(x) exists for each xeAP. By the uniform
boundedness principle,

for each N so that ΣΓ=o I ,̂/b I < °° for each n. If we put

= Σ

then zne(AP)* and l im^^ ^(x) exists for each xeAP. Applying
once more the uniform boundedness principle, we get

|| A || = s u p Σ \an>k\ < oo .

Thus (1) holds.
To prove the sufficiency of conditions (1) and (2), we note that if

x = {χk} e AP, there exists a sequence {Σf 6y exp (2πiXjk)} e AP such
that for all k,

— Σ δy exp (2πίXjk) < e .

Now

Σ- Σ (««,* ~ «»,*)(«Λ - Σ h exp (2πiXjk)
ife 0

Σ (amΛ - an,k) Σ &ί exp (2πiXίk)
k=0 0

for m and % sufficiently large. Thus linv_«, Σ?=o «n,* ** exists.
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We call a matrix A = (an,k) satisfying the conditions (1) and (2)
of Theorem 2, an almost periodic matrix. We now establish a few
properties of these matrices. We recall that the set of all sequences
summable by a given matrix A = (an>k) is called its convergence field
and is denoted by (A). If (A) contains all convergent sequences then
A is called conservative. It is known that A is conservative if and
only if (1) || A\\ < °o, (2) l im^^ ΣΓ=o anιk = a exists and (3) l i n v ^ α ^ =
ak exists for each fixed k. We have:

PROPOSITION 1. An almost periodic matrix is always conservative.

Proof. It is sufficient to show that lim^^ an>k = ak exists. If we
put Kn(t) — Σ"=o αΛ,Aexp (2πίkt), then {Kn} is a sequence of continuous
functions on [0, 1] such that lim^^ Kn(t) = K(t) exists for each t and
\Kn{t)\ ^ II-AII < °° for all n and all t. By bounded convergence theorem,

lim an,k = lim Γ Kn(t)e~2rikt dt = [ K{t) e~2~~ΐkt dt

exists for each k.
The converse is easily seen to be false.
A conservative matrix A — (an>k) is called multiplicative if there

exists an m > 0 such that lim^eo xn = x implies l im^^ An{x) = lim^^
Σ"-o dn..k χk = m% and then A is called m-multiplicative. Since

lim An(x) = ax + Σ ak (xk - x) ,

it follows that a conservative matrix A = (an k) is multiplicative if
and only if l im^^ antk = 0 for each k. An examination of the proof
of Proposition 1 shows that an almost periodic matrix A = (an,k) is
multiplicative if and only if

[ K(t) e~2πίkt dt = 0 for all k = 0, ± 1 , ± 2 ,
Jo

so that, by the uniqueness of Fourier expansion, if and only if K(t) =
0 a. e. Thus we have:

PROPOSITION 2. An almost periodic matrix A = (anιk) is multipli-
cative if and only if limn_oo^A^0an,kexp(2mkt) = 0 a.e. in (0, 1).

It may be remarked that there exist multiplicative almost periodic
matrices for which the above limit is not zero for all te (0, 1). The
positive matrix A = (an,k) where an2k = 0, an2k+ι = nk/(n+ΐ)k+1 for
k = 0, 1, 2, is one such matrix. We also have:
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PROPOSITION 3. An almost periodic matrix A = (an,k) is regular
if and only if (1) l i m ^ ΣΓ=0 an,k = 1 and (2) l i m ^ Σ~= o an,k exp
(2πikt) = 0 α. e. m (0, 1).

We call an almost periodic matrix normal if (1) l im^^ ΣΓ-o a>n,h
= 1 and (2) l i m ^ Σ~ = o α»,*exp (2πikt) = 0 for all ί e (0, 1). Clearly a
normal almost periodic matrix is regular.

3* A sequence x = {xk} is said to be ^ A summable where A =
(an,k) if lim^oo Σ£=o α»f* xk+p exists uniformly in p = 0, 1, 2, . An
obvious modification of the reasoning used in the proof of Theorem 2
yields the following:

THEOREM 3. Let A be a given matrix. Then every almost periodic
sequence is summable ^ A if and only if A is an almost periodic
matrix.

In particular, a sequence x = {xk} of complex numbers is called
almost convergent if lim^^n + 1 ) " 1 ΣΓ= 0

 χk+P exists uniformly in p =
0,1, ••• i.e., if it is summable j^~A where A is the matrix of the
arithmetic mean. Every almost periodic sequence is almost con-
vergent (cf. Theorem 3) but not conversely. Lorentz [8] has
proved that a matrix A — (an>k) sums every almost convergent sequence
to its almost convergence limit if and only if (1) A is regular and (2)
limw__ Σ ϊ U I Δantk \ = 0 where Aan,k = an,k - an,k+1 for k = 0, 1, . He
calls matrices A = (an>k) satisfying (1) and (2) strongly regular. A
simple modification of his proof of the above characterization yields
the following:

THEOREM 4. A matrix A = (antk) sums every almost convergent se-
quence if and only if (1) A is conservative and (2)\imn_oo

1ΣΛΐ=0\ A(an,k—ak)\ =
0, where ak = l i n v ^ an>k.

A natural problem in this connection is to determine whether
there exist matrices that sum every almost periodic sequence without
necessarily summing every almost convergent sequence. The fact that
there exist almost convergent sequences that are not almost periodic
does not resolve the problem since, a priori, it is not clear that the
convergence field of an almost periodic matrix does not contain all
almost convergent sequences. This is settled by the following:

THEOREM 5. There exists a normal almost periodic matrix A =
(an,k) such that \ A \ = (| an>k |) is also almost periodic but A is not
strongly regular.

Proof. Let A = (αWlfc) be defined as follows:
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an,0 = 0 ,

ank — — for 1 ^ k ^ n ,
n

an>k = exp {iπ(k — n) log (k —

an,k = 0 for & > 2w.

for % < k ^

Clearly lim^oo Σ~ = o αw,fc = 1, since Σ~ = o α»,* = 1 + (1/w) Σ?=i e χ P
{i7r(fc — w) log (& — n)} and the partial sums sn(x) of the series Σ exp
{iπA; log k + i&α;} are O((n)112) uniformly in x (cf. Zygmund [17] p. 199).
Also lim^oa Σ?=o cbn,k e χ P (2πίkt) = 0 for all £ e (0, 1) since, in view of
the above cited result,

Σ
1

an,k exp (2πikt) = 1
n

Λi2πt (Λ

1 — e'2
0

n
) .

Also since || A || = 2, it follows that A is normal almost periodic. For
ί 6(0,1)

I exp
11 —

and

so that IAI is also almost periodic. However A is not strongly
regular. In fact,

Σ
λ0

o n — i

n i
sin | . {log (l + j j + log (k + 1)}

Since

as k —> oo , we have

sin-^ {A; log ( l + ±λ + log (A; + 1)} = cos -ξ- log (& + 1) + o (1)

so that

A Σ s i n ^ {fe log ( l + 1) + log (A; + 1)}
2 I \ k) )

2 n—i

n i
cos ~ log (k + 1)

Δ
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We assert that

1 w - 1

A. v
n i

does not tend to zero. In fact, if we put

cos — log (k + 1)
Δ

k) 11 s i n ^

cos — log k
Li

then we have

uk <2

It is known (cf. Zygmund [17], p. 78) that if a series Σuk is sum-
mable (C, 1) and % — 0(l/&), then J % is convergent. Hence, if in
our case the series Σun were summable (C, 1) to zero i.e., if

1 n-l

- Σ
n i

were to tend to zero as n —
which is not the case since

would be convergent

cos — log (k + 1)

- oo, the series 1

cos — log (n + 1)
Δ

does not tend to a limit as n —» oo.
As a corollary of Theorem 5, we get that there exist sequences

that are almost convergent without being almost periodic.

4. Let F[0, 2π] denote the class of all normalized functions F
of bounded variation in [0,2π] such that F(x + 2π) — F(x) =
F(2π) — JP(0) for all x and let {CJ be the sequence of Fourier-Stieltjes
coefficients of F. We now show that almost periodic matrices enter
naturally in the solution of the problem of the determination of
the jump or the total quadratic jump of a function .Fe F[0, 2π] by
means of the limits of the matrix transforms of {Cke

ίkx} or {|C/C|
2}

respectively.

THEOREM 6. Let A = (an>k) be such that \\A\\ < oo. Then for
every Fe V[0, 2π] and for every xe[Q, 2π], the sequence {Cke

ikx} is
summable A or ^2 to (27Γ)"1 D(x) where, D(x) = F(x + 0) - F(x - 0),
if and only if A is normal almost periodic.

Proof. We prove the assertion for summability A, the proof for
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Σ~=o

summability J^~A being similar. The condition is necessary, for if we
choose F: F(t) = 2π for 0 < t ^ 2π and F(0) = 0, then Ck = 1 for all
k, D(0) = 2π and D(x) = 0 for 0 < x < 2π so that li
exp (2πίkx) = 0 for all a? e (0, 1) and lim*.^ Σ~=o αΛffc = 1.

Suppose that A is a normal almost periodic matrix. Then

Σ aUtk Cke
ik° = Σ antk^-

Jo k 2π

where £»(«) = Σ?=o ^n.^exp (2πikt), {Xj} are the points of jump of F
in [0, 2τr) and Fc is the continuous part of F. Clearly the first term
on the right tends to D(x)/2π as n —• oo. The second term on the
right tends to 0 as %-^oo, for, given an ε > 0, there exists a } > 0
such that

x+δ

dF.(t)

so that

Cx+δ ( χ-t

}x — δ \ 2ι7Z

and, by bounded convergence theorem,

x—δ

0 2

for large %. Thus {Cke
ikx} is summable A to D(x)/2π.

Theorem 6 generalizes a theorem of Fejer [4] (cf. also Zygmund
[17] p. 107) and, in particular, it shows that in Fejer's theorem the
summability (C, 1) can be replaced by almost convergence.

THEOREM 7. Let A = (an,k) be such that \\ A\\ < oo. Then for
every Fe V[0, 2τr], the sequence {\Ck\

2} is summable A and ^ A to
(4τr2)~1Σ7=o \D(XJ)\2, where {XJ} are the points of jump of F in [0, 2π)
if and only if A is a normal almost periodic matrix.

Proof. If we put F*(x) = (27ΓΓ1 F(x + t)dF{t), then F*G

0, 2π], F*( + 0) - F*(-0) = (2πyiΣ,7=o \D(xj)\2 and the Fourier-
Stieltjes coefficients of F* are {\Ck\

2}. Applying Theorem 6 to F* at
x = 0 we get the proof of the sufficiency part of the above theorem.

To prove the necessity part, we observe if {Ck} and {Ck} are the
Fourier-Stieltjes coefficients of F and Fr in F[0, 2ττ], then
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is summable A to (47Γ2)"1 Σ~o {D{yι) Dt{yι) + D{Vl) Π{yι)}, where {yt}
denotes the set of all points of jump of F and Fr. On replacing
F' by iF', we get that {CkCί - CkC'k) is summable A to (Aπ~2)

'iyύ) so that {CkC'k} is summable A to

If we choose F e 7 [ 0 , 2ττ] such that
D'iVi) - D(yίj

ikx

so

(4π2)-1 ΣΓ=o
F'(t) = 0 for 0 S t < x, F'(t) = 2π for x < t ^ 2τr, then CA' = e
that {Cfc e

ίkx} is summable A to D(x)/2π for each α? e [0, 2π] and
Theorem 6 applies. Thus we conclude that A is normal almost
periodic.

Theorem 7 generalizes a theorem of Wiener [16] (cf. also Zygmund
[17] p. 108) and, in particular, it shows that in Wiener's theorem the
summability (C, 1) can be replaced by almost convergence.

As an immediate consequence we have the following:

THEOREM 8. For functions Fe V[0, 2π], the following conditions
are equivalent:

(1) F is continuous,
(2) is summable A or to 0 by a normal almost

periodic matrix A,
summable A or ^ A to 0 by a normal almost

a*n,k\ e χ P (2πikt) = 0periodic matrix A — (an>k) for which l im % ^
for all te(O, 1).

Proof. The equivalence of (1) and (2) is a direct consequence of
Theorem 7. Suppose that F is continuous. Then the convolution F*
as defined in the proof of Theorem 7 is continuous and belongs to
V[0, 2π], If we go through the steps of the proof of Theorem 6 for
F* with x = 0 and D*(0) = ^ T Γ ) " 1 ] ^ | D{x3) |

2 and note that the
Fourier-Stieltjes coefficients of F* are {\Ck\

2}, we conclude that the
an,k\ exp (2πikt) — 0 for all £e(0, 1) without

exists, assures that

hypothesis nm^oo ^_jk=o

the requirement that
I α*,fc I I Ck |

2 = 0. Applying Schwarz inequality, we get that
Σ?=o|αΛ,fc| \Ck\ = 0 and consequently that {|CΛ |} is summable A to
0. Similarly we show that {|CΛ|} is summable j^~A to 0. Thus (1)
implies (3). Suppose that {[ C^ |} is summable A to 0. If we write
Ck = Cί + C", where Cί and Ck are respectively the Fourier-Stieltjes
coefficients of the saltus part and the continuous part of F, we
have

l Q"n k (I ̂ k+p I [ Ck + p I)

Since the last term tends to zero in view of the equivalence of (1) and (2)
already proved and since the almost periodic sequence {| Cί \} is sum-
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mable ^A, we have
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lim Σ αΛ,* I Ck+P | = 0

uniformly in p. Similarly we prove that

oo

lim Σ I a>«,k I \Ck+p I = L (say) ,

exists uniformly in p. If we set
oo

0n,p — Σ ®"n,k I ̂ k+p I 9

we see that

Σ ~ Σ Σ

= Σ <*>n,k Σ I α^,P 11 C^+P I

If for an ε > 0, we choose an N = JV(ε) such that for all ?

\p=0 /

uniformly in p and k respectively, it follows that for n ^

^ ΛΓ

V I L <

v

— Σ I ]|
v

^ | | A | | ε + | | A | | ε = 2 | | A | | ε .

Making ^ - ^ o o , we get L ^ 2 | | A | | ε so that L = 0. Thus {ICJ} is
summable J^A\ to 0. Hence {|Cfc|

2} is summable J^\A\ to 0 and
therefore summable ^ J to 0. Since (1) and (2) have already been
shown to be equivalent, we conclude that F is continuous. Thus (3)
implies (1).

Theorem 8 generalizes a theorem of Wiener [16] (cf. Zygmund
[17] p. 108) and contains as special cases various generalizations of
that theorem including those given by Lozinskiϊ [9] and Matveev (cf.
Bari [1] p. 256).

Theorem 8 can be reformulated in the following strengthened
forms which we state separately.

THEOREM 9. For Fe V[0, 2π] to be continuous, it is necessary
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that {\Ck\
2} should be summable J^~A to 0 by each normal almost

periodic matrix A and sufficient that {\Ck\
2} should be summable A

to 0 by some normal almost periodic matrix A.

THEOREM 10. For Fe V[0, 2π] to be continuous, it is necessary

that {\Ck\
2} and {\Ck\} should be summable &\M to 0 by each normal

almost periodic matrix A — (an>k) for which (1) l i m , ^ ΣΓ=o I an>k \

exp(2πikt) = 0 for all te(O, 1) and sufficient that either {\Ck

2} or

{I Ck I} should be summable A by some normal almost periodic matrix

satisfying (1).

It may be pointed out that the assertion regarding summability
^\A\ in Theorem 10 has been established in the course of the proof
of Theorem 8. Theorem 10 generalizes the following strengthened
form of Wiener's theorem given by Keogh and Petersen [7].

THEOREM A. For Fe V[0, 2π] to be continuous, it is necessary
that {\Ck\

2} and {\Ck\} should be almost convergent to zero and suf-
ficient that either {|Cfe|

2} or {\Ck\} should be summable to zero by
some summation method which contains almost convergence.

Since every strongly regular matrix A == {an>k) is an almost peri-
odic matrix satisfying (1) and the (C, 1) matrix is strongly regular,
the direct proposition of Theorem A is a particular case of the cor-
responding assertion in Theorem 10. We have already remarked ear-
lier (§ 3) that Lorentz [8] has shown that a matrix sums all almost
convergent sequences to their almost convergence limits if and only
if it is strongly regular. The sufficiency part of Theorem A is there-
fore also a special case of the corresponding assertion in Theorem
10.

Lorentz [8] has proved that (a) if A is regular, then summability
^~A implies almost convergence and that (b) if A is strongly regular,
then summability ^~A and almost convergence are equivalent.
Although not explicitly stated by Lorentz, it follows that summability
^~A and almost convergence are equivalent if and only if A is strongly
regular. For, if A is not strongly regular, there exists an almost
convergent sequence that is not summable A and hence a fortiori not
summable J^A. Hence if A is not strongly regular, summability ̂ ~A

is strictly weaker then almost convergence. Since there exist non-
strongly regular normal almost periodic matrices satisfying (1) (cf.
Theorem 5), Theorem 10 is sharper than Theorem A in both direc-
tions.

A particularly interesting corollary of Theorem 10 is the following:
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COROLLARY. For a continuous Fe F[0, 2π\ with Fourier coef-
ficients {ck}, we have Σ£+ 2 > 1^1 — ° (log n) (n —> oo) uniformly in p.

This result is significant since there exist continuous functions
of bounded variation for which ck Φ o (1) (k —> oo).

5* In Theorems 6 and 7 of the preceding section, we started
with matrices A satisfying the condition that \\A\\ < oo and then
found the necessary and sufficient condition in order that these be
effective in the problem of the determination of jump or total quad-
ratic jump of functions belonging to F[0, 2ττ], However, as we shall
see below, this restriction is not necessary. In fact, if we call a
matrix A = (an,k) for which

Kn: Kn(t) = Σ an,kexp (2πikt)

is continuous in [0, 1] for each n, a matrix with continuous kernel,
we have the following:

THEOREM 11. Let A = (an>k) be a matrix with continuous kernel
{Kn}. Then for every Fe F[0, 2π] and for every xe[0, 2τr], the
sequence {Cke

ikx} is summable A or ^ A to {2π)~ιD{x), where

D(x) = F(x + 0) - F(x - 0)

if and only if

( i ) sup max | KN

n(t) | = Mn < oo for every n,

(ii) sup max | Kn(t) | = M < oo,

(iii) \\mKn(t) — 0 for t e (0, 1) and —\ otherwise,

where KN

n(t) = Σ£^antkexp(2πikt)f N= 0, 1, •••.

Proof. If A sums every sequence {Cke
ikx} for each x in [0, 2π]f

and for each Fe V[0, 2π], it follows that for each fixed n the se-
quence of continuous functions {KN

n} converges weakly in C[0, 1] so
that, by the uniform boundedness principle, we get ( i ) . Since

±an,kCk = Km A. J[" JΓί(zl) dF(t) =

and

κn[—

exists for all Fe F[0, 2ττ], again, by the uniform boundedness principle,
we get ( i i) . If for each te [0, 1], we choose F: F(x) = 0 in [0, t],
F(x) = 2π in (t, 2τr], we get Ck = e~ikt so that (iii) holds. Thus con-
ditions ( i ) , (ii) and (iii) are necessary. The proof of the sufficiency
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of these conditions is the same as in case of Theorem 6, if we ob-
serve that the continuity of Kn and ( i ) assure that

Σ *..* Ck e* = ±- \κJp) dF(t) .
k=o 2π Jo \2πJ

The assertion for summability FA can be similarly proved.
We call a matrix A = {antk) normal Fejer effective if it satisfies

conditions ( i ) , (ii) and (iii) of Theorem 11.
We can similarly prove the following analogues of Theorems 7

and 8 respectively.

THEOREM 12. Let A — (antk) be a matrix with continuous kernel.
Then for every Fe V[0, 2π], the sequence {\Ck\

2} is summable A and
J^A to (47Γ2)-"1 ΣΓ=o I-D(#y) IS where {x3) are the points of jump of F in
[0, 2π), if and only if A is a normal Fejer effective matrix.

THEOREM 13. For functions Fe V[0, 2π], the following conditions
are equivalent:

(1) F is continuous,
(2) {I Ck |2} is summable A or ^ A to 0 by a normal Fejer effec-

tive matrix A with continuous kernel,
(3) {I Cfc I} is summable A or ^2 to 0 by a normal Fejer effec-

tive matrix A = (an,k) with continuous kernel, for which lim^^^ Σ"=o
\an,k\ exp (2πikt) = 0 for all t e (0, 1).

Theorems analogous to Theorems 9 and 10 can also be established.

A normal almost periodic matrix is clearly a normal Fejer effec-
tive matrix since the hypothesis \\A\\ < oo implies that the conditions
( i ) and (i i) of Theorem 11 are satisfied. But the converse is not
true. Consider the matrix A — (an>k), where

α»,o = 0 ,

for 1 ^ & ^
n

It can be verified that A is a normal Fejer effective matrix with
continuous kernel that does not satisfy the condition ||.A|| < oo, since
even ΣΓ=o I αw,Λ I = °° so that applying Theorem 2 one concludes that
the matrix A is not an almost periodic matrix. It follows that for
the validity of the theorems of this section we need normal matrices
that may not be conservative.
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6* Hayman [6] and Petersen [12] have applied Wiener's theorem
and its generalization Theorem A respectively to the study of coef-
ficient properties of holomorphic functions with positive real part.
We can apply Theorem 10 to obtain the following:

THEOREM 14. Let ψ(z) = 1 + Σ?=i bnz
n = u + iv be holomorphic

in I z I < 1 satisfying the condition u > 0 there and let

o ew — z

be the Herglotz representation of ψ where g is non-decreasing on
[0, 2π]. Let gλ denote the saltus part of g.

a. If A = (αw,fc) is a normal almost periodic matrix for which
l im^c Σ?=o I αΛ,fc I exp (2πikt) = 0 for all te(0,ΐ), then there exists a
complex Borel measure μ uniquely determined by g1 and A, defined
on the disk A = {w: \w\ <^2} such that

lim
r

bn+P) = \ Φ(w)dμ for all φeC(Λ)

uniformly in p, where C{A) denotes the space of all complex con-
tinuous functions on A.

b. If, moreover, lim^oo Σ"=o I αw,fc I exists, then there exists a posi-
tive Borel measure v uniquely determined by g1 and A, defined on A
such that

lim
A;=0

α»,* I ΦΦn+p) = [ Φ(w)dv for all φeC(A)

uniformly in p.
c. If we define χE: χE(bk) = 1 if bkeE and = 0 if bk$E where

E is a Borel set, then under the same assumption on A — (an,k) as in
b, we have

lim Σ I antk I χE(bk+p) = v{E)
n—><χ> k — Q

uniformly in p.

Proof. If {θu} denote the points of discontinuity and {αj the
jumps of g in [0, 2π), and g2 = g — g19 we get

= SΓ τ^τdm = Γ %=

= Σ β^" + Σ dnz
n ,
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where cn = Σ^=o2ave-ίn^(n^l). It is known (cf. Hayman [5] p. 12)
that I 6.1 ^ 2. Since

\2K Σ ocv + g2(2π) - &(0) ^ Σ ay,

If we set φ(Reiθ) = (β-R)φ(2eίθ)(2<R<S) and φ(Reiθ) = 0(22^3),
then ^ is continuous in the whole plane, ^ = 0 for | w | ^ 3 and hence
0 is uniformly continuous. This extension of φ outside the disk
1 w I ^ 2 does not alter ^ (δΛ) and φ (cn) since | bn | ^ 2 and \cn\ ^ 2 .

If we put
oo

L(φ) = lim Σ «»,* ^ (c*+p) ,

then this limit exists uniformly in p> since {φ(ck)} is almost periodic.
We now show that

oo

l i m Σ ^n,k [Φ(ck+P) - Φ(bk+P)] = 0
n—>co A;=0

uniformly in #>. Since ^ is uniformly continuous, given any ε > 0, we
can choose δ > 0 so that if \w — w'\<δ, then | φ(w) — ̂ (^') | < ε. Now

Σ
fc0

antk || φ(bk+p) - φ(ck+p) I ̂  ( Σ + Σ )

p) - Φ(ck+P)\

^ ε || A || + 2ikf
I

Since A. is normal almost periodic and is such that lim,^ Σ£=o
I an>k I exp (2πikt) = 0 for all t e (0,1) and {dn} are the Fourier-Stieltjes
coefficients of continuous part of g, it follows from Theorem 10 and
the inequalities

δ Σ I α ,* I ^ Σ I «»,* I I dfc+p I ̂  Σ I a*,* I I dk+p I
I^A+pl^5 \dk + p\^δ λ=0

t h a t limJI_>oβΣidA.+pι^ί l«»,*l = 0 uniformly in p. I t follows t h a t

oo oo

L(φ) = lim Σ α»,* ^(cfc+3)) = lim Σ «»,* Φ(h+p)

exists uniformly in p and depends only on gιm Since L is a bounded
linear functional on the space of all continuous functions in the plane
with compact support, there exists a complex Borel measure μ in
the plane such that

L(φ) = lim Σ a>n,kΦ φk+P) = \ Φ(w)dμ .
U-»co fc=0 Jj
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This establishes (a), and (b) follows from it.
Suppose E is a set, whose frontier has v-measure zero. Then we

can find a compact set K c Int E such that v(K) > v(E) — ε. Further,
we can construct φ continuous in the plane such that 0 ^ φ ^ 1,
φ(K) = 1 and φ(cE) = 0. Then

Σ I an.k I Φ (δ*+p) ^ Σ I α»,* I Z*(δ*+p)
fc = 0 & = 0

so that

lim Σ I α.,* | χ ^ δ ^ ) ^ ( 0(κ;)ώ> ̂  v{K) > v(E) - ε .

Similarly there exists a bounded open set U~DE such that
v(U) < v(l?) + ε. Choose a continuous function ψ in the plane such
that 0 ^ ψ ^ 1, (̂-iE;) = 1 and ^(cZ7) = 0. Then

so that

Since ε is arbitrary, we get

limΣ|α.,*IZί(6*+p) = »(#) »

uniformly in p.
We remark that in the above theorem we can replace the normal

almost periodic matrix by a Fejer effective matrix with continuous
kernel.

Finally, I would like to express my thanks to Professor B. Kutt-
ner for kindly reading the manuscript of this paper and making
valuable suggestions.
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