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Fuhrken has shown that the language $L^Q_{\omega_1}$, obtained from first order logic by adding a new quantifier $Q$ and interpreting $Qx$ as "there are at least $\omega_1$, $x$'s such that . . ." is countably compact but not fully compact. The countable compactness is not enough to yield strong analogs of the upward Löwenheim-Skolem theorem, and the amalgamation property. In fact, it is shown that for "most" cardinals $\kappa$, there are structures of power $\kappa$ with countable type that are maximal in the sense of having no proper extensions with the same $L^Q_{\omega_1}$ theory. From this the failure of the amalgamation property is obtained. There is still the possibility that the model theory of $L^Q_\kappa$ (with $Qx$ interpreted as "there are at least $\kappa$, $x$'s such that . . .") for $\kappa > \omega_1$, is more analogous to the model theory of first order logic.

Our investigations of $L^Q_{\omega_1}$ turn out to be closely related to questions in first order logic studied by Rabin [13], Keisler [7], and Chang [2], and in the logic of $L^\theta_\kappa$ studied by Craig [3], and Keisler [6]. Our development provides some unification of these results and some strengthening (cf. Theorems 2.12 and Corollary 3.5) of Keisler's results on $L^\theta_\kappa$ characterizability. Fuhrken's work on the compactness of $L^Q_{\omega_1}$ appears in [4].

0. Preliminaries and notation. Ordinals are denoted by the letters $\alpha, \beta, \gamma$, and cardinals by $\kappa, \lambda, \mu$ with $m, n$ reserved for finite cardinals. The first uncountable measurable cardinal is denoted by $1^{st} MC$. We identify each ordinal with the set of smaller ordinals and the cardinals with the initial ordinals. $cX$ will denote the cardinality of $X$. By $\gamma X$ we mean the set of all functions on $Y$ to $X$. $c(\kappa^2)$ is written as $\kappa^2$. $\kappa^\omega = \bigcup_{\alpha \in \kappa} \alpha^\omega$; $\kappa^\omega = \kappa(\kappa^\omega)$. $R_\kappa$ is the sets of rank less than $\kappa$. $Sx = \{t: t \subseteq x\}$.

Sans serif will be used for the nonlogical symbols, $\theta, \phi, \psi, \sigma$ will denote formulas. We use $u, v$ for variables and $\bar{u}, \bar{v}$ for finite sequences of variables. The type $\tau \Sigma$ of a set $\Sigma$ of formulas is simply the set of nonlogical symbols occurring in $\Sigma$.

Capital German letters will be reserved for structures, and the corresponding Roman letters used for their universes. We also write $|\mathfrak{A}|$ for the universe of $\mathfrak{A}$. All structures are infinite unless explicitly
assumed finite. The denotation of the symbol $J$ in $\mathfrak{A}$ will be written $J^\mathfrak{A}$. The type of $\mathfrak{A}$, written $\tau\mathfrak{A}$, is the set of all nonlogical symbols having denotations in $\mathfrak{A}$. "$\kappa$ admits a structure such that $\cdots$" means "there is structure $\mathfrak{A}$ such that $c|\mathfrak{A}| = \kappa$ and $\cdots$".

An assignment in $\mathfrak{A}$ is a function on the variables taking values in $|\mathfrak{A}|$. If $\varphi$ is a formula, and $z$ is an assignment in $\mathfrak{A}$, we write $\mathfrak{A} \models \varphi[z]$ to mean that $\varphi$ is satisfied in $\mathfrak{A}$ under the assignment $z$. We write $\mathfrak{A} \subseteq \mathfrak{B}$ to mean that $\mathfrak{A}$ is a substructure of $\mathfrak{B}$ ($\mathfrak{B}$ is an extension of $\mathfrak{A}$); $\mathfrak{A} \subset_r \mathfrak{B}$ means that $\mathfrak{A} \subseteq \mathfrak{B}$ and for for every formula $\varphi \in \Gamma$ and every assignment $z$ in $\mathfrak{A}$, $\mathfrak{A} \models \varphi[z]$ iff $\mathfrak{B} \models \varphi[z]$; $\mathfrak{A} \equiv_r \mathfrak{B}$ means that for each sentence $\sigma \in \Gamma$, $\mathfrak{A} \models \sigma$ iff $\mathfrak{B} \models \sigma$. We write $\subset$ and $\equiv$ respectively for $\subset_r$ and $\equiv_r$ in case $\Gamma$ is first order logic, and $\subset$, $\equiv$ in case $\Gamma$ is $L_\infty^\omega$.

The language $L_\infty^\omega$, defined for $k \geq \omega$, is obtained from first order logic by the addition of a new quantifier symbol $Q_k$ (we will write simply $Q$ if the cardinal is clear or immaterial). In $L_\infty^\omega$, $Q_n$ has the interpretation "there are at least $n$'s such that $\cdots$". Thus in $L_\infty^\omega$, the assignment $z$ in $\mathfrak{A}$ makes the formula $Q\varphi$ true in $\mathfrak{A}$ iff $c\{b \in |\mathfrak{A}|: \mathfrak{A} \models \varphi[z(\nu/b)]\} \geq n$. Let $t \subseteq \tau\mathfrak{A}$ and let $\phi \neq \nu \subseteq |\mathfrak{A}|$. Then $\mathfrak{A}|(V, t)$ is the $t$-reduct of the substructure of $\mathfrak{A}$ determined by $V$, i.e., if $\mathfrak{B}$ is the substructure of $\mathfrak{A}$ determined by $V$, $\mathfrak{A}|(V, t)$ is the structure $\mathfrak{C}$ with universe $|\mathfrak{B}|$ and type $t$ determined by $R^\mathfrak{C} = R^\mathfrak{A}$ for $R$ in $t$. We write $\mathfrak{A} | t$ for $\mathfrak{A} | (|\mathfrak{A}|, t)$. If $V$ is a unary relation symbol, then we will write $\mathfrak{A} | (V, t)$ for (the relativized reduct) $\mathfrak{A} | (V^\mathfrak{A}, t)$. If $\langle R_i: i \in I \rangle$ is a family of relations on $|\mathfrak{B}|$, then $(\mathfrak{A}, R_i)_{i \in I}$ denotes a structure which results from $\mathfrak{A}$ by extending the type of $\mathfrak{A}$ to include new relation symbols $R_i$, $i \in I$, with $R_i^\mathfrak{A} = R_i$.

1. In this section we introduce the notion of strongly maximal structure, which encompasses the two maximality notions which most concern us in this paper, those for $L_n^\omega$ and $L_\omega^\omega$. This will be shown in Theorem 1.2 and its partial converse, Theorem 1.10. Also in §1 are examples of strongly maximal models which are basic to our development (Lemmas 1.3, 1.7 and following remarks).

**Definition 1.1.** (a) $\mathfrak{A}$ is $L$-maximal iff whenever $\mathfrak{A} \equiv_L \mathfrak{B}$ and $\mathfrak{A} \subseteq \mathfrak{B}$ then $\mathfrak{A} = \mathfrak{B}$.

(b) A structure $\mathfrak{A} = \langle A, U^\mathfrak{A}, <^\mathfrak{A}, \cdots \rangle$ with $U^\mathfrak{A}$ unary and $<^\mathfrak{A}$ binary is called strongly maximal iff

(i) any structure $L_\omega^\mathfrak{A}$-equivalent to $\langle U^\mathfrak{A}, <^\mathfrak{A} \rangle$ is countable and

(ii) whenever $\mathfrak{A} \subseteq \mathfrak{B}, \mathfrak{A} \equiv \mathfrak{B}$, and $U^\mathfrak{A}$ is countable then $\mathfrak{A} = \mathfrak{B}$.

For example condition (bi) is satisfied if $\langle U^\mathfrak{A}, <^\mathfrak{A} \rangle \equiv \langle \omega, <\rangle$, as this is $L_\omega^\omega$-characterizable (up to isomorphism) as an infinite linear
order in which each element has finitely many predecessors.

**Theorem 1.2.** If $\mathcal{A}$ is strongly maximal, then $\mathcal{A}$ is both $\omega$-maximal and $\omega_1$-maximal.

**Proof.** That strongly maximal implies $\omega_1$-maximal is obvious since in $L_{\omega_1}$ we can say directly that $U$ is countable. To see that strongly maximal implies $\omega$-maximal it is enough to see that if $\mathcal{A}$ is a strongly maximal structure with $\mathcal{A} \models \exists \mathcal{B}$ and $\mathcal{A} \equiv \omega \mathcal{B}$ then $\mathcal{U}^\mathcal{A}$ is countable. In Lemmas 1.3 and 1.7 we give examples of strongly maximal models which are basic to our development.

**Lemma 1.3** Let $\omega_1 \leq \lambda$. There is a strongly maximal model $\mathcal{A}$ with $c|\mathcal{A}| = \omega$ and $c^\mathcal{A} = \lambda$.

**Remark.** The case $\lambda \geq 2^\omega$ is immediate from Rabin's result that the complete structure on $\omega$ has no proper elementarily equivalent extension of cardinality $\omega$ (Rabin [13]; see also Malcev [11], Keisler [6], and Chang [2]). The case $\lambda < 2^\omega$ is implicit in Rabin's proof. The examples we give are different from Rabin's. Chang's argument makes essential use of the complete structure (see remark after Theorem 2.10).

**Proof.** It is enough to find a countable structure with no countable proper equivalent extensions, as we may realize the structure on $\omega$ and add the relation $<$ required in the definition of strongly maximal.

G. Carpenter, while an undergraduate at Boulder, pointed out the following particularly simple proof. Let $\mathcal{A} = \langle Q, Z, +, \cdot, D \rangle_{D \in X}$ where $Q$ is the rationals and $X$ is any uncountable set of reals (left Dedekind cuts). In any proper equivalent extension $\mathcal{B}$ of $\mathcal{A}$, there must be an infinitesimal $\varepsilon$. In fact since $\mathcal{B}$ satisfies $\forall x \exists m, n(Zm \land Zn \land m \cdot x \approx n)$, there must be a nonstandard integer $n^* \in \mathbb{Z}$ whose reciprocal is an infinitesimal. But for each $D \in X$, there is $b \in B$ within $\varepsilon$ of $D$, i.e., $(D(b) \land \sim D(b + \varepsilon)) \lor (D(b - \varepsilon) \land \sim D(b))$. Different $D$'s get different $b$'s, so $B$ is uncountable.

**Lemma 1.4.** If $\mathcal{A}$ is a strongly maximal structure with $c|\mathcal{A}| = \kappa$ and $c^\mathcal{A} \leq \kappa$ then there is a strongly maximal $\mathcal{B}$ with finite type and $c|\mathcal{B}| = \kappa$.

**Proof.** We may suppose without loss of generality that $\mathcal{A}$ has $\kappa$ $n$-place relation symbols $R_{n,a}$, so that $\mathcal{A} = \langle \kappa, R^\mathcal{A}_{n,a} \rangle_{a \in \kappa, a \in \kappa}$. We introduce a new type $t = \{S_n : n \in \omega\}$ where $S_n$ is a new relation symbol
of rank \( n + 1 \). Define \( \mathcal{C} \) of type \( t \cup \{U, <\} \) by putting \( |\mathcal{C}| = \kappa \), \( U^\mathcal{C} \), \( \preceq^\mathcal{C} = \preceq^\kappa \), and

\[
S_n^\mathcal{C}(\bar{x}_0, \ldots, \bar{x}_n) \text{ iff } R_n^\mathcal{C}(x_0, \cdots, x_n).
\]

Let \( \mathcal{B} \) be an expansion of \( \mathcal{C} \) with Skolem functions, so that \( \mathcal{B} \subseteq \mathcal{B}' \) implies \( \mathcal{B} < \mathcal{B}' \). Clearly \( \mathcal{B} \) has countable type. We claim that \( \mathcal{B} \) is strongly maximal. Suppose \( \mathcal{B} \subseteq \mathcal{B}' \), \( \mathcal{B} \equiv \mathcal{B}' \), and \( c(U^\mathcal{B}) = \omega \). Define \( \mathcal{A} \) of type \( \tau A \) by \( |\mathcal{A}'| = |\mathcal{B}'| \), \( U^\mathcal{A} = U^\mathcal{B} \), \( \preceq^\mathcal{A} = \preceq^\mathcal{B} \), and \( R_{n,a}^\mathcal{A}(x_0, \cdots, x_{n-1}) \) iff \( S_n^\mathcal{B}(\bar{x}_0, \ldots, \bar{x}_{n-1}) \). Since \( \mathcal{B} < \mathcal{B}' \), \( \mathcal{A} \equiv \mathcal{A}' \); since \( \mathcal{B} \subseteq \mathcal{B}' \), \( \mathcal{A} \subseteq \mathcal{A}' \); since \( U^\mathcal{B} = U^\mathcal{A} \), \( c(U^\mathcal{A}) = \omega \). But \( \mathcal{A} \) is strongly maximal, so \( |\mathcal{A}'| = |\mathcal{B}'| = |\mathcal{A}| = \kappa \) and \( \mathcal{B} = \mathcal{B}' \).

The reduction to a finite type may be accomplished, in the usual way, by coding everything with a binary relation. We omit the proof.

For the proof of Lemma 1.6 we need the following well known fact.

**Lemma 1.5.** For each cardinal \( \kappa \), if \( \lambda = \kappa^+ \) or \( \lambda = 2^\kappa \), then there is a structure \( \mathcal{B} \) whose type is finite and includes a unary predicate \( K \), and such that \( |\mathcal{B}| = \lambda \), \( \kappa^\mathcal{B} = \kappa \), and whenever \( \mathcal{B} \subseteq \mathcal{C}, \mathcal{B} \equiv \mathcal{C}, \) and \( \kappa^\mathcal{C} = \kappa \), then \( \mathcal{B} = \mathcal{C} \).

**Proof.** For \( \lambda = 2^\kappa \), choose \( \mathcal{B} \equiv <\kappa^\kappa, \kappa, \in> \). For \( \lambda = \kappa^+ \), choose a binary function \( F \) so that for \( \alpha \in \lambda \sim \kappa, F(\alpha, \cdot) \) enumerates the predecessors of \( \alpha \) on \( \kappa \). Then take \( \mathcal{B} = <\kappa^+, \kappa, \in, F> \).

**Lemma 1.6.** Let \( \lambda = \kappa^+ \) or \( \lambda = 2^\kappa \). If there is a strongly maximal model \( \mathcal{A} \) with \( c|\mathcal{A}| = \kappa \), then there is a strongly maximal \( \mathcal{B} \) with \( c|\mathcal{B}| = \lambda \) and \( c\tau\mathcal{B} \leq c\tau\mathcal{A} + 2 \).

**Proof.** Let \( \mathcal{A} \) be a strongly maximal model with \( |\mathcal{A}| = \kappa \). By Lemma 1.5, choose \( \mathcal{C} \) with \( |\mathcal{C}| = \lambda \) so that whenever \( \mathcal{C} \subseteq \mathcal{C}', \mathcal{C} \equiv \mathcal{C}' \), and \( \kappa^\mathcal{C'} = \kappa \) then \( \mathcal{C'} = \mathcal{C} \). Choose \( \mathcal{B} \) so that \( \mathcal{B}|\tau\mathcal{C} = \mathcal{C}, \mathcal{B}|(K, \tau\mathcal{A}) = \mathcal{A} \). We claim that \( \mathcal{B} \) is the desired strongly maximal structure. For suppose that \( \mathcal{B} \subseteq \mathcal{B}', \mathcal{B} \equiv \mathcal{B}' \), and \( c(U^\mathcal{B}) = \omega \). Then \( \mathcal{A}' = \mathcal{B}'|(K, \tau\mathcal{A}) = \mathcal{B}|(K, \tau\mathcal{A}) = \mathcal{A} \), so \( \mathcal{A} \subseteq \mathcal{A}', \mathcal{A} \equiv \mathcal{A}' \), and \( c(U^\mathcal{A'}) = \omega \). But \( \mathcal{A} \) is strongly maximal, so \( \kappa^\mathcal{A'} = \kappa \). By choice of \( \mathcal{C} \), we now have \( \mathcal{C} = \mathcal{C'} \), hence \( \mathcal{B} = \mathcal{B}' \).

**Lemma 1.7.** Let \( \lambda = \omega \) or \( \lambda = 2^\omega \). Then there is a strongly maximal model of cardinality \( \lambda \) and finite similarity type.

**Proof.** Immediate from Lemmas 1.3, 1.6, and 1.4.

**Remark.** (a) In the case \( \lambda = 2^\omega \), there is a strongly maximal
structure which is particularly easy to describe. Namely, \( \langle R, Q, Z, +, \cdot \rangle \) is such a structure (\( R = \text{reals} \)), as the proof of Lemma 1.3 shows.

(b) We now give an example of a strongly maximal structure which admits many automorphisms. This will be useful later. Let \( T = \bigcup_{n \in \omega} \omega_2 \), so that \( \langle T, \subseteq \rangle \) is the full binary tree. Let \( L_n = \omega_2 \), the set of points at the \( n \)th level. We now define a four place relation \( F \) by \( F_{abxy} \iff x \subseteq a \in \omega_2, y \subseteq b \in \omega_2 \) and for some \( n \in \omega, x, y \in \omega_2 \).

Now the structure \( \mathcal{T} = \langle T \cup \omega_2, T, \subseteq, L_n, F \rangle_{n \in \omega} \) is strongly maximal. To see this, suppose \( \mathcal{B} = \mathcal{T}, \mathcal{B} \geq \mathcal{T}, \mathcal{r}^8 \) is countable and \( x \) is a new point in \( B \). Evidently we may suppose that \( x \in r^8 \). Clearly \( x \notin L_n \) for any \( n \in \omega \). Hence \( \bigcup \{ t \in \mathcal{T} : t \subseteq^8 x \} \) is a maximal branch \( b \in \omega_2 \).

Clearly \( \{ y : \text{for some } a \in \omega_2, F^a baxy \} \) is uncountable. Indeed, if \( F^a baxy \) and \( F^a b'xy \) then \( \bigcup \{ s \in \omega_2 : s \subseteq^8 y \} = a = a' \). This contradicts the countability of \( r^8 \). What makes \( \mathcal{T} \) useful in constructing examples is that any automorphism of \( \langle T, \subseteq \rangle \) induces a unique automorphism of \( \mathcal{T} \).

The next two theorems combine the notion of \(*\)-theory (as is found in Morley-Vaught [12, §3]) and Fuhrken's normal form [4].

**Theorem 1.8.** Every structure \( \mathcal{U} \) of power at least \( \kappa \) has an expansion \( \mathcal{U}^* \) with \( c\mathcal{U}^* = \omega + c\mathcal{U} \) and with a unary predicate symbol \( U \in \mathcal{U}^* \), such that whenever \( \mathcal{U}^* \subseteq \mathcal{B} \) and \( \mathcal{U}^* \equiv \mathcal{B} \) and \( cU^8 = \kappa \) then \( \mathcal{U}^* <_{\kappa} \mathcal{B} \).

**Proof.** Let \( \mathcal{C} \) be an arbitrary structure with \( U \in \tau \mathcal{C} \) and \( cU^8 = \kappa \). For each formula \( \varphi \) of type \( \tau \mathcal{C} \) we choose new function symbols \( f_\varphi \) and \( g_\varphi \) and corresponding functions on \( C \) such that the structure \( \mathcal{C}' \) obtained from \( \mathcal{C} \) by adjoining these functions is a model of the following sentences:

\[
\begin{align*}
(\text{i}) & \quad \forall \bar{v}(\exists \bar{w} \bar{v} \bar{u}, \bar{v} \rightarrow \bar{p}_\bar{v}, f_\varphi(\bar{u})) \\
(\text{ii}) & \quad \forall \bar{v}(\neg Qv \bar{p}_\bar{v}, \bar{v} \rightarrow \forall \bar{v}(\bar{p}_\bar{v}, \bar{v} \rightarrow U_\varphi(\bar{u}, \bar{v}))) \\
(\text{iii}) & \quad \forall \bar{u}, \bar{v}, \bar{v}'(g_\varphi(\bar{u}, \bar{v}) \approx g_\varphi(\bar{u}, \bar{v}') \rightarrow \bar{v} \approx \bar{v}')
\end{align*}
\]

where \( \bar{u} \) is some enumeration of the free variables of \( \varphi \) other than \( \bar{v} \).

Now expand the given structure \( \mathcal{U} \) to \( \mathcal{U} = (\mathcal{U}, U^8) \) where \( U^8 \) is any subset of \( A \) of power \( \kappa \). By induction define

\[ \mathcal{U}_{n+1} = (\mathcal{U}_n)' \quad \text{(where ' is as above).} \]

Now \( \mathcal{U}^* \) is defined by \( \tau \mathcal{U}^* = \bigcup_{n \in \omega} \tau \mathcal{U}_n \), and \( \mathcal{U}^* | \tau \mathcal{U} = \mathcal{U}_n \). We claim that \( \mathcal{U}^* \) has the desired properties. Suppose \( \mathcal{U}^* \subseteq \mathcal{B}, \mathcal{U}^* \equiv \mathcal{B} \) and \( c(U^8) = \kappa \). We prove by induction on formulas \( \varphi \) of \( L_{\kappa^+} \) that

\[ \mathcal{U}^* \models \varphi[z] \iff \mathcal{B} \models \varphi[z] \]
for any assignment \( z \) in \( A \). For the induction we introduce the following ranking of formulas:

\[
\begin{aligned}
\tau \varphi &= \\
&= \begin{cases}
0 & \text{if } \varphi \text{ is atomic} \\
\tau \theta + 1 & \text{if } \varphi = \neg \theta \\
\tau \theta_1 + \tau \theta_2 + 1 & \text{if } \varphi = \theta_1 \rightarrow \theta_2 \\
\tau \theta + 1 & \text{if } \varphi = \exists \nu \theta \\
\tau \theta + 4 & \text{if } \varphi = Q \nu \theta
\end{cases}
\end{aligned}
\]

The induction is straightforward. We consider only the case \( \varphi = \neg Q \nu \theta \). Assume that for every assignment \( z \) in \( A \), \( \mathcal{A}^* \models \theta[z] \) if and only if \( \mathcal{B} \models \theta[z] \). Clearly, \( \mathcal{A}^* \models Q \nu \theta[z] \) implies \( \mathcal{B} \models Q \nu \theta[z] \). Suppose \( \mathcal{A}^* \models \neg Q \nu \varphi[z] \). Since (ii) holds in \( \mathcal{A}^* \), we have \( \mathcal{A}^* \models \forall \nu (\theta(\nu) \rightarrow \nu \theta(\bar{\nu}, \nu))[z] \). Hence by induction \( \mathcal{B} \models \forall \nu (\theta(\nu) \rightarrow \nu \theta(\bar{\nu}, \nu))[z] \). Since \( \mathcal{B} \equiv \mathcal{A}^* \) we have by (iii) that \( g_\varphi^\mathcal{B} \) is \( 1 - 1 \) as a function of \( \nu \). Also, by hypotheses \( c(U^\mathcal{B}) = \kappa \). Hence \( \{ b \in B : \mathcal{B} \models \theta[z(b)] \} \) is of cardinality \( \kappa \). Thus \( \mathcal{B} \models \neg Q \nu \theta[z] \).

**Theorem 1.9.** Every structure \( \mathcal{A} \) has an expansion \( \mathcal{A}^* \) with \( c \tau \mathcal{A}^* = \omega + c \tau \mathcal{A} \) and a unary predicate symbol \( U \) and a binary predicate symbol \( < \) in \( \tau \mathcal{A}^* \) such that \( \langle U^\mathcal{A}^*, <^\mathcal{A}^* \rangle \) is \( \kappa \)-like and whenever \( \mathcal{A}^* \subseteq \mathcal{B} \) and \( \mathcal{A}^* \equiv \mathcal{B} \) and \( \langle U^\mathcal{B}, <^\mathcal{B} \rangle \) is \( \kappa \)-like then \( \mathcal{A}^* <_\kappa \mathcal{B} \). (An ordering is \( \kappa \)-like iff it has cardinality \( \kappa \) and each proper initial segment has cardinality less than \( \kappa \).)

**Proof.** The construction of \( \mathcal{A}^* \) is as in the preceding theorem except that we choose \( \mathcal{A}_0 \) so that \( \tau \mathcal{A}_0 \) includes the binary predicate \( < \), and \( \langle U^\mathcal{A}_0, <^\mathcal{A}_0 \rangle \equiv \langle \kappa, \in \rangle \). The proof differs only in the treatment of the quantifier \( Q \). Since \( \mathcal{A}^* \models \neg Q \nu \theta[z] \) means that \( \{ b \in A : \mathcal{A}^* \models \theta[z(\nu/b)] \} \) has cardinality \( < \kappa \), using (ii) we see that \( \mathcal{A}^* \models \exists \nu \forall \theta(\nu) \rightarrow g_\theta(\bar{\nu}, \nu) < \nu[z] \). Hence by induction \( \mathcal{B} \models \exists \nu \forall \theta(\nu) \rightarrow g_\theta(\bar{\nu}, \nu) < \nu[z] \). Also (iii) holds in \( \mathcal{A}^* \) as well as a sentence saying that the field of \( < \) is \( U \). Since \( \mathcal{A}^* \equiv \mathcal{B} \), these sentences are true in \( \mathcal{B} \). Since \( \langle U^\mathcal{B}, <^\mathcal{B} \rangle \) is \( \kappa \)-like, it follows that \( \{ b \in B : \mathcal{B} \models \theta[z(\nu/b)] \} < \kappa \).

**Theorem 1.10.** If \( \mathcal{A} \) is either \( \omega \)-maximal, or \( \mathcal{A} \) is \( \omega \)-maximal and \( c \tau \mathcal{A} + c \tau \mathcal{A} > \omega \), then there is an expansion \( \mathcal{A}^* \) of \( \mathcal{A} \) such that \( c \tau \mathcal{A}^* = c \tau \mathcal{A} + \omega \) and \( \mathcal{A}^* \) is strongly maximal.

**Remark.** In view of this theorem and Theorem 1.2, we will use maximal to mean strongly maximal.

**Proof.** First assume that \( \mathcal{A} \) is \( \omega \)-maximal of cardinality \( \kappa \) and \( c \tau \mathcal{A} = \lambda \). We may assume that \( |\mathcal{A}| = \kappa \). Since any expansion of an
ω-maximal structure is ω-maximal, we may assume that U, < belong to τA and U*=ω, <* = ε. We claim that the expansion A* of A (chosen as in Theorem 1.8 with this U) is strongly maximal. Clearly A* is ω-maximal, and cτA* = λ. Let A* ≡ B and A* ⊆ B and suppose that c(U*) = ω. We must see that A* = B. But this is clear since A* is ω-maximal and by Theorem 1.8 A* <ω, B.

Now suppose that A is ω-maximal, of cardinality κ and cτA = λ (where κ > ω or λ > ω). We may assume |A| = κ. Since any expansion of an ω-maximal structure is ω-maximal, we may assume that U, < belong to τA, and U*=ω. Moreover, if κ > ω we may assume that the structure given by Lemma 1.7 (λ = ω) is a relativized reduct of A, and if λ > ω we may assume that the structure given by Lemma 1.3 (λ = ω) is a relativized reduct of A. In either case A has a strongly maximal relativized reduct, say C = A|(V, τC). Now we claim that the expansion A* (chosen as in Theorem 1.9 with U as above) is strongly maximal, with type of desired cardinality. Clearly cτA* = λ, and it is ω-maximal. To see that it is strongly maximal, suppose that A* ≤ B, A* ≡ B, and c(U*) = ω. We must see that A* = B. Since A* is ω-maximal, it is enough to see that A* <ω B. By Theorem 1.9, it suffices to see that U* = U*. Now let C' = B|(V, τC); thus U* = U*. It follows that C = C', C ⊆ C', and c(U*) = ω; but C is strongly maximal, so we must have U* = U* = U* as desired.

2. In this section we investigate the class of cardinals admitting maximal models. The notion of end extension plays an important role.

**Definition 2.1.** Let A be a structure with a binary relation <* on |A|. We say that an extension B of A is an end extension of A with respect to < iff x <* y ∈ A implies x ∈ A.

**Lemma 2.2.** Assume that

(i) κ = ∪ M, where M is a set of infinite cardinals ν ∈ κ which admit a maximal structure Bν with |Bν| = ν and cτBν ≤ λ

and

(ii) ⟨κ, ε⟩ has an expansion A with cτA ≤ λ and such that A has no proper elementary end extensions.

Then there is a maximal structure B with c|B| = κ and cτB ≤ λ.

**Proof.** Let A satisfy (ii) and let A* be obtained from A by adding Skolem functions. We may assume that the τBν are disjoint except for U and <, and disjoint from τA*. Choosing new unary predicate symbols ν, make up B so that B|τA*, and B|(V, B) = B'. To see that B is maximal, suppose that B ⊆ B', B ≡ B', and c(U*) =
We must see that $\mathcal{B} = \mathcal{B}'$. Let $p \in B'$. Since $\mathfrak{A}^*$ has Skolem functions, $\mathcal{B} = \mathcal{B}'$, and $\mathcal{B} \subseteq \mathcal{B}'$, we must have $\mathfrak{A} < \mathfrak{A}' = \mathcal{B}'|\tau \mathfrak{A}$. Now $\mathfrak{A}$ has no proper elementary end extensions, therefore there is $\nu \in M$ so that $p \in |\mathcal{B}'|$. Thus $p$ is in the $\nu$ of $\mathcal{B}'$. Let $\mathcal{B}' = \mathcal{B}'|\langle \nu, \tau \mathcal{B}_\nu \rangle$; then $\mathcal{B}_\nu \subseteq \mathcal{B}', \mathcal{B}_\nu = \mathcal{B}'$, and the cardinality of the denotation of $\mathcal{U}$ in $\mathcal{B}'$ is $\omega$. Since $\mathcal{B}_\nu$ is maximal, we must have $|\mathcal{B}'| = |\mathcal{B}_\nu| = \nu$, so $p \in \nu \subseteq B$. Thus $B' = B$ and hence $\mathcal{B} = \mathcal{B}'$. If $\lambda \geq \kappa$, $\mathfrak{c} \mathcal{B} \leq \lambda$, and the proof is complete. In any case $\mathfrak{c} \mathcal{B} \leq \kappa$, and the proof may be completed by applying Lemma 1.4.

We now cite a series of results which tell us when the hypothesis (ii) of Lemma 2.2 can be applied. For definitions of measurable and weakly compact, see for example [1].

**Theorem 2.3.** (Keisler) $\kappa$ is measurable iff there is a proper elementary end extension of the structure $\langle R_\kappa, \in, X \rangle_{x \in R_\kappa}$.

*Proof.* See Keisler [7, Corollary 3.8]. We indicate a more direct argument for the proof from right to left. Let $\mathcal{B}$ be the given extension, and $p \in B \sim \kappa$. Then $D = \{X \subseteq \kappa: p \in ^X \mathfrak{a}\}$ is a $\kappa$-complete nonprincipal ultrafilter on $\kappa$. As in [7], an ultrapower of $\langle R_\kappa, \in, X \rangle_{X \in R_\kappa}$ on a $\kappa$-complete ultrafilter establishes the converse.

In [9], Keisler and Silver prove that if $\kappa$ is strongly inaccessible, then $\kappa$ is weakly compact iff for every $S \subseteq R_\kappa$, $\langle R_\kappa, \in, S \rangle$ has a proper elementary end extension. (The result first appeared without proof in Keisler [5]). The next Theorem is an easy strengthening of this.

**Theorem 2.4.** $\kappa$ is weakly compact and strongly inaccessible iff for every $S \subseteq R_\kappa$, $\langle R_\kappa, \in, S \rangle$ has a proper elementary end extension.

**Remark.** In case $\kappa$ is inaccessible, there is a relation $E$ on $\kappa$ such that $\langle R_\kappa, \in \rangle \equiv \langle \kappa, E \rangle$ and $E$ is compatible with $\in$ (i.e., $x Ey$ implies $x \in y$); from this it is easy to see that the two preceding theorems do give conditions assuring that $\langle \kappa, \in \rangle$ has an expansion with no proper elementary end extensions.

*Proof of Theorem 2.4.* From Keisler-Silver [9], we need only show that $\kappa$ is strongly inaccessible if the right hand side holds. To see that we cannot have $\nu < \kappa \leq 2^\nu$, let $S$ be a $1 - 1$ function on $\kappa$ into $R_{\nu+1}$. Now in any elementary end extension $\mathfrak{B}$, $R_{\nu+1}^\mathfrak{B} = R_{\nu+1}$ so $(R_{\nu+1} \cap \text{range } S)^\mathfrak{B} = (\text{range } S)^\mathfrak{B} = \text{range } S$. But if $\mathfrak{B}$ is a proper extension, there must be a point $p \in \kappa$ which is an ordinal in the sense of $\mathfrak{B}$, contradiction. To see that $\kappa$ must be regular, suppose
$S: \nu \to \kappa$ is cofinal and get a contradiction.

**Lemma 2.5.** If $\lambda = \bigcup \lambda$ is singular, then there is a structure $\mathfrak{A}$ with countable type and universe $\lambda$ such that $\mathfrak{A}$ has no proper elementary end extensions.

**Proof.** Let $\kappa = \text{cofinality of } \lambda$, and let $F: \kappa \to \lambda$ be cofinal. Clearly $\langle \lambda, \in, F \rangle$ has no proper elementary end extensions.

**Definition 2.6.** $\mathfrak{A} = \langle R, \in \rangle$ is said to have the $\Pi_1^1$ reflection property iff whenever $a \in R$ and $\varphi(a)$ is a $\Pi_1^1$ sentence (i.e., universal second order) holding in $(\mathfrak{A}, a)$, there is an $a \in R$ such that $\varphi(a)$ holds in $\langle R, \in, a \rangle$.

**Theorem 2.7 (Keisler-Silver).** Suppose that $\langle R, \in \rangle$ is a model of ZF, and cofinality of $\kappa > \omega$. If $\mathfrak{A} = \langle R, \in \rangle$ fails to have the $\Pi_1^1$ reflection property, then $\mathfrak{A}$ has no proper elementary end extension.

**Remark.** Keisler and Silver prove Theorem 2.7 for arbitrary well-founded models $\langle A, \in, S \rangle$ of ZFC allowing $S$ in the replacement schema; the definition of \textquoteleft $\Pi_1^1$ reflection property\textquoteright is then slightly more complicated.

**Proof.** See Keisler-Silver [9].

**Definition 2.8.** $\kappa$ is said to have the tree property iff whenever $\langle T, < \rangle$ is a tree such that $T = \bigcup_{\alpha \in \kappa} T_{\alpha}$ (where $x \in T_{\alpha}$ iff $\{y \in T: y < x\}$ has order type $\alpha$) and for each $\alpha$, $0 < e T_{\alpha} < \kappa$, then there is a branch $B \subseteq T(\langle B, <_{\beta} \rangle$ linearly ordered) which meets each $T_{\alpha}$.

**Theorem 2.9.** If $\kappa$ is regular and $\kappa$ does not have the tree property, then $\kappa$ admits a structure with finite type which has no proper elementary end extensions.

**Proof.** Let $\langle T, <^T \rangle$ be a tree which provides a counterexample to the tree property for $\kappa$. Thus we have $T = \bigcup_{\alpha \in \kappa} T_{\alpha}$ with $0 < \text{card } T_{\alpha} < \kappa$, where $T_{\alpha}$ is the set of points $x$ in $T$ such that the order type of $\{y \in T: y <^T x\}$ is $\alpha$. By the regularity of $\kappa$, we may assume that $T = \kappa$ and that the partial order $<^T$ is so arranged that $x \in T_{\alpha}, y \in T_{\beta}$, and $\alpha < \beta$ implies $x < y$. We define an expansion $\mathfrak{A}$ of the given tree with new symbols $e, E$ by putting $e^T = \in$ (usual order on $\kappa$) and $E^T$ the equivalence relation on $\kappa$ defined by $x E^T y$ iff for some $\alpha \in \kappa, x, y \in T_{\alpha}$. We claim that $\mathfrak{A}$ has no proper elementary end extensions. For
suppose \( \mathcal{A} < \mathcal{B} \) and \( \mathcal{B} \) is an end extension. Then the following formulas are valid in \( \mathcal{B} \) because they are valid in \( \mathcal{A} \).

(1) \( u < v \rightarrow u \subseteq v \)
(2) \( u \subseteq v \land v < w \rightarrow u \subseteq w \)
(3) \( u \subseteq w \rightarrow \exists w (w \subseteq u \land w < v) \).

Now (1) assures that if \( y \in T \) and \( x <^y y \), then \( x \in T \) also. Similarly (2) assures that if \( y \in T \) and \( x \subseteq^y y \) then \( x \in T \) also since for some \( z \in T \), \( y \subseteq^z z \) and hence \( x \subseteq^z z \). Thus (3) says that if \( x \in T \), and \( x \subseteq^y y \), then \( T \setminus \{ z \in T : z <^y y \} \neq \emptyset \). Since any new point \( p \in B \sim T \) has \( x \subseteq^y p \) for every \( x \in T \), we see that the predecessors of \( p \) determine a branch through \( T \), contrary to the choice of \( T \).

**Theorem 2.20.** If \( \lambda < 1^{st} MC \), then there is a maximal model \( \mathcal{A} \) with \( |\mathcal{A}| = \lambda \) and \( c\mathcal{A} \leq 2^\lambda \).

**Proof.** We prove this by induction on \( \kappa \). The case \( \lambda = \omega \) is Lemma 1.3. Suppose that \( \lambda \) is a successor cardinal, say \( \lambda = \kappa^+ \), and \( \kappa \) has a maximal structure \( \mathcal{A} \) with \( c\mathcal{A} \leq 2^\kappa \). Since \( 2^\kappa \leq 2^\lambda \), we apply Lemma 1.6 and obtain a maximal structure \( \mathcal{B} \) on \( \lambda \) with \( c\mathcal{B} \leq 2^\kappa \leq 2^\lambda \) as desired.

Now suppose that \( \lambda = \bigcup \lambda \), and \( \kappa \in \lambda \) implies that there is a maximal structure on \( \kappa \) with type \( \leq 2^\kappa \leq 2^\lambda \). By Theorem 2.3 there is a structure \( \mathcal{A} \) on \( \lambda \) with no proper elementary end extensions, and \( c\mathcal{A} \leq 2^\lambda \). Thus Lemma 2.2 applies and we conclude that there is a maximal structure \( \mathcal{B} \) on \( \lambda \) with \( c\mathcal{B} \leq 2^\lambda \).

**Remark.** Assuming the GCH, Theorem 2.10 for \( \lambda < 1^{st} \) uncountable inaccessible follows easily from results in Rabin [13]. Theorem 2.10 may be proved directly (no GCH) by a slight modification of Chang's argument in [2].

**Corollary 2.11.** If \( \lambda < 1^{st} MC \) then there is a maximal model \( \mathcal{A} \) with \( c|\mathcal{A}| = 2^\lambda \) and \( c\mathcal{A} \) finite.

**Proof.** Use Lemmas 1.6 and 1.4.

The next theorem summarizes our positive results for cardinals admitting maximal models with countable type.

**Theorem 2.12.** Let \( M \) be the set of cardinals \( \kappa \) such that there is a maximal structure on \( \kappa \) with finite type. Then \( M \) has the following closure properties:

(a) \( \omega, \in M \)
(b) if \( \lambda < 1^{\text{st}} \text{MC} \), then \( 2^\lambda \in M \)
(c) if \( \lambda \in M \) then \( \lambda^+ \in M \)
(d) if \( \lambda = \bigcup (\lambda \cap M) \) and \( \lambda \) singular, then \( \lambda \in M \)
(e) if \( \lambda = \bigcup (\lambda \cap M) \) and \( \lambda \) does not have the tree property, then \( \lambda \in M \)
(f) if \( \lambda \) is strongly inaccessible and not weakly compact, then \( \lambda \in M \).

**Proof.** The first two are restatements of Lemma 1.7 and Corollary 2.11 respectively. The "successor case" lemma (Lemma 1.6) immediately yields (c). Each of (d), (e), and (f) is obtained by use of the lemma for the limit case (Lemma 2.2), together with the lemma for reducing the type (Lemma 1.4); the hypothesis ii) of Lemma 2.2 is obtained (respectively for d, e, f) by Lemma 2.5, Theorem 2.9, and Theorem 2.4.

**Remark.** Let \( \theta \) be the first inaccessible, first Mahlo cardinal [cf. 10], etc. (These \( \theta \) have the property that \( \langle R_\theta, \in \rangle \) fails to have the II\( ^1 \)-reflection property where \( R_\theta \) is the sets of rank \( < \theta, \)). Using the Keisler-Silver Theorem 2.7, our proofs show that \( \mathcal{A} = \langle R_\theta, \omega, \in \rangle \) is weakly maximal in the following sense:

\[
\mathcal{A} < \mathcal{B} \quad \text{and} \quad c(\mathcal{A}) = \omega \rightarrow \mathcal{A} = \mathcal{B}.
\]

This gives maximal models of power \( \theta \) which have simpler descriptions than the models given by the proof of Theorem 2.1.

**Definition 2.13.** We say that a cardinal \( \theta \) has the \( \kappa \) end extension property iff every expansion \( \mathcal{A} \) of \( \langle \theta, \in \rangle \) with \( c\mathcal{A} = \kappa \) has a proper end elementary extension (with respect to the usual order \( < \) on \( \theta \)).

It is clear from earlier lemmas that a cardinal with the end extension property must be "large" (weakly inaccessible, etc.).

**Corollary 2.14.** Suppose that \( \kappa \leq 1^{\text{st}} \text{MC} \), and \( \kappa \) admits no maximal model with countable type. Let \( \nu = \bigcap \{ \mu : 2^\mu > \kappa \} \) (thus \( \nu \leq \kappa < 2^\nu \)). Then there is a cardinal \( \theta, \nu \leq \theta \leq \kappa \), such that \( \theta \) has the \( \kappa \) end extension property (and hence \( \theta \) admits no maximal model with type of cardinality \( \leq \kappa \)).

**Proof.** If \( \mu < \nu \), \( \mu \) admits a maximal structure with type of cardinality \( \leq \kappa \). Let \( \theta \) be the first cardinal such that \( \nu \leq \theta \leq \kappa \) and \( \theta \) admits no maximal model \( \mathcal{A} \) with \( c\mathcal{A} \leq \kappa \) (\( \kappa \) is such a cardinal by the lemma on reducing types, Lemma 1.4). We claim that \( \theta \) has the \( \kappa \)
end extension property. Let $\mathcal{A}$ be any structure on $\theta$ with $c\mathcal{A} \leq \kappa$. Choose an expansion $\mathcal{B}$ of $\mathcal{A}$ so that $\mathcal{B} | (\nu_\alpha, \tau_\alpha)$ is a maximal model on $\alpha$ (for each cardinal $\alpha < \theta$), and $\mathcal{B}$ includes Skolem functions for $\mathcal{A}$. Now $\mathcal{B}$ is not maximal, so $\mathcal{B}$ has an extension $\mathcal{C}$. Evidently $\mathcal{C} | (\nu_\alpha, \tau_\alpha) = \mathcal{B} | (\nu_\alpha, \tau_\alpha)$, so $\mathcal{B} | \mathcal{A}$ must be a proper end elementary extension of $\mathcal{A}$ as desired.

**Theorem 2.15.** Suppose that $c | \mathcal{A} | = \kappa$, $c\mathcal{A} = \lambda$, and that one of the following holds:

1. $\kappa > \omega_1$ MC
2. $\kappa$ is weakly compact (including the case where $\kappa = \omega$) and $\lambda \leq \kappa$.

Then $\mathcal{A}$ is not maximal.

**Proof.** By Theorem 1.2 it suffices to show that $\mathcal{A}$ is not $\omega_1$-maximal. The case $\kappa = \omega$ follows easily from the countable compactness of $L^0_\omega$, (Fuhrken [4]; see also Keisler [8]) using the method of diagrams.

The case where $\kappa$ is weakly compact and $\kappa > \omega$ (and hence $\kappa > \omega_1$) is proved in the same manner, but using the weak compactness of $L_{\kappa, \kappa}$ and the fact that every sentence of $L^0_{\omega_1}$ is logically equivalent to a sentence of $L_{\kappa, \kappa}$.

In case $\kappa > \mu^* = 1^\text{st} MC$, the ultrapower $\mathcal{A}^\mu_\nu$ provides a proper $L_{\mu, \nu}$ extension of $\mathcal{A}$ (and hence a proper $L^0_{\omega_1}$ extension) whenever $D$ is a $\mu$-complete nonprincipal ultrafilter.

**Corollary 2.16 (GCH).** Let $M$ be as in Theorem 2.12. Then $\lambda \in M$ iff

1. $\lambda$ is not weakly compact, and
2. $\omega_1 \leq \lambda < 1^\text{st} MC$.

**Proof.** The "only if" direction is immediate from Theorem 2.12 and the "if" direction from Theorem 2.15.

3. In this section we discuss characterizability; Theorem 3.3 gives a connection between maximal models and structures characterizable up to isomorphism. This is used to obtain results of Keisler (Corollary 3.4) and some improvements (for example Corollary 3.5).

**Definition 3.1.** Let $L$ be any language which includes first order logic. A structure $\mathcal{A}$ is $L$-characterizable iff for all $\mathcal{B}$, $\mathcal{A} \equiv_L \mathcal{B}$ implies $\mathcal{A} \cong \mathcal{B}$.

**Definition 3.2.** A structure $\mathcal{A}$ is called firm iff $\mathcal{A}$ is isomorphic
to no proper substructure of itself.

**Theorem 3.3.** Let $L$ be any language which includes the first order predicate calculus.

(a) If $\mathcal{A}$ is $L$-maximal, $(\mathcal{A}, a)_{a \in A}$ is $L$-characterizable and $\mathcal{A}$ is firm.

(b) If $\mathcal{A}$ is $L$-characterizable and firm, then $\mathcal{A}$ is $L$-maximal. (Thus $\mathcal{A}, (a)_{a \in A}$ is $L$-maximal iff it is $L$-characterizable.)

**Proof.** (a) Let $\mathcal{A}$ be $L$-maximal. If $(\mathcal{B}, b_a)_{a \in A} \equiv_L (\mathcal{A}, a)_{a \in A}$, then $\mathcal{A}' = \mathcal{B} \upharpoonright \{b_a \mid a \in A\} \equiv \mathcal{A}$. Thus $\mathcal{B}$ is an extension of $\mathcal{A}'$. But $\mathcal{A}$ (and hence $\mathcal{A}'$) is $L$-maximal, so $\mathcal{B} = \mathcal{A}'$. It follows that the map $a \mapsto b_a$ is an isomorphism, so $(\mathcal{A}, a)_{a \in A}$ is $L$-characterizable. Finally, if $\mathcal{A} \equiv_L \mathcal{B} \subseteq \mathcal{A}$, then $\mathcal{B} \equiv_L \mathcal{A}$, and $\mathcal{B}$ is $L$-maximal, so $\mathcal{B} = \mathcal{A}$. Thus $\mathcal{A}$ is firm.

(b) Suppose $\mathcal{A} \trianglelefteq \mathcal{B}$ and $\mathcal{A} \equiv_L \mathcal{B}$. If $\mathcal{A}$ is $L$-characterizable, then $\mathcal{B} \equiv_f \mathcal{A}$. But then if $\mathcal{A}$ is firm, so is $\mathcal{B}$, and $f$ is an endomorphism of $\mathcal{B}$. Therefore $f$ is an automorphism, and hence $\mathcal{A} = \mathcal{B}$. This shows that $\mathcal{A}$ is $L$-maximal.

**Corollary 3.4** (Keisler). If $\kappa < 1^\text{st} \text{ MC}$ then the (complete) structure $<\kappa, R_{\kappa \in \kappa}>_{\mu}$ is $L^\kappa_{\kappa}$-characterizable.

**Proof.** Immediate from Theorem 2.10 and Theorem 3.3 using the fact that any expansion of a maximal model is maximal. (One could also argue directly as in the proof of Theorem 2.10 without appeal to Theorem 3.3.)

**Remarks.** 1. From Corollary 3.4 and Theorem 1.2 and 1.10 we can deduce Theorem 2.10. Keisler's proof of Corollary 3.4 [8] uses several complicated theorems on ultraproducts.

2. Keisler's proof [8] is given for the language $L$ with quantifiers $Q_\mu$ for $\mu$ measurable, and shows that the complete structure on any cardinal $\kappa$ is $L$-characterizable. It is easy to generalize the examples in Lemmas 1.3 and 1.7 so as to yield maximal models for $L^\kappa_{\mu}$. For example, $<R_{\kappa^{+1}}, e, 0>$ is $L^\kappa_{\mu}$-maximal, and, if $S = \{y \subseteq \mu; cy < \mu\}$, $<\mu \cup S, \mu^e, 0, X_a>_{a \in \kappa^{+}}$ with $X_a$ distinct has no $L^\kappa_{\mu}$-equivalent extensions $\mathcal{B}$ with $c(\mathcal{B}) = \mu$. (Proof. The schema

$$\forall \exists \forall \ (u \in v \longrightarrow X_a(v))$$

holds, and in any proper $L^\kappa_{\mu}$-equivalent extension, there must be a point $\beta$ greater than all $\gamma \in \mu$. If $x_\alpha$ represents $X_\alpha$, the $x_\alpha$ are distinct.) In this manner one can obtain the rest of Keisler's result by our
methods.

We also get some improvements of Keisler's results from Theorem 2.14. The improvements consist in reducing \( \kappa_0 \) (where \( \mathcal{B} \) is the characterized structure) from \( 2^\kappa \) to \( \kappa \). For example,

**Corollary 3.5 (GCH)** If \( \kappa < 1^{st} \MC \) and \( \kappa \) not weakly compact, then every structure \( \mathcal{A} \) with \( c|\mathcal{A}| = \kappa \) is the reduct of an \( L^\omega_\omega \)-characterizable structure \( \mathcal{B} \) having \( c\tau \mathcal{B} \leq \kappa + c\tau \mathcal{A} \).

**Remark.** The case \( \kappa < 1^{st} \) uncountable inaccessible was obtained by Craig and Hanf (also assuming GCH) [3a].

**Remark.** One cannot improve the condition on the type of \( \mathcal{B} \) in Corollary 3.5, as is easy to see using the downward Lowenheim-Skolem theorem for \( L^\omega_\omega \). On the other hand, it is known that every cardinal admits a firm structure with countable type (see P. Vopěnka, A. Pultr, Z. Hedrlin, [14]).

4. In this section we use maximal models to show the failure of the amalgamation property for \( L^\omega_\omega \) and the nonexistence of universal models.

**Definition 4.1.** We say that a triple of structures \( \mathcal{A}, \mathcal{B}, \mathcal{A}' \) (all of the same similarity type) with \( \mathcal{A}' \prec_L \mathcal{A}, \mathcal{B} \) can be \( L \)-amalgamated in case there is a structure \( \mathcal{C} \), and \( L \)-embeddings \( f: \mathcal{A} \to \mathcal{C}, g: \mathcal{B} \to \mathcal{C} \), such that \( f(x) = g(x) \) for \( x \in |\mathcal{A}'| \).

We give two proofs of the failure of amalgamation for \( L^\omega_\omega \). The first (Theorem 4.2) uses the downward Löwenheim-Skolem property of \( L^\omega_\omega \), and the second uses the obvious \( L^\omega_\omega \)-analogue of a criterion of Tarski for elementary substructure (Lemma 4.3).

**Theorem 4.2.** Suppose that any structure \( \mathcal{A} \) of finite type and cardinality \( \geq \kappa \) has an \( L \)-substructure of power \( \kappa \). Suppose further, that there is an \( L \)-maximal structure of finite type and of cardinality \( \lambda \) with \( 2^\lambda > 2^\kappa \). Then there is a triple \( \mathcal{A}' \prec_L \mathcal{A}, \mathcal{B} \) which cannot be amalgamated.

**Proof.** Let \( M \) be a set of structures each having the same finite type, and such that

1. \( \mathcal{A} \in M \) implies \( c\mathcal{A} = \lambda \)
2. \( cM = (2^\lambda)^+ \)
3. \( \mathcal{A}, \mathcal{B} \in M \) and \( \mathcal{A} \neq \mathcal{B} \) implies \( \mathcal{A} \equiv_L \mathcal{B} \) and \( \mathcal{A} \not\equiv_L \mathcal{B} \) and \( \mathcal{A} \) is \( L \)-maximal.
To obtain such an \( M \), let \( \mathfrak{A}_0 \) be \( L \)-maximal of power \( \lambda \) and finite type. Clearly, there are \( 2^\lambda \) nonisomorphic expansions of \( \mathfrak{A}_0 \) that can be obtained by adding one new binary relation to \( \mathfrak{A}_0 \), and any expansion of \( \mathfrak{A}_0 \) is \( L \)-maximal. Since there are at most \( 2^\omega \) complete extensions of \( Th_\mathfrak{A}_0 \), we can take \( M \) to be any set of \( (2^\lambda)^+ \) of these expansions which are \( L \)-equivalent.

For each \( \mathfrak{A} \in M \) choose \( \mathfrak{A}' <_L \mathfrak{A} \) with \( \text{card} \ \mathfrak{A}' = \kappa \) (by the downward Löwenheim-Skolem property). Since there are at most \( 2^\epsilon \) nonisomorphic \( \mathfrak{A}' \), there must be \( \mathfrak{A}, \mathfrak{B} \in M \) with \( \mathfrak{A} \not\equiv \mathfrak{B} \) but \( \mathfrak{A}' \equiv \mathfrak{B}' \). We may assume that \( \mathfrak{A}' = \mathfrak{B}' \) and that \( |\mathfrak{A}| \cap |\mathfrak{B}| = |\mathfrak{A}'| \). Then clearly there is no amalgamation for the triple \( \mathfrak{A} <_L \mathfrak{A}, \mathfrak{B} \).

**Lemma 4.3.** Suppose that \( \mathfrak{A} \subset \mathfrak{B} \), and that the following two conditions are satisfied for all formulas \( \theta \) of \( L_\mathfrak{A}^\omega \) (with free variables \( v, v_1, \cdots, v_n \)) and all \( a, \cdots, a_n \in |\mathfrak{A}| \):

(i) if there is \( b \in |\mathfrak{B}| \) such that \( \mathfrak{B} \models \theta[b, a, \cdots, a_n] \), then there is \( a_0 \in |\mathfrak{A}| \) such that \( \mathfrak{B} \models \theta[a_0, a, \cdots, a_n] \)

(ii) if there are uncountably many \( b \in |\mathfrak{B}| \) such that \( \mathfrak{B} \not\models \theta[b, a, \cdots, a_n] \), then there are uncountably many \( c \in |\mathfrak{A}| \) such that \( \mathfrak{B} \not\models \theta[c, a, \cdots, a_n] \).

Then \( \mathfrak{A} <_{\omega_1} \mathfrak{B} \).

**Proof.** By induction on formulas exactly as in the first order case.

**Lemma 4.4.** Let \( f: \omega \rightarrow \omega \). Then there is a unique automorphism \( g \) of \( \mathcal{T} \) (the structure defined in Remark b after Lemma 1.7) such that for all \( n \) and all \( x \in |\mathcal{T}| \).

\[
(gx)_n = \begin{cases} x_n \text{ if } f(x \setminus n) = 0 \\ 1 - x_n \text{ if } f(x \setminus n) = 1 \end{cases} \quad \text{(i.e., twist where } f = 1 \text{).}
\]

(We write \( x \setminus n \) for the restriction of the sequence \( x \) to \( n \).)

**Proof.** Clearly, \( g \) is \( 1 - 1 \) and onto; it is also an automorphism since \( x \subseteq y \) iff \( g(x) \subseteq g(y) \), and any automorphism of \( \langle \omega \cup \omega, \subseteq \rangle \) is an automorphism of \( \mathcal{T} \).

**Lemma 4.5.** Given distinct branches \( a, b_1, \cdots, b_m \in \omega \) there is an automorphism \( g \) on \( \mathcal{T} \) moving \( a \) and keeping \( b_1, \cdots, b_m \) fixed. Moreover there is an \( n \) such that for all \( x \) \( (gx)_p = x_p \) whenever \( p \neq n \).

**Proof.** Choose \( n \in \omega \) such that if \( a \setminus m = b \setminus m \) then \( m < n \). Now set \( f: \omega \rightarrow \omega \) constantly \( 0 \) except at \( a \setminus n \), and apply Lemma 4.4 to get the desired automorphism.
THEOREM 4.6. There is a triple $\mathcal{W} <_W \mathcal{A}, \mathcal{B}$ for which the $L_2$-amalgamation property fails, and $\text{card } \mathcal{W} = \text{card } \mathcal{A} = 2^\omega$, and $\mathcal{A} \cong \mathcal{B}$.

Proof. Let $\mathcal{A} = (\mathcal{T}, R)$ where $R \subseteq \omega_2$, $x \in R$ iff $x_n$ is eventually 1. Let $\mathcal{B} = (\mathcal{T}, S)$, where $S = R \cup \{c\}$, where $c$ is the constant sequence with value 0. Let $\mathcal{W}'$ be the substructure of $\mathcal{A}$ obtained by omitting $c$.

First we observe that $\mathcal{A} \cong \mathcal{B}$. In fact, the automorphism of $\mathcal{T}$ induced (via Lemma 4.4) by the function $f: \omega_2 \to 2$ given by

$$f(x) = \begin{cases} 1 & \text{if } x \text{ is constantly } 1 \\ 0 & \text{otherwise} \end{cases}$$

is such an isomorphism. If $g$ is the induced automorphism, and $d$ is the constant function with value 1, then $d \in R$ and $g(d) = c$. If $b \in \omega_2$ and $b \neq d$, then $b, g(b)$ differ at only finitely many places, so $b \in R$ implies $g(b) \in R$. Similarly if $b \notin R$, $g(b) \notin R$. Thus $g: \mathcal{A} \cong \mathcal{B}$.

Next we observe that $\mathcal{W}' < \omega_1 \mathcal{A}$. We apply Lemma 4.3, for which it is sufficient to see that there is an automorphism of $\mathcal{A}$ which moves $c$ but keeps fixed any preassigned finite set of elements of $|\mathcal{W}'|$. This follows easily from Lemma 4.5. The same argument shows that if $\mathcal{C}$ is the substructure of $\mathcal{A}$ obtained by omitting $d$, then $\mathcal{C} < \omega_1 \mathcal{A}$. Since $g(\mathcal{W}') = \mathcal{C}$, and $g\mathcal{A} = \mathcal{B}$, it is evident that $\mathcal{W}' < \omega_1 \mathcal{B}$.

Since $\mathcal{T}$ is maximal, so are $\mathcal{A}, \mathcal{B}$. Hence if $\mathcal{D}$ amalgamated $\mathcal{A}, \mathcal{B}$ we would have $\mathcal{A} = \mathcal{D} = \mathcal{B}$, which is impossible.

REMARK. In general there are neither universal nor homogeneous models in $L_{\omega_1}^{\omega_1}$ (cf. Morely-Vaught [12] for the definition of homogeneous and universal). For example, it is easily seen that the $L_{\omega_1}^{\omega_1}$ theory of $\langle A, C \rangle$ where $C$ is a countable unary predicate cannot admit homogeneous models of any power. Also if $T$ is a complete theory with two nonisomorphic maximal models of power $\kappa$, or at least one maximal model of power $< \kappa$, then $T$ admits no universal models of power $\kappa$.

REMARK. In [4a, p. 125], G. Fuhrken has observed that there are no maximal models in $L_2^\omega$ provided that $\kappa$ is not cofinal with $\omega$ and whenever $\mu < \kappa$ then $\mu^\omega < \kappa$. To see this apply Theorem 1.9 with $\mathcal{B}$ the ultraproduct $(\mathcal{M})^\omega_\beta$ and use the fact that $(\kappa, <)^\mathcal{B}$ is $\kappa$-like. Moreover, the referee pointed out that conversely if $\text{cf} \kappa = \omega$ or if for some $\lambda \in \kappa$ we have $\lambda^\omega = \kappa$, then there are $L_2^\omega$-maximal structures of power $\kappa$ with countable type. This follows from Theorem 3.3 and Fuhrken [4a, p. 124, (6)].

Open Problems.
1. Does the amalgamation property hold in $L_{\omega_2}^\omega$ (or more generally for $\lambda > \omega_1$ and $\text{cf} \lambda \neq \omega$)?

2. In Theorem 4.6, could we take $\mathcal{A}', \mathcal{A}, \mathcal{B}$ all isomorphic or all of power $\omega_1$?

3. If $L$ is countably compact but not $\omega_1$ compact, and $L$ includes first order logic, must the quantifier "there exist at least $\omega_1$'s" be definable in $L$?

It has been brought to our attention that material in the first three sections of this paper overlaps unpublished material in S. Shelah’s dissertation, Hebrew University, Jerusalem (in Hebrew).
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