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This paper contains a sufficiency theorem appropriate to
applications of Hestenes’ method of multipliers. It is a gen-
eralization of the lemma of Hahn, which has been used by
previous authors to prove variable end point sufficiency theo-
rems. The classical and control formulations of the problems
of Mayer, Lagrange, and Bolza in both parametric and non-
parametric form are included. The method of proof is in-
direct.

1. Introduction. A large class of optimization problems in the
calculus of variations and optimal control theory may be solved via
the reduction of constraints, One such technique is Hestenes’ method
of multipliers [5], 303 et seq. The sufficiency theory here given is
appropriate to applications of Hestenes’ method of multipliers. It in-
cludes the classical and control formulations of the problems of Mayer,
Lagrange, and Bolza in both parametric and nonparametric form. The
sufficiency theorem itself is a generalization of the lemma of Hahn,
which has been used by previous authors to prove variable end point
sufficiency theorems. The method of proof is indirect. This technique
was developed by Hestenes [4, 6, 7] and McShane [10]. More recently
Mookini [11] has used the method on an optimal control problem, and
Pennisi [13] to consider differential inequality constraints. At the
present time Nathanson [12] has extended the results of Mookini and
Pennisi to a multistage optimal control problem.

The problem to be studied in this paper is that of minimizing a
function of integrals. Like the functional the class of arcs contains
parameters in a metric space. As shown in the author’s dissertation
[14], 85-134, such generality permits application to the existence and
convergence of solutions for perturbed problems. Let © be a metric
space with metric d(z, 2*). We assume that an open subset R of
Eiril x D is given, and we denote elements of R by (b,t,x, %, 2)
where

b= (¥, -, 0)eE", teFE', zeD

Pr = (xl’ xz, .._,xn)eEn’ (ﬁ.';l, @2, __.’x‘n)eEn.

Let T°(b,2) and X*(b,2),s=1,2; ¢ =1,2, «--, n be real-valued func-
tions with domain

proj,.(R) = the projection of R into bz-space.

415
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By an arc x we mean a collection of constants, real-valued functions,
and an element of D

x:bh,wi(t),z h=1y2y"')/r; i=1,2¥'..’n
such that
Dom(xi(t)) = the domain of x(t) = [T*(b, 2), T*(d, 2)]

and «i(t) has a piecewise continuous derivative. Let b and x(¢) denote
the vectors whose components are given by b* and 2’(f). An arc
x: b, 2(t), z is called admissible and said to belong to the class 2 of
admissible arcs if

2(T%(b, 2) = X*(b,2) s=1,2;1=1,2,++,1m

and (b, t, x(t), ©(t), 2) € R for all T'(b,2) <t =< T*b,2). We extend if
necessary the domain of the function x(t) which is associated with an
arc «: b, (t), z in A by making it continuous and constant where it is
undefined. In those cases where all the functions in a particular col-
lection have been so extended, we denote their common domain by
Tmst=sT".

Abnormal problems such as these considered by Hestenes [4, 7]
and McShane [10] require another parameter y in a compact metric
space D* with metric d*(y, y*). Given y in D* and an admissible arc
x: b, 2(t), 2, we define the collection x, to be

x,: b, 2(t), 2, Y.
The functional
G(xy) = G(-[O(xy)y Ix(xy)r cey Im(xy)7 2, y)

is assumed to be well-defined on the Cartesian product U x D* of A
and D* where

2

T2(b,2)
L@) = 0.0z + | fb a0, 40, 2 vt
and g,(, 2, v), f,(b, ¢, 2, &, 2,9),0 = 0,1,2, -+, m are real-valued func-
tions of the indicated variables. In addition, we suppose that there
are nonnegative integers N and R, 0 <r — R < n — N, such that the
arguments

x!‘/'+ly xN+2’ cen, X" and bR+1’ bR+2’ oo, b'r

do not appear in f, or ¢,,0=0,1, ..,
(x'ya?y «+e,2) and b= (b, 0% -+, 0"),% and
vectors

m. Given vectors z =
b are defined to be the
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(2t 2%, +++, 2") and (b, B*++ -, DF).
We also assume that for . =1,2, -, — R,

Xn+R—~’r+k2 — bR-Hc

and that the b*** appear only in that manner. Brady [1] has applied
the theory of the problem of Bolza to a less general function of inte-
grals.

The indices o, h, s, and 7 always have the ranges indicated
above. The subscript o is used to indicate the partial derivative of
G, I, +--, I,, 2) with respect to the variable I,, and the subscript 7
to indicate a partial derivative with respect to b*. We further simplify
notation by defining for an admissible arc x: b, 2(t), 2 and y in D*,

I(xy) = (Io(xy)’ Il(xy)’ °t Yy Im(wy))'

Unless otherwise indicated, the repeated indices summation convention
is used. TFor example given a [*-dimensional vector ¥ with components
4!, its norm is denoted by

] = @),

For a real number this norm would be its absolute value. By w-space
we mean the space of points

(wt, u?y <« v, u'™).

Thus we use the term u-neighborhood to mean a neighborhood in u-
space. As a measure of the distance between two ares x: b, 2(t), z and
x*: b*, x*(t), 2*, we define the pseudometric

o, a*) = |b — b*[ + sup|a(t) — *(?)|.

Furthermore  is said to belong to a btiZiz-neighborhood N if
(b, t, &(t), ©(t), 2) is always in R. The similar convention is made with
respect to the other combinations of variables. An admissible arc of
the form x: b, 2(f), # is called z-admissible. If %(f) is continuous, we
say that x is smooth or has no corners.

Before proceeding to the sufficiency criteria in the next section,
we pause to remark that a larger class of arcs of the form

2,00, 2(), 2,y

may actually be considered. The variables b, ¢, %(t), #(t), 2, ¥ need only
be in R x D* for almost all T'(b,2) < t < T*b, ?). Similarly we need
only that «'(t) be absolutely continuous, f,(b, ¢, (), #(¢), 2, ¥) be inte-
grable, and G(I(x,), 2, y) be defined. For example this is usually the case
if #(t) is essentially bounded. One still assumes that the admissible end
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conditions are satisfied. It is easy to verify that our analysis is not
altered in this situation.

2. Two sufficiency theorems., The sufficient conditions are
strengthened forms of the first and second order necessary conditions.
The purpose of this section is to state sufficient conditions that an
admissible arc of the form «,: by, #,(¢), 2, be minimizing. As mentioned
in the preceding section, application to abnormal problems requires an
additional y-parameter. For normal problems and some abnormal cases
the parameter y is not needed. When that happens, we are free to
consider the space D* to be the trivial metric space of one element.
For the situation in abnormal problems of Bolza, see Hestenes [4, 7]
and McShane [6]. With this in mind, we fix the admissible are
%02 byy 2(t), 2oe

The functions T4(b, ), X*(b, 2), g,(b, 2) are assumed to have two
continuous b-derivatives in a neighborhood of b, 2, and G(I, z, %) to
have two continuous I-derivatives in a neighborhood of {(I(x,,), %, ¥): ¥
in ®*}., We continue by assuming f,(b, t, 2, &, 2, y) to have a continuous
derivative with respect to its Fueclidean arguments in a neighborhood
of {(by, t, %y(t), To(t),s 2oy Y): THDByy 20) < t < T?(byy 2,) and y in D*}.  Finally
the same assumption is made concerning the functions f,,(b, ¢, z, £, 2, ¥),
fosi(by ty %, %, 2, 9), and f,;i(b, t, x, &, 2,y). The lack of any hypothesis
concerning f,..(b, t, x, &, 2, y) is useful in applications. Given multipliers
A= g Ay o0y Ay), We define

f(b! t) x’ '/'%’ z’ y’ >\') = ho‘f(l(b’ t’ x! a.,:’ z? y)'

Here and later on, repeated indices denote summation with respect to

that index unless otherwise indicated.
A variation v which is admissible with respect to an arc x: b, x(t), 2
in U is given by a set of constants and absolutely continuous functions

v: B 7t
such that

Dom(ﬁz(t)) = [Tl(b! z): Tz(b’ z)]
7' (t) € L(T (b, 2), T (b, 2))
(T (b, 2)) = [X3(b, 2) — &(T(b, 2) T*(b, 2)] 8"

Given an admissible arc z: b, x(f), z in ¥ and y in D*, we also define
G(xy) = G(I(xy)’ 2, ’1/)
and

ny = (Go(xy)9 Gl(my)’ ctty Gm(wy))
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where as indicated in the preceding section, the subscript ¢ on G(I, 4, 2)
denotes a partial derivative with respect to I, so that

0
7\'acyo = EG(my) = Ga(wzl)'

Finally let X\, = A,,,. With these notations in mind, we enumerate
some of the sufficiency criteria.

(2.1) transversality:

Along x,, \,, we have for every y in D%,

. . . 72
Mo + [ = $FITS + fuXitlit + | fuds = o.

(2.2) Euler equations (integral form):
For every y in ©* there exist constants ¢;, such that along x,,, Ny,

¢
féj - ngijdS + Cjy -7 =1, 2, ceey, N

fii=¢4 J=N+1L,N+2 ce,n—7r+R
fis=0, j=n—r+R+1Ln—r+R+2 - n.

Furthermore if an arbitrary admissible arc « satisfies the Euler equa-
tions and transversality condition for one y in ©*, then z, satisfies
the Euler equations and transversality condition for every y in ©*.

To verify that this last statement is satisfied in applications, one
may check Hestenes [4, 7] and McShane [10]. This hypothesis is used
to obtain Theorem 4.1, which is used in the sufficiency theorem proof.

(2.3) positiveness of the second variation:

Let v: g% 7i(t) be an admissible variation with respect to ,. There
is some y, in ®* such that along oyy Noy,s

2
G = Q) + || 20t + I,,I; Gy > 0

where

Q(B) = NGors + [(f — &) Th + fa ‘;ﬁ =2
+ [(fe = #L)TiTt + 205 Ti X" + 2/ T 84
20 = fua)’ + s+ fuBB + 2 i)
+ 2 B + 2 i) B
72 . os
I () = ga* + LTR5Z6" + STl(fahB" + foui?) + forit))dE.

(2.4) Weierstrass condition :

Define L(x) = (1 + |£»)"* — 1. There are a positive constant 7 and
a btxizx-neighborhood R, of x,, N, such that for every y in D*,
(b, t, @, & 2 \) in R, and (b, t, , &, 2) in R,
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E. b, t, x, I, 5, 2, Y, \) = TH.(x, 9?)
where

Ef(b) t, @, 9.0: {,;f, %Y, )“) = f(by t, &, i'fy % Y, )") - f(b9 i, @, :ky %Y, 7\')
— & — &")fu(b, t, 2, &, 2, Y, \)

and

E. (&, &) = L@ — L) — @ — &) Li(@)
= L(F)(1 — cos 6)

~

where 6 is the angle between the vectors 1, % and 1, 4.
It is not difficult to verify that (2.4) implies

(2.5) Legendre condition (strengthened form):
For any y in ©* and II = 0, we have along =, A,

(2.6) FoasI*I17 > 0,

If (2.6) holds with > replaced by = and an arbitrary admissible arc
x, we say that x is nonsingular. An are satisfying the Euler equa-
tions for all ¥ in ®* and which has no corners is called an extremal.
For given z, an extremal of the form x: b, %(¢), # is called a z-extremal.
Similarly an extremal which satisfies the admissible end conditions is
called a terminally admissible extremal. For example if «, had no cor-
ners it would be described as a terminally admissible z,-extremal. By
an accessory extremal, one means an extremal for the second variation
along a minimizing arc.
The first sufficiency theorem may now be stated.

THEOREM 2.1 Let the smooth admissible arc x,: b, x(t), 2, satisfy
(2.1) thru (2.4). There exist positive constants €, €*, 6 such that given
2 having d(z, z,) < 0, there is a terminally admissible z-extremal

x,: b, x,(t), 2
such that p(x,, x) < e. For every z-admissible arc
x: b, 2(t), 2 # x,: b, x,(t), 2

having o, x,) < ¢ and |I(x,) — I(x,)| < &* for all y in D*, there is y,
in D* such that
@.7) G(I(zy,), 2, Yz) > G(I(2.4,), 2, Ya)-

If for each z, y in a neighborhood of {(z, y}: z = z, and y in D*}, G(I, 2, y¥)
18 convex as a function of I(x) in a neighborhood of I(x,), we may take

g*¥ = oo,
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The proof of this theorem depends on results in §§ 4, 5, 6, and 8.
It is actually carried out in § 7.

The second sufficiency theorem is a special case for which the con-
clusion of Theorem 2.1 is true under less restrictive hypotheses. There
is no change in the proof. We simply do not use some of the hypotheses.
This second theorem is Theorem 2.2.

THEOREM 2.2 Let T' < T? be constants and make no assumption
concerning portial derivatives with respect to t. The conclusions of
Theorem 2.1 still hold.

3. Corollaries. In this section we obtain some immediate con-
sequences of Theorem 2.1. The admissible arc x,: b, x,(t), 2, continues
to satisfy that theorem’s hypotheses.

Let v: B, n(t) and v*: g*, »*(t) be admissible variations. Define the

inner product {7, v*> by
vty = g+ [
where T¢ = T*(b,, 2,). The associated norm is
@) it = 1t + [ oy
Another inner product of this type is given by
<o+ S:jv"(t)v*"(t)dt .

The space B of admissible variations, being complete under the norm
(8.1), is a Hilbert space. For each y in D* the second variation G)(v)
of G(I(z,), #, v¥) along z, is a quadratic form. In particular there is a
positive constant C such that for all y in the compact set ©* and all
admissible variations 7,

G/ (M| < Cll7IP-

By Theorem 11.1 in Hestenes [2] there is also a positive constant C*
such that for all admissible variations v and y in D%,

(3.2) G/() = CHvIfF.

Let a: b, 2(¢), 2 be a z-admissible arc and let x.:b,, .(¢), z be the asso-
ciated terminally admissible z-extremal satisfying the transversality
condition. Its existence follows from Theorem 2.1, and its continuity
and differentiability properties are given in Theorem 5.1. Define
K(x, x,) by
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R, 0) = b= b + || [0+ 3O—&0P" - 1at .

Thus by the Weierstrass condition 9, there exists another positive
constant = such that

(3.3) G(x,) — (=, 2.)

satisfies the same hypotheses as G(x,). We apply Theorem 2.1 or 2.2 to
(3.3) and obtain Theorem 3.1.

THEOREM 3.1 There is a positive constant T such that the suffi-
citency theorem holds with the itnequality

G(z,) > G(z.,)
replaced by
G(xy) > G(xw) + T'@(xs xz) *

Now consider the space B of admissible variations to be a collec-
tion of arcs and the collection 9 of admissible arcs to be a metric
space with the metric for x: b, x(f), z and x*: b*, £*(t), 2* in U defined
by

(3.4) b — b*| + S?plab(t) — TX(@)| + d(z, 2¥) .

The pair 0, x, plays the role of z,. In other words the collection of
admissible arcs is the space B of admissible variations with parameters
from U and metric given by (8.4). Given an admissible arc « in %
and y in D*, let G,.(v) be the second variation of G(x,) along x. We
verify from (3.2) and the strong Legendre condition that there is a
positive constant ¢ such that the functional

Gy=(7) — ell7rIP

satisfies the sufficiency theorem hypotheses. This proves Theorem 3.2.

THEOREM 3.2 There is a btiiz-neighborhood N of %, and a positive
constant t such that given an admissible variation v, there is y, in D*
such that for = in N N A,

@)zl

The next theorem shows that the assumption on G, (v) may be stated
in slightly weaker manner.

THEOREM 3.3 Suppose that g,, T°, X*, f,, and G have k = 2 con-
tinuous derivatives with respect to their Euclidean arguments. The
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preceding results hold if we only assume that given v: B3, n(t) in B for
which n(t) has k — 1 continuous derivatives, there is y, in D* such
that

G(1)>0.

This corollary is proved by showing that the original assumption on
the second variation holds. Let y,, 7,: B,, 7,(!) be a minimizing sequence
for G,/ (7) over the Cartesian product of ®* and the unit sphere of B.
The sequence y,7,: 8, 7,(t) may be selected so that y, converges to y,
in ®* and v,: 8,, 1,(t) converges weakly to N\ B, 7(t) in B. If v, =0,
the strong Legendre condition implies that there is a positive constant
7 such that

72

nmqwm:nmgﬁm%%ﬁ

T

(3.5) .
gﬁmrgmmﬁ=r>0.
7l

If v, # 0, the Legendre condition implies
(3.6) lim G, (vy) = Gy (70) -

Thus ¥, 7, is a minimum which satisfies the Euler equations (integral
form)

t
W;; = S 1w,,,,-ds + ¢ .
T

The implicit function theorem and the strong Legendre condition imply
that 7i(t) has k& — 1 continuous derivatives. The proof now follows
from (3.5) and (3.6).

4, The Weierstrass condition M. One object of this section is
to analyze the Weierstrass condition 9 to the point where it may be
used to ensure the proper convergence for the sequences of arcs which
are used in §7. The other is to prove a theorem which permits the
parametric theory to be derived from the results here given in the
manner of Hestenes [8], 86-87. This latter theorem is the analogue
of Theorem 4.1 in the parametric case.

In the nonparametric case the role of the Weierstrass E-function

E.(&, &) = L) — L(#) — @ — &) Lii(d)
of the arc length integrand minus one
L@ =0+ |¢PHr -1

is essential. One also finds the formulas
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m@@:ﬂwawﬂmm+mwmww
0
where I = & — &, w(f) = & + 011, $(6) is the angle between /7 and w(6)
and
E.(%, % = L&) — cos 6)

where 6 is the angle between the vectors 1, # and 1, # to be useful.
In the parametric case the analogue of L(%) is |4|. Let

x:b, x(t), z and F: b, a(t), Z

be admissible arcs and y be an arbitrary element in ©*. If it is nec-
essary to extend Z(f) so that x(f) and Z(t) have a common domain
T7"<t=<T', we do so by keeping x(f) continuous and requiring that
@(t) = %(t) on the new domain. Using this extension, we make the
following definitions, which also occur later:

Xw - Go(%‘w) Nyo = Ga(xy)
g, = ga(by 2, y) T = Ts(b, Z)
~ TZ . ~
T3, ®) = X + || [0, 50, 50), 2,9, %)
+ (#(t) — FOM (b, t, 2(2), BQ), 2, v, X,)]dt
Bim, ) = || E/b ¢, 2(0), 30), 4, 5 v, N)dt
7l
Jo(x, Z) = Jj(x, B) + Ej(z, %)
mmm=rﬂwpﬁ@w
-
R, &) =]b— b+ Eix, %) .
THEOREM 4.1 Let x,: by, %,(t), 2, be a terminally admissible extremal
along which the Weierstrass condition N holds. There 1is a positive
constant T such that given a positive constant e, there are a bitxz-neigh-

borhood & and a l;to?o'cz-neighborhood R, of x, such that xeF N YA and
ZeR, N A imply

J, (@, &) — J,(F, T) = 7[R(z, ) - €]
Jor all y in D*.
We begin the proof by observing that the Weierstrass condition

N implies that there are a btzZz-neighborhood & of x, a bti#z-neigh-
borhood R, of x,, and a positive constant = such that z in & N Y and

~

Zin R, N Y imply for any y in D*,
4.1) EX(, %) = 2tE¥(x, &) .
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Given a positive constant ¢, diminish & and R, so that
1
[b— b < 5T

when 5, %e proj (& U R,) = the projection of F U R, into b-space.

Suppose we have shown that & and R, may be diminished if neces-
sary so that for 6 = min((1/2)e7r, 7), 2 in FN A, & in R, N 2, and y in
D*,

4.2) | Ty (e, &) — Ji(x, )| < o[l + Ef(x, T)] .
By (4.1) and (4.2) we have for z in N A, Z in R, N A, and y in D*,
J(x, &) — J (%, &) — & (w, F) .
= Ji@, %) — JF (& %) + Ef(x, %) —t|b — b|* — tE} (2, T)
> —0[1 + E}(z, ®)] + tE}(z, &) — —1—76 = —er.

This implies
Jy(@, &) — J(F, ) = 7[R, Z) — €] .

We now prove (4.2). We first note that a btiz-neighborhood & of
2, and a btidz-neighborhood R, of 2, may be diminished so that for z in
%, ¢ in R,, and y in D*,

l[ga - ga(g, 2’s xy y)xydl
72 .
b, t x X,)dt
@.9) + H f@,t & 2y, \,)

72(5,2) 1
~S At 8, 5,7y, Nt < o

7(b,z)
Now recall that x, is an extremal. Setting
Foi = Fu(d, t, 2, &, 2, 9, \y)

and
fﬁ,— = fa}“(bO) ¢, o, Toy 2oy Yy x’Oy) ’

we may again diminish § and R, so that for x in g, % in R, and y
D*,

sup (Fu — F2)(Fis — 1) < 3 min (1, | T* — |-

o]+ (G 2o <.

(4.4)

Setting
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a; = &' — &, and Cizfgi—fgi,
we add and subtract the same terms and integrate by parts to obtain
from (4.4) for 2 in &, ¥ in R,, and y in D*,

}S:z(x — &) f;idt|
< lS:i(a,-ci ¥ el — lcl)dtl + H;(x - %i)ffidtl

= S;{[(lalz +1)(lel+ e =V 2]e| +V2|c| —|elidt

MERING G

+

£ — )

_|_
~ 3
S 0Ef(x, T) + —4—5 .

Combining (4.3) and (4.5), we prove (4.2) and hence the theorem.

We continue by giving the analogue of Theorem 4.1 in the para-
metric case. The appropriate Weierstrass condition 9 is the same as
the one we have been discussing with L(#) = |%| playing the role of
L#) =[1 + |#]"* — 1. The corresponding F-function is represented
by the formulas

Bi(u, v) = §1(1 — 0)w]|| I ! sin® gdf
where w(@) = u + 0(v — u), I = v — u, and ¢(0) is

the angle between I7 and w(f);
E;(u, v) = |v]|[L — cos 6]
where 6 is the angle between v and u,

(4.6)

which are useful in the proof of Theorem 4.2. It is convenient to fix
the parameterization of the admissible arcs x: b, 2(t), z so that

0=<t<1 and |@(t)| = length of x(¢) .

This is the parameterization which is referred to when a bZ%z-neigh-
borhood of x, is specified. Invariance of the functionals under repara-
meterization implies some well-known identities. For their description
we refer the reader to Hestenes [3], 78-82.

Let X{ and X¢ be the end points of the admissible arc x,: b,, #,(t), 2.
We assume that 0 < N = » — R and that

(Xo'y X2, o XoM) 7 (X, X%y o vey X37).

In the applications this corresponds to the assumption of distinct end
conditions. Similarly the nonintersection hypothesis of the applica-
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tions corresponds to the supposition that (xi(¢), 2(¢), +--, ¥(t)) does
not intersect itself, which we now make. Given admissible ares
x: b, x(t), 2; & b, %(t), Z, and y in D*, we define

Ti(@, 8 = Ko, + | F O30, 0(0), 50), 2, v, K)dt

Bi(w, 3 = | 10, 2(0), #(0), 2 v, Wit — T, B)
Ty, 8) = i@, %) + B} (@, %)

N Ch _ [rEOF ()
B, %) = 501 #(t) | dt SOWdt .

THEOREM 4.2 Let x,: by, %(t), 2, be a terminally admissible extremal
along which the parametric Weterstrass condition M holds. Given o
positive constant €, there are a bz-neighborhood T of X @ I;ﬁo'cz-neigh-
borhood R, of x,, and a positive constant n such that given x in F N A, &
in RN, and y in D*, we have either

H‘: #(s) | ds — S:lo”{}(s)ldsl< e
or
T, &) — I, %) > 7 .

In order to prove this theorem, let a positive constant ¢ be given.
Suppose we have shown that given e* > 0, there are a bz-neighbor-
hood § of x, and a b##-neighborhood R, of , such that given # in
FNALZTin R NY and y in D*,

(€%)) | Ji(w, &) — Jr@, ®) | < e*[1 + B, #)] .

The Weierstrass condition 9t (See (4.6).) and our choice of parametri-
zation imply that given &, > 0, the neighborhoods § and R, may be
diminished so that there is a positive constant C such that for x in
FNA T in R, NYA, and y in D*,

(4.8) §| i(t) — &) |dt < e, + CE3(a, 8) .

Furthermore the constant C may be taken independent of sufficiently
small ¢, &, R,, as we now agree to do.

Let ¢ be the positive constant occuring in the statement of the
Weierstrass condition %, and let &, be a positive constant such that
&C < (1/2)e. We choose the neighborhoods ¥ and R, so small that
(4.8) holds with ¢, = (1/2)e. Diminish the neighborhoods % and R, if
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necessary so that (4.7) holds with e¢* = min ((1/2)z, (1/4)re;). Suppose
that E%(z, ) < é&. By (4.8) one has

IS:|9'0(S)|ds - S:[ ob(s)[dsl§ e, +eC<e.

On the other hand, suppose E%(z, £) = &,. By (4.7) and the parametric
Weierstrass condition 9 one has

J (@, &) — J,& &) = Jr @, &) — &, &) + Ei, %)
> — &*[1 + Ef(, ®)] + tE(x, 7)
= (7 — e")EX(x, B) — e* = (v — e%)e; — €*

1
2—4—1'52=)7>0.

With this in mind, we complete the proof by proving (4.7). Let
a positive constant ¢* be given. Fix y, in @*. By the compactness
of D* it suffices to prove (4.7) for a neighborhood M* of y,. Let ¢,
and C be positive constants such that (4.8) holds with neighborhoods

% and R,. We may diminish these neighborhoods if necessary so that
there are continuous functions C;(b, ) such that:

For xin FNAZE in R, N YA and y in N*,
(1) S?p lfz-”(by m(t): ﬁ(t), z Y, X) - Cj(by w(t) - ﬁ(t)) l <53

x
where ¢; = -2%7 min (7, C™Y), j=1,2, .-+, N.

and
(i) The integral Zﬁy:lSlC,-(b, x)da’ depends only on its end points.
0

(Recall our parameterization convention. To verify that such functions
exist, one may check the proof of Lemma 5.1, Hestenes [9], 62.)
Further diminish these neighborhoods so that for x in FN Y, & in
R, N Y, and y in N*,

3 Sl(o'c" — )b, » — Bat| < i—e*
j 0

=1

and
~ - 1,
I [ga - ga(ba 2, y)]xy_al < z‘e .

Finally by the Euler equations the neighborhoods may again be
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diminished so that for  in N A, % in R, N A, and y in N*,
sup | £:i(b, #(1), B(t), 2 4, M| < &,

j=N+1, N+2 ++-,n. Thus for zin FNYL T in R NY, and y in
<N*, one has upon setting
Ai = fi‘i(by x(t)y 5(t)’ 4 Y, X)y

13w 8~ Fi@ 9| = [l — 0.6, % 0] + [ @ - &4t

4

Lo p |3 S‘(aaf — B)C,(b, & — B)dt

i=1

<7
N 1 .
+ 35 g @ — B)[A; — Cy(b, & — F)]dt

S S‘W — a%f)A,dt‘
j 0

j=N+1

1 ~
< 5e* + e Ej(x, 7)

< (1 + Ef(z, B)] -

This proves (4.7) and hence the theorem.

5. The extremal family. Given an arc =z, satisfying certain
hypotheses, the purpose of this section is to prove the existence of a
suitable family of nearby extremals. The sufficiency theorem shows
these ares to be solutions of a family of perturbed problems. The
special properties and uniform nature of these solutions are essential
to the proofs in § 8. We require an implicit function theorem in a
slightly more general context than is usually necessary. The proof
(given in the author’s dissertation [14], Theorem 1-5.1) is a conse-
quence of standard techniques.

THEOREM 5.1. Let (2, x, u) be variables in an open set R contained
n DX E™ x E* and let & be a compact set in D X E™. Suppose
there exist continuous functions ui(z, x), 71 =1,2, «++, n defined on R
and such that (z, x, w(z, ©)) is in R for all (z, x) e 8. Let fi(z, x, u) be
realvalued functions defined on R which are continuous and have con-
tinuous partial derivatives with respect to the u-variables and are such

that on K,
f(zy xv u’o(zy (L')) = 0

and
det Hfiuj ” +* 0.
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There are a meighborhood N of & and continuous functions u'(z, x) de-
fined on N such that

(2, ) = (2, x) on K
and
flz, x, u(z, x)) =0 on N.

Also u(z, x) is unique in the sense that there is a positive constant e
such that f(z,z,u) =0 and |u — uz, x)| <e imply w= uz 2). If
fi(z, x,u), i =1,2, «++, n has k continuous xu-derivatives, then wu(z, x),
1=1,2, ++-, n has k continuous x-derivatives.

THEOREM 5.2. Let the smooth, mnonsingular admissible are
%ot by, %o, (8) 2o satisfy (2.1), (2.2), and (2.8). There is a unique z-para-
meter family

5.1 2(2): b(»), z(t, 2), z

of smooth, nonsingular terminally admissible z-extremals satisfying the
transversality condition and containing x, at z = 2z,. There are posi-
tive constants 6 and 6* such that b(z), 2, 2), and &(t, 2) are continuous
in all their arguments and such that (5.1) satisfies the Euler equations
for TH(by, 2z,) — 0 <t < T, 2,) + 0, d(z, ) < 0* and y in D*.

In order to prove this theorem, we introduce the cannonical vari-
ables btxpzyn instead of bixizyn by setting

(5.2) p: = f;,i(b, t,®, &2 9, N\ .

Since x, is nonsingular and has no corners, the implicit function theo-
rem implies that (5.2) has a solution

= Pt 22y N

on a btxpzyr-neighborhood of the elements bixpzyn along x,,. Further-
more P = (P!, P% ..., P") is continuously differentiable in its Euclidean
arguments and is unique in the sense described in the implicit fune-
tion theorem. Now define

HQ, t, «, p, 2, ¥, M) = 0:Pb, t, @, p, 2, y, N) — fi (b, t, @, P, 2, 4, \)

and note that the Euler equations are equivalent to the Hamiltonian
equations
&' = Hy(b, t, x, P, z, ¥, \)
and
P;=— Hub, t,x, Pz, 9y, \) .

The proof of the embedding theorem for differential equations given
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in the appendix of Hestenes [3] uses only the fact that the parameter
is in a metric space. We may consequently apply this theorem to
obtain for g8 = (8, Bs ***, B:») & unique bBzyr-family

x(t, b, B, 2, ¥, N), E(t, b, B, 2, ¥, M)

of nonsingular extremals. This family contains w,(¢), ©,(f) for

(by /87 zy y’ )") = (bO: 180) zm yy 7\'01/) and Tl(boy zO) é t é Tz(boy zO)' The fa'mily

is also continuous and has continuous partial derivatives with respect to

its Euclidean arguments. Moreover the matrix of partial derivatives

with respect to the p-variables is nonsingular along x,, ¥ in ©*.
We wish to apply the implicit function theorem to the system of

equations

Neyo = Go(,)

(5.3 (I =X . o m

A=y + 1(F = $FITi + FuXilizt + [ fudt = 0
at by, Bo %, Yo, M, fOr some y, in D*. Suppose we have shown that
the matrix

0 0 0
— 0, + 6—)\,FG" g"é;G‘, WGU
5.4) xﬁF(T”) x5, (T°) 2 (T°) + &Ty — X
0 0 0
mAh 5—B;Ah AR

of partial derivatives with respect to the Agb-variables is nonsingular
at x,, for some ¥y, in D*, By the implicit function theorem there is
a continuous solution b(z, ¥), B(2, ¥), M2, y) of (56.3) in a neighborhood of
20, Yoo Fixing y = y,, we see that the hypothesis in (2.2) implies that

w(z): b(zy yo), x(ty b(z’ yo)’ ,8(2, yo)a %y Yo, 7\:(2, yo)), z

is the required family of nonsingular extremals.

It is therefore sufficient to show that the supposition that the
matrix (5.4) is singular for all y in ©* leads to a contradiction. Let
y be a fixed but arbitrary element in ©*. Suppose there are constants
Ay and &, p=0,1,--,mk=1,2 +++,20;1=1,2, ---, r not all
zero such that at «,,

0 0 0
— a, + apmGa + Cka_IBk'Ga + leGu =0
(5.5) 0, (T°) + e; (T°) + d'ai(T*) = [Xi* — & T{]d!
0 0 0
a’#mAh + Cka_IBkAh + dl'gi)TAh =0.
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Let the variation ~v: d*, %'(t) be defined by
70 = a3, () + cuh, () + d'ai(t)

The second set of equations above imply that v is an admissible varia-
tion. Multiply the equations involving partial derivatives of G, by
I)(7) evaluated along «,, and multiply the equations involving A4, by d*.
Adding the result and setting at «,, 7,

0 0

P 9 1.0
S, = I,,[a,l S Ce + oG digp G,,]

0 0
— ’ h —_— —_—
Sz P a,,Ia + d [aoaXaAh + CkaBkAh]

S, = dhd’a—%l—Ah ,
we obtain
(5.6) O:S1+S2+Sso

After collecting terms, we have at x,, 7,
(5.7 S, = LIG,,..

On the other hand, using the Euler equations and accessory end con-
ditions, one obtains at «,, after setting

7]*j = aaxﬁ-o + ckxgk ’
(5.8) Se = L Tid + Fossat™ + L ld
| G + it
T
and
S; = gud'd + {fud' G Tid* + fomidia] + frmdid] + foonp'd
+ [(f - djifa':i)Tl:l +f£ui ;fzs +sz1szs
(5.9) + [ Xi T — & Ti T + 21, Tr1dMd}=?

(it + frsdidial + fuadrdids
Combining (5.7), (5.8), and (5.9) with (5.6), we use the accessory Euler
equations and accessory end conditions to obtain along z,,
0=8+8+S
(5.10) = QB) + @7’ :j + S:[fh,dhd‘ + Frsit + fFrudh)]dt
+ L1G,, = G"(7) .
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It now remains to show that v cannot be zero. Suppose then that
v = 0. This means that d* = 0 and %'(¢) = 0. Collecting terms in the
equations (5.5) which involve G,, we consequently obtain at z,,,

72 . .
0= —a,+ G| (ot + fi)t = — a, .

This implies
s, (t) = 0.

Since not all of the a,, ¢;, and d* are zero, some of the ¢, must not
be zero. This contradicts the selection of the family (¢, b, B, 2, ¥, V),
a(t, b, B, 2, ¥, \) to have a nonsingular matrix of partial derivatives with
respect to the p-variables along #,,, y in ®*. Consequently, v cannot
be zero.

Since v is not zero, (5.10) is a contradiction to the assumption that
the matrix (5.4) is singular at z,, for all y in ©*. This proves the
theorem.

The exact statement of the uniqueness of the family x(z) of ex-
tremals is given here as a corollary. This result holds because the
family «(z) was obtained by an application of the implicit function
theorem and the embedding theorem for differential equations.

COROLLARY 5.1. The family x(2): b(z), x(t, 2), z is unique in the
sense that there is a positive constant & such that if %: b, %(t), z satis-
fies the transversality condition and Euler equations and

5 = B+ sup [la(t, o) — 5O)| +la(t, ) — 5B <e,

then x(z) = &.

This next corollary is proved by checking that the required con-
tinuity and differentiability is present at each step of the preceding
theorem.

COROLLARY 5.2. Let z be of the form (z*, z) where z* 1s Euclidean
and z 1s in an arbitrary metric space. If g,, T°, X%, and f, have k
continuous btxiz*-derivatives (k = 2) near x,, and if G has k continuous
(k = 2) Iz*-derivatives mear (I(x,,), 2, ¥), them x(t, z*, 2) and &(t, z*, 2)
have k — 1 continuous tz*-derivatives.

Similarly it is easy to check that Corollary 5.3 below holds in the
case where T < T? are constants and no assumption is made concerning
partial derivatives with respect to t.

COROLLARY 5.3. Let the additional assumptions indicated above
hold, and let z be of the same form as in Corollary 5.1. If g, X*,
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and f, have k = 2 continuous bxiz*-derivatives near x,, and if G(I, z, y)
has k continuous Iz*-derivatives near (I(x,,), z, ¥), then x(t, z*, 2) and
(t, 2%, 2) have k — 1 continuous z*-derivatives.

6. An admissible variation. The existence of a suitable admis-
sible variation is fundamental to the indirect method. In this section
we obtain such a variation.

Let z,:b,, 2,(t), 2, and 2, b,,, %,,(t), 2, be sequences of admissible
arcs. Suppose there is a positive constant ¢ such that x,(t) and x,,(¢)
have two continuous derivatives on

[T, T"] = [T"(b, 20) — &, T*(by, 2) + 0] -
We also assume that
(6.1) lim #,,(¢) = &(t)
uniformly in T' < ¢ < T" and that
(6.2) lim &(x,, 2,,) = lim | b, — b,] = 0.

By (6.1), (6.2), and the admissible end conditions at T'(d, 2), the
sequence of functions z,(t) converges uniformly to x,(t), "<t < T".
We are motivated by the method of Hestenes [3], 152-159. We con-
sider a vector like Eq — I;(,q as an n-vector by adding zero components
if necessary. Thus we may define

By = (@)™ (b — bg,
6.3 : . ;
¢ 7at) = (@"d,) 7 (@ (1) — 25,(1))

where d, = L(b, — b,) + ST”L(D'cq — &, )dt. Because we are dealing with
r

the parametric form of the accessory minimum problem, we define for
v: B, N(t) in B,

20 =L@ + | Lo,

which differs from the analogous equation on p. 152 of Hestenes [3].
The changes in the statements of the results and the proofs are obvi-
ous. Thus we may read off Lemmas 6.1 and 6.2 below from pp. 154,
156, 158 of Hestenes [3]. Some of the limits in Lemmas 6.1 and 6.2
may hold only in subsequence, which for convenience we again denote
by the original sequence.

LEMMA 6.1. Let w* = (1/2)L(b, — b,,) and w,(t)* = (1/2)L(&,(t) —
Zo,(t)). We have
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Bu|r 74,
wr + Sw w,(t) dit =1
limd, =0

lim &,(t) = @,(t) almost uniformly in T' =t < T".

There are absolutely continuous functions 5i(t) having i) in L(T', T")
and constants g, h =1,2, ««+ R such that
lim g = gt h=12 -+, R
lim %i(t) = 7i(t) uniformly in T' <t < T"

LeMMA 6.2. If h¥(t) are comtinuous functions on T' <t T”
converging uniformly to hii(t), then we have

limg hiid :S hividt .
7 T

If &, converges uniformly to &, on a measurable subset M of T' <t < TV
and the matrix || hii(t) || ©s nonnegative on M, then we have

limS hiiiids = S hipiide .

It remains to check that there are additional constants gf, h =
R+1,R+2,...,r, such that ,(¢) satisfies the accessory end conditions.
Let

qu = Ts(bq’ zq) Tosq = TS(quy zq)
and
X = X*(b,, 2,) Xis = X%(by,, 2,) -

At T*(b,, #,) the accessory end conditions are an immediate consequence
of the calculation

0y(Tg) — aiy(T3)

lim 9i(T}) = lim

VT4,
i X = X oAl(T) — wl(TY)
= hm{ ved, V24, }
ol o st e i T Pt
= tim{ X{(0) S — 5T ) Ti6) g™}
q q

= [X'(by, 7)) — EET3(Dy, 2,)] 60

where 6, = (b, + 0(b,, — b,), 2,) and 0 € (0, 1) is a generic constant. The
similar procedure holds at T*(b,, z,) after we first verify that lim g =
Bk exists, h= R+ 1, R+ 2, .-+, r. Hence,

fYo: ;80) 770(t)



436 RUSSELL D. RUPP
is an admissible variation.

7. The proof of Theorem 2.1. In order to prove this theorem,
we first observe that there is a unique family of extremals having the
properties described in Theorem 5.1. This means that given a posi-
tive constant ¢, there is a positive constant ¢ such that for every z
with d(z, 2,) < 8, there is a terminally admissible z-extremal z,: b,, ,(¢), 2
of the above family with o(x,, z) < e. The proof is by contradiction.
Consequently suppose the theorem is false. This means that there is
a sequence z, tending to z, for which there are z,-admissible ares
2. by, 2,(t), 2, and terminally admissible z,-extremals ,,: by, %o (t), 2,
such that for every y in D*,

02 Goy) — Gw) 0, 5) <
[y — Bl + 53D | (&) — 5(0)| + SUD | dult) — 3(8)| <

and either the convexity assumption holds or | I(z,,) — I(%.,) | < 1/q.
Given y in ©*, let

qu - Ts(bqy zq) T(fq = Ts(boqs zq)
Noye = Gv(xw) Nogyo = Go(mow) ’

and define J,'(7) to be the second variation of

T

2
xouaga + S 1f(b7 t’ xy x.y zO, y! 7"Oil)dt

T

along 2,. We also make the following convention concerning our arecs.
It is useful later on and gives their function parts a common domain.
First note that by Theorem 5.1, there is a positive constant ¢ such that
the extremals satisfy the Euler equations on [T, T"] = [T} — 0, T¢ + 9].
By proper selection of a subsequence if necessary we may assume that
[Ty, Tel < [TV, T”] and [T,, Tl < [T’, T”]. The functions «x,(f) are
already defined on [T”, 7"'] as solutions of the Euler equations. The
convention is to extend if necessary the functions z,(t) to [T, T"] by
keeping then continuous and requiring that &,(t) = &,,(f).

Our proof uses the following three lemmas, which are proved in
Section 8.

LEMMA 7.1.
lim (x,, 2,,) =0 .

This lemma permits us to replace x, and z,, by the convergent sub-
sequences which were described in § 6 and which we again denote by
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v, and x,,. In particular the variations v, defined by (6.3) converge
uniformly on 77 < ¢ < T” to an admissible variation v,: 8, 7.(t).

LEMMA 7.2. For each y in D* one has

i 477 (@ ) = T3 G )] = T} ) — | Frssifi

where the arguments of the last integral are taken along x,.
LEMMA 7.38. For each y in D* one has

tim Ig(qu) :l— Io(xo‘”) = 21/2]1;0(’70)
q

and
lim [I(x,,) — L(%y,)] =0 .

We now expand G(I, 2z, ¥) by Taylor’s theorem to obtain for large
q, ¥y in DF,
0 2 G(I(qu)y Zq ’!/) - G(I(xow)y %q y)
= [Io(qu) - Io(woqy)]Ga(I(xoqy)’ zq; ’_l/) + 2_1[10(:”1111) - Ia(xoqy)]Goﬂ
where the arguments of G,, are (I(x,,,) + 0[1(x,,) — I(%o,,)], 2, ¥), (0, 1)
a generic constant. Setting for y in D*,

Y

fi'ia}j = fa.:i;j(bO’ t: xoy ﬂ.'/'o, %oy y: 7\‘0?) !

we divide the above inequality by d? and observe that by Lemmas 7.2
and 7.3, we obtain in the limit

(12) 0= GYlr) — | lasiinidt + lim inf 4B (v o) -
To
We wish to show
B
(1.3) lim inf d-E* (x,, @) = S Flaiidt .

Let I be a measurable subset of 7" < ¢ < T"” on which &, converges
uniformly to @, Setting ¢, = (b, ¢, ,, &, + Ol%, — Toil, 24 Yy Mogy)s DY
Taylor’s theorem we obtain on I for large g,

1 O 3
dq_zEf(bq’ t, Lq, 50011’ Q'Cq, y Y, >"qu) =2 SO (1 - 0)fii5f(¢q)7];ngd0 .
Consequently Lemma 7.3 and the Legendre condition imply

lim inf d;*| BBy 1, @4, Gy By 9, 20 M)t Z
(7.4) "
gm Fhoainidt .



438 RUSSELL D. RUPP

By our convention in extending the domain of x, to TV <t T, 7,
is constant on that portion of T’ < ¢ < T” to which x, has been ex-
tended. Thus the almost uniform convergence of &, to #, on 7" <t < T",
(7.4), and the Weierstrass condition 3 prove (7.3).

By combining (7.2) and (7.3) we show that

0= Gy(7,) for all y in D*

and hence that v, = 0. This along with the Weierstrass condition and
(7.2) imply

2
0 = lim inf d-2F3 (2, %) = lim inf 7d;? ST;' By, )t
Tq

where 7 is a positive constant. Thus Lemma 6.1 implies

TT*

d
t = 2

0 = lim inf co*d; B2 (3, ) = —-cc* lim inf S 1‘7]_
2 | W,

where 7* is another positive constant. This contradiction proves the
theorem.

8. Auxiliary lemmas. In this section we complete the proof of
the sufficiency theorem by proving Lemmas 7.1, 7.2, and 7.3.

LEMMA T7.1.
lim &(x,, 2,,) = 0.

The proof of this lemma has two cases. In the first case, we have
lim [Io(xqv) - Iv(xoqy)] =0 y in D*,

and in the second case, we have the convexity assumption occurring in
the statement of the sufficiency theorem.

To prove the first case, we define x}: b,, #}(?), 2, by setting x}(¢)
equal to z,(f) on T; <t < T? by requiring z}(f) to be continuous, and
by requiring #}(¢) = €,(f) on the remainder of 7' <t < T”. This
means

0= [hm (Ia(x;‘y) - Ia(xoy))]xoya
= lim [Ia(x;ky - Ia(wou)])”ow
= lim [Jy(leky xo) - Jy(xO’ xo)] .

By Theorem 4.1 one has
lim sup K}, 2) < 0,

which means that
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lim &k, ) =0
since R(x, £*) is nonnegative. Thus the inequality
0 < K(xk, mo,) < 2[R(xF, 3,) + K(wo, op)]

and the fact that &, and b, tend uniformly to %, and b, imply that

lim R(zF, x,,) = 0.
Since by our definition of x}

0 < R(w,, ) < K(xF, o)

this proves

lim &=, 2,) =0 .

In the second case, the convexity assumption implies for all y in
D*,
0 g G(I(qu)’ Zq y) - G(I(xow), Zqy y)
2 [Ia(wqy) - Ia(xoqy)]Go(I(quy)s 2qy y) J

In the limit one has

0 g hm SUP [Io(xay) - Io(xoqz/)]Ga(quv)
= lim sup [J,(x,, %o,) — Jo(Fogy Tog)] -

By Theorem 4.1 this implies
lim sup &z, z,,) <0,
which means that
lim &(x,, ;) = 0

since &(z, x*) is nonnegative. This proves the lemma.

LEMMA 7.2. For each y in D* one has

2

T s 0
lim A1 (@0, @) — T @y 1)) = Ty 00 — |\ Friiat
0
where the arguments of the last integral are taken along x,,.

In order to prove this lemma, we set

Xjp=X0n2)  Xi= X"y 2)
AX7 = Xi'— Xy Aoy = al(T5) — @i(T3)

and consider the difference
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wo(T9) — wi(T7) = 4X;* — Ao’

We continue to use 6 € (0, 1) as a generic constant. Applying Taylor’s
theorem to 4X}* and A4xi*, we obtain for large g,

AX;S = 21/2qu;is(quy zq)BI}; + ngﬁB;LB;

8.1 . . ..
BD o — 9 i (T2) Tty 2088 + L8, TITY + 5, TH]BL8,

where the arguments of the coefficients of d? are of the form
(bo, + O0[b, — by,], 2,). Consequently the coefficients of d? have limits

Xigeps and T TiRLBE + 43T BLAR:
evaluated at «,.

We continue the proof by using Taylor’s theorem to obtain for
large ¢, y in D*,

Agg = [ga(bq! zq) - gu(quy zq)]x'l)qya
= zllqux’oqw(boq) zq) + dp\'quagahl,Bgﬁz

where g,,, has an argument of the form (b, -+ 0[b, — b,], 2,). This
means that setting

leq = 21/2dq>\'oqyagoh(b0q, zq)Bgy
we have
(8.2) lim 1d;* 49y — T%] = Noya9ni(be, 2058055 -

Given y in ©*, we define

75(b,zy)
Fi(b) = STS ! f(bﬂq, by Cogy Fogs gy Yy Nog, )0t

Og

and expand by Taylor’s theorem to obtain for large g,
Fr(b,) =t = 2, fTip; + dLf Tiy + f.ThT:
+ fu Th X7 + 25, [ TR TP 1Z3R1 5%

where the arguments of the coefficients of d: are at x,,, with the end
conditions determined by (b,, + 0[b, — b}, 2,). Thus setting
T = 20d " fTig,
evaluated at #,,, we obtain
8.3) lim [d7*F,(b,) 22 — T4l o
=[fTh + L TiT? + fuTiXE + 8T TI SR8

evaluated at the end points of wx,,.
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Given y in ©*, we define

= f(bq: by @qy Fogy Zqy Y, 7"0(11/)
dg = f(quy t! quy m‘qu zqy yy A'0:11/)
ey = féi(bw A gy 9.5011’ 2y Y, 7\’01111) .
For large q¢ we use Taylor’s theorem to obtain

72 . sy g
dq_zquy = dq_z STZ [ag - dg + (90; - qu)ezy]dt

q
Tg L. .
(8.4 = (" i) + Lasuitii + 261082
q
+ 2fusis + 2 Bl
2 [ fufgh + Fumh + Fiiilat
q

where the arguments of the first order partial derivatives are along
%oy While those of the second order partial derivatives are of the form
(qu + 0[bq - qu]) ty qu + 0[51;4 - xo«;], 9‘9041 zqy '!/, >"0qy)'

First define along #,,,

It = 21/zd—xS 00 fhdtlgh 2ug ST‘: fidt 1225t
oy
AX%S Ax'bs
L= [ -
. [4Xe Ax?,“ e |
L= |5 - ][dq 0]

.
; 2
. o _ T
Ty, = 2rdpflXE — H, T8 + | fdts
0q

04

8=2

8=1

By adding and subtracting the same terms and using the Euler equa-
tions, one sees that the last integral in (8.4) is equal to

I+ 14+ I .

Again using the Euler equations to evalute I in the limit, we obtain
from Lemmas 6.1 and 6.2 along x,,

lim [d;4f¢ — T3]
= S:‘) [fuBs B + Fuieiin + 2 fizii08 + 2 0 BEYh + 2fhéi,8{,“%]dt

+ [foXis — & fuTRTy — @i fsTh + foi
— T fuTiT? + 21, T123B0 B

For each v in ©* one now sees that

(8.5)
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Iy (g o) — Iy (Fogy Tag) = Agy + F(by) [i=2 + 417
and that by the transversality condition,
T+ Ti,+ T, =0,
Hence, adding (8.2), (8.3), and (8.5), we prove the lemma.

LEMMA 7.3. For each y in D* one has

lim Ia(qu) :Z_ I,,(xow) = 2112150(70)
q

and
lim [L(x,,) — L(%,)] = 0.

It suffices to prove the first limit since the second follows from it
by the usual product of limits theorem. Given y in D*, we set

TS
TI?{( = ga(b(n zq, y) - ga(quy zlli y) + ST: fo(qu’ t’ quy x.qu zq! y)dt ,gz?
og

T2
Tqu = STf [fﬁ(bqy t! xq, :'bOtI: zq’ y) - fa(quy t, quy :k()qy zqy y)

q
+ (j"g - dygq)foa.vi(bqa t’ qu x‘Dq! zq, y)]dt

¢g = (boq + 0[bq - qu]y t’ xoq + 0[37,1 - xoq]’ x.Oq’ zqv y)

¢0y(1 = (quy t’ wq, d:Oq’ zq’ y)

$g = (qu -+ Blbq - qu], zq)
and define E}(z,, %,,) like Ej(x,, x,,) with f replaced by f,. For large
¢ one has by Taylor’s theorem,

qu = 21/2dq[gah(¢:y y)BL}IL + fa(boqy t) xoqy d/'oqv zq: y)Tﬁ(fb;k)Bg l:z%

and
Ty = 24, |7 Fa@)8) + L@, + Lspr)ilat -

From the identity
Ia(xtw) - Ia(xoqy) = TII{I + Tg] + E;ky(xqs qu)

and Lemmas 6.1 and 6.2, we now obtain

. [dsu
lim<. d;l[la(xqu) - Ia(xoqy)]
8.6) {mf }

127 : S —1 %
= 2,79 + lim {§0P}d s o, 1) -
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By our selection of the ares x,, x,, we have

0 = G(xqv) - G(wow) = [Io(qu) - Ia(xow)][Go(quv) - qul

8.7
B T (e th) — Tt Tue) + By 500) + (L) — L)l

where lime?, = 0. Combining (8.6), (8.7), and Lemma 7.2, we obtain
(8'8) 0 2 0(1) + d;lE;((qu xoq) + [0(1) + d;IE;k(xqr xoq)]egq M

Setting og = (bq’ ¢ T 9'9011’ d”'q: Zyy Yy Mogys + [L(qu) - Il(xm)lszllqy ** ')7 one
has by (8.8) and the Weierstrass condition R,

T2
0= 7 lim {fgf}dq—l s " Bp)dt
(8.9) “a

= o lim {JP}dr | Bay(op w0 | 20,

where 7 is a positive constant. The proof is now completed with (8.6)
and (8.9).
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