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Sufficient conditions for embeddings between weighted Sobolev spaces to be compact are derived. These theorems are generalizations of the well known selection principle of Rellich. These results are then applied to the study of the oscillational properties of self-adjoint second order elliptic equations. In addition to reproofing some results of Headley and Swanson, new nonoscillation criteria are furnished for these equations.

1. Introduction. Let \( \Omega \) be a domain, bounded or unbounded, in Euclidean \( n \)-space \( E^n \), \( p(x) \) a positive measurable function, \( x = (x_1, \ldots, x_n) \), and \( a(x) \) a symmetric matrix with measurable entries such that the smallest eigenvalue of \( a(x) \) for each \( x \) in \( \Omega \) positive. Define the weighted strong Sobolev spaces \( H^1(\Omega) \) and \( H^1(\Omega; a) \) as the closure of the sets of functions \( u, C^1 \) on \( \Omega \) for which the integrals

\[
\int_\Omega p(x) |u(x)|^2 \, dx
\]

(1.1)

\[
\int_\Omega \{p(x) |u(x)|^2 + \sum a_{ij}(x) u_i(x) u_j(x)\} \, dx
\]

(1.2)

are finite. The closures are taken with respect to norms given by (1.1) and (1.2). The weighted weak Sobolev spaces \( W^1_0(\Omega) \) and \( W^1_0(\Omega; a) \) consist of functions \( u \) with (1.1) or (1.2) respectively being finite. Here \( u_i(x) \) is the distributional derivative \( \partial u/\partial x_i \).

We will say that the pair \( (p, a) \) has the strong Rellich compactness property if the inclusion map \( H^1(\Omega; a) \to H^1(\Omega) \) is compact. This means that each sequence in \( H^1(\Omega; a) \) which is uniformly bounded in its norm has a subsequence which is convergent in the norm for \( H^1(\Omega) \). The classical Rellich selection principle states that if \( \Omega \) is bounded and smooth, then \( (1, I) \) has the strong Rellich compactness property where \( I \) is the identity matrix. The weak Rellich compactness property is defined analogously with \( W^1_0(\Omega) \), \( W^1_0(\Omega; a) \) taking the place of \( H^1(\Omega) \), \( H^1(\Omega; a) \).

This paper investigates the case where \( \Omega = E^n, n \geq 2 \). The arguments however apply equally well to quasi-conical domains, i.e. domains which contain a cone \( \{x \mid x \cdot v \geq \alpha |x| \} \), where \( v \) is some unit vector, and \( \alpha \) is a positive constant. Theorems 3.1 and 3.2 of § 3 provide sufficient conditions for \( (p, a) \) to have either the strong or
weak Rellich compactness property. Theorem 3.2 is based on a Sobolev type lemma communicated to the author by N. Meyers. A proof of this lemma is included as an appendix. Theorem 3.3 gives a simple condition on $p(x)$ in case $a(x)$ is uniformly definite on $E^*$ which ensures that the inclusion map $H_{E^*}(p, a) \cap L^2(E^*) \rightarrow H_{E^*}(p)$ is compact. This weaker result is still sufficient for the application in § 5. In § 4 we give a necessary condition on $p$ when $a$ is uniformly definite. An example shows that the sufficient conditions of Theorems 3.2 and 3.3 are the best of their kind in this case.

In § 5 we apply the preceding results to the determination of the oscillatory properties of the elliptic equation

\[ Lu = \sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} (a_{ij}(x)u_i) + p(x)u = 0 \]

We say that (1.3) is nonoscillatory if there is a positive constant $R$ such that for each bounded domain $N$ with smooth boundary exterior to the sphere $\{x \mid |x| \leq R\}$, the Dirichlet problem

\[
\begin{align*}
Lu &= 0 \quad \text{in} \quad N \\
u &= 0 \quad \text{on} \quad \partial N
\end{align*}
\]

has nontrivial solution. (1.3) is said to be unconditionally non-oscillatory if for each positive $\lambda$, (1.3) with $p(x)$ replaced by $\lambda p(x)$ is nonoscillatory.

Theorem 5.1, which asserts that if $(p, a)$ has the Rellich compactness property then (1.3) is unconditionally nonoscillatory, combined with the results of § 3 yields results which differ from the recent nonoscillation theorems of Swanson and Headley, [1] and [2], in two respects. Our conditions apply directly to the coefficients $a_{ij}(x)$ and $p(x)$, rather than to pointwise majorants. Furthermore our results are not based on the oscillation theory for ordinary differential equations. There is, however, some overlap between the results of [1] and [2] and ours, which will be pointed out later.

2. The case of a bounded domain. Our results for the unbounded domain $E^*$ will follow from a process of Cantor diagonalization over compact subdomains. Therefore we will need conditions guaranteeing that $(p, a)$ has a Rellich compactness property for a bounded domain $\Omega$ with smooth boundary $\partial \Omega$. The first result in this direction follows from an imbedding theorem for weighted Sobolev spaces due to Stampachia and Murthy [7], which in turn followed easily from the corresponding result for classical Sobolev spaces, see Sobolev [5]. A special case of the Stampachia-Murthy Theorem is stated as a lemma:
**Lemma 2.1.** Let Ω be a bounded domain in $E^n$ with smooth boundary. Suppose $\lambda(x)$ is the smallest eigenvalue of $a(x)$ and $p^{-1}(x)$ are in $L^t(\Omega)$ for some $t \geq n$. If $1 + 1/t < 2 < n(1 + 1/t)$, then the embedding $W_0(p, a) \rightarrow L^{q-2}(\Omega)$ is compact, where $q$ is defined by

$$\frac{1}{q} = \frac{1}{2} \left( 1 + \frac{1}{t} \right) - \frac{1}{n}.$$  

(2.1)

From Lemma 2.1 follows our first result.

**Theorem 2.1.** Suppose the conditions of Lemma 2.1 hold. If in addition $p(x)$ is in $L^r(\Omega)$ where $s = (q - \varepsilon)(q - \varepsilon - 2)^{-1}$, then $(p, a)$ has the weak Rellich compactness property on Ω.

By Hölder’s inequality

$$\left[ \int p(x) |u(x)|^2 \, dx \right]^{1/2} \leq \left( \int |u(x)|^{q-\varepsilon} \, dx \right)^{2/(q-\varepsilon)} \left( \int |p(x)|^{\varepsilon} \, dx \right)^{1/2},$$

or

$$\left[ \int p(x) |u(x)|^2 \, dx \right]^{1/2} \leq C \|u\|_{q-\varepsilon},$$

where $\|u\|_{q-\varepsilon}$ is the norm of $u$ in $L^{q-\varepsilon}(\Omega)$. Thus the imbedding $L^{q-\varepsilon}(\Omega) \rightarrow W_0(p)$ is continuous. Since by Lemma 2.1 the imbedding $W_0(p, a) \rightarrow L^{q-2}(\Omega)$ is compact, and since the composition of a compact map and a continuous map is compact we have the desired conclusion.

A second compactness theorem can be obtained independently of the Sobolev imbedding theorems. Yet despite its apparent simplicity it permits $p(x)$ which are inadmissible in Lemma 2.1. This generality is obtained at the expense of restricting ourselves to the strong spaces.

**Theorem 2.2.** Let Ω be bounded and convex and $p(x)$ be non-negative and measurable. If $p(x)$ is bounded above and has a positive lower bound on some open subset of Ω, then $(p, I)$ has the strong Rellich compactness property.

*Proof.* Let us assume that $B$ is a bounded subset of $H_0(p, I)$. It suffices to assume that $B \subset C^1(\Omega)$. Pick $x_0$ in Ω such that $p(x) \geq p_0$ for $|x - x_0| \leq \varepsilon_0$. Thus if $u$ is in B, $\forall u$ is in $L^2(\Omega)$ and $u$ is in $L^r(S(x_0, \varepsilon_0))$, where $S(x_0, \varepsilon_0) = \{x | x - x_0| \leq \varepsilon_0\}$. Now fix $\varepsilon_0, 0 < \varepsilon_0 < \varepsilon_1$. For any $\varepsilon$ such that $\varepsilon_0 \leq \varepsilon \leq \varepsilon_1$ set $u_\varepsilon(x) = u(x_0 + \varepsilon(x - x_0))/(|x - x_0|)$. For any $\varepsilon$ such that $\varepsilon_0 \leq \varepsilon \leq \varepsilon_1$ set $u_\varepsilon(x) = u(x_0 + \varepsilon(x - x_0))/(|x - x_0|)$. For any $\varepsilon$ such that $\varepsilon_0 \leq \varepsilon \leq \varepsilon_1$ set $u_\varepsilon(x) = u(x_0 + \varepsilon(x - x_0))/(|x - x_0|)$.
Introduce spherical coordinates \((r, \theta)\), \(r = |x - x_0|\) and 
\[
\theta = \frac{x - x_0}{|x - x_0|}.
\]

Then
\[
\int_{\varepsilon_0 < |x - x_0| < \varepsilon_1} |u(x)|^2 \, dx \leq \int_{\varepsilon_0}^{\varepsilon_1} r^{n-1} \int_{\theta}^{r\theta} |u(x_0 + r\theta)|^2 \, d\theta \, dr 
\leq \varepsilon^n - \varepsilon_0^n \min_{\varepsilon_0 < r < \varepsilon_1} \int_{\theta}^{r\theta} |u(x_0 + r\theta)|^2 \, d\theta.
\]

So for \(u\) in \(B\) there is an \(\varepsilon, \varepsilon_0 \leq \varepsilon \leq \varepsilon_1\) with
\[
(2.2) \quad \int_{\theta} |u(x_0 + \varepsilon\theta)|^2 \, d\theta \leq C_1,
\]

where \(C_1\) is a constant independent of the particular \(u\) in \(B\). Now if \(R\) is the diameter of \(\Omega\), also by (2.2)
\[
\int_{|x - x_0| \geq \varepsilon} |u_\varepsilon(x)|^2 \, dx \leq \int_{\varepsilon_0}^{\varepsilon_1} r^{n-1} \int_{\theta}^{r\theta} |u(x_0 + \varepsilon\theta)|^2 \, d\theta \, dr 
\leq C_1 \frac{R^n - \varepsilon^n}{n} < C_1 \frac{R^n}{n} \equiv C_2.
\]

So for each \(u\) in \(B\) there is an \(\varepsilon = \varepsilon(u), \varepsilon_0 \leq \varepsilon \leq \varepsilon_1\), such that
\[
(2.3) \quad \int_{|x - x_0| \geq \varepsilon_1} |u_\varepsilon(x)|^2 \, dx \leq C_2,
\]

and \(C_2\) is independent of \(u\) and \(\varepsilon\).

Also if \(|x - x_0| \geq \varepsilon\)
\[
|u(x) - u(x_0 + \varepsilon\frac{x - x_0}{|x - x_0|})| = \int_{t=0}^{1} \frac{d}{dt} u(t(x_0 + \varepsilon\frac{x - x_0}{|x - x_0|})) |\frac{x - x_0}{|x - x_0|}| \, dt.
\]

Letting \(t = s/(|x - x_0|)\) we see that
\[
|u(x) - u_\varepsilon(x)| \leq |x - x_0| \int_{t=0}^{1} \frac{d}{dt} u(x_0 + t(x - x_0)) |\frac{x - x_0}{|x - x_0|}| \, dt.
\]

Now square both sides and use the Schwartz inequality, integrating over \(|x - x_0| \geq \varepsilon_1\) to derive
\[
\int_{|x - x_0| \geq \varepsilon_1} |u(x) - u_\varepsilon(x)|^2 \, dx \leq R^2 \int_{|x - x_0| \geq \varepsilon_1} \int_{t=0}^{1} |\frac{d}{dt} u(x_0 + t(x - x_0))|^2 \, dt \, dx.
\]

We reverse the integrals on the right and set \(y = x_0 + t(x - x_0)\), obtaining
\[
\int_{|x - x_0| \geq \varepsilon_1} |u(x) - u_\varepsilon(x)|^2 \, dx \leq R^2 \int_{t=0}^{1} \frac{1}{t^n} \int_{\Omega} |\frac{d}{dy} u(y)|^2 \, dy \, dt,
\]
or

(2.4) \[ \int_{|x-x_0| \geq \varepsilon_1} |u(x) - u_\varepsilon(x)|^2 \, dx \leq C_3 \int_\Omega |\nabla u(y)|^2 \, dy , \]

where \( C_3 \) only depends on \( R \) and \( \varepsilon_0 \). From (2.3) and (2.4) we finally see that

\[
\begin{align*}
\int_\Omega |u(x)|^2 \, dx &= \int_{|x-x_0| \leq \varepsilon_1} |u(x)|^2 \, dx + \int_{|x-x_0| \geq \varepsilon_1} |u(x)|^2 \, dx \\
&\leq C_4 + 2 \int_{|x-x_0| \geq \varepsilon_1} |u(x) - u_\varepsilon(x)|^2 \, dx + 2 \int_{|x-x_0| \geq \varepsilon_1} |u_\varepsilon(x)|^2 \, dx \\
&\leq C_4 + 2C_3 \int_\Omega |\nabla u|^2 \, dy + 2C_3 .
\end{align*}
\]

Thus there is a \( C \) independent of \( u \) such that

(2.5) \[ \int_\Omega |u(x)|^2 \, dx \leq C \]

for all \( u \) in \( B \).

Now

\[ |u(x + h) - u(x)| \leq \int_0^{|h|} |\nabla u\left(x + t \frac{h}{|h|}\right)| \, dt \]

or

\[ |u(x + h) - u(x)|^2 \leq |h| \int_0^{|h|} |\nabla u\left(x + t \frac{h}{|h|}\right)|^2 \, dt . \]

Integrate both sides with respect to \( x \) and interchange the order of integration on the right to obtain

(2.6) \[ \int_\Omega |u(x + h) - u(x)|^2 \, dx \leq |h|^2 \int_\Omega |\nabla u(x)|^2 \, dx \leq C' \, |h|^2 . \]

By a well known theorem of Bochner, see [6] p. 38, (2.5) and (2.6) imply that \( B \) is compact in \( L^2(\Omega) \) and since \( p(x) \) is bounded above, \( B \) is compact in \( W_0(\Omega) \).

We see that the proof of Theorem 2.2 has yielded the following embedding theorem.

**Theorem 2.3.** Let \( p(x) \) and \( \Omega \) be as in Theorem 2.2. Then \( H_0(p, I) \) is embedded in \( L^2(\Omega) \) by a compact mapping.

It should be observed that in the applications to differential equations in § 5 only smooth functions are used. Also in many applications \( a(x) \) will be uniformly definite and \( p(x) \) bounded from below.
and above by positive constants on bounded subdomains \( \Omega \) of \( E^* \). In this case, where Theorem 2.1 applies anyway, the weak Rellich compactness of \((p, a)\) over \( \Omega \) follows from the classical Rellich selection principle referred to in § 1.

3. \( \Omega = E^* \). Throught this and the remaining sections of this paper the hypothesis of Theorem 2.1 or Theorem 2.2 are assumed to hold on each bounded subdomain of \( E^* \).

Our first compactness result gives conditions on \( p(x) \) sufficient for the mapping \( H_{\mathbb{E}}(p, I) \rightarrow H_{\mathbb{E}}(p) \) to be compact. So it may be assumed that the hypothesis either of Theorem 2.1 or 2.2 hold on bounded subdomains. Spherical coordinates \((r, \theta), r = |x|, \theta = x/|x|\) are introduced.

**THEOREM 3.1.** If \( p(x) \) satisfies the local conditions of Theorem 2.1 or 2.2, is continuous and in addition

\[
\lim_{\alpha \to \infty} \left[ \sup_{\theta} \int_{0}^{\infty} r^n p(r\theta) dr \right] = 0, \quad \text{and} \quad \inf_{\theta} \int_{1}^{\alpha} r^{n-1} p(r\theta) dr > 0
\]

then \((p, I)\) has the strong Rellich compactness property.

**Proof.** The theorem is proved if we can establish the inequality

\[
\int_{E^n} p(x) |u(x)|^2 dx \leq \gamma \left[ \int_{|x|<\alpha} p(x) |u(x)|^2 dx + \varepsilon(a) \int_{E^n} |\nabla u(x)|^2 dx \right],
\]

where \( \varepsilon(a) \to 0 \) as \( a \to \infty \), \( \varepsilon(a) \) and \( \gamma \) are independent of \( u \) in \( H_{\mathbb{E}}(p, I) \).

For if \( \{u_n\} \) is a bounded sequence in \( H_{\mathbb{E}}(p, I) \), by the results of the preceding section and Cantor diagonalization we can select a subsequence \( \{u_{n_k}\} \) which is Cauchy in \( H_{\mathbb{E}}(p) \) for each bounded subdomain \( \Omega \) of \( E^* \). But then (3.2) would show that \( \{u_{n_k}\} \) was Cauchy in \( H_{\mathbb{E}}(\Omega) \), and hence convergent. This would establish the desired conclusion.

Thus we need to prove (3.2) for \( u \) in \( H_{\mathbb{E}}(p, I) \). Without loss of generality assume that \( u \) is in \( C^1(E^*) \). Fix \( \theta \) and let \( 1 \leq s < t \). Then

\[
u(t\theta) = u(s\theta) + \int_{s}^{t} \nabla u(s\theta + (\tau - s)\theta) \cdot \theta d\tau,
\]

\[
u^2(t\theta) \leq 2u^2(s\theta) + 2(t - s) \int_{1}^{\infty} |\nabla u(\tau\theta)|^2 \tau^{n-1} d\tau.
\]

Multiply both sides of the inequality by \( s^{n-1}p(s\theta) \) and integrate with respect to \( s \) from \( s = 1 \) to \( s = a \), then divide by \( \int_{1}^{a} s^{n-1}p(s\theta) ds \) to derive
\[ u^2(t\theta) \leq \frac{2}{\int_1^a s^{n-1}p(s\theta)ds} \left[ \int_1^a s^{n-1}p(s\theta)|u(s\theta)|^2ds + \int_1^a (t-s)s^{n-1}p(s\theta)ds \right. \]
\[ \times \left. \int_1^\infty |V\mu(\tau\theta)|^2 \tau^{n-1}d\tau \right] . \]

Now multiply both sides by \( t^{n-1}p(t\theta) \) and integrate with respect to \( t \) from \( t = a \) to \( t = \infty \), to find that
\[
\int_a^\infty t^{n-1}p(t\theta)|u(t\theta)|^2dt \leq \frac{2}{\int_1^a s^{n-1}p(s\theta)ds} \left[ \int_1^a t^{n-1}p(t\theta)dt \right. \]
\[ + \frac{2}{\int_1^a s^{n-1}p(s\theta)ds} \int_1^\infty (t-s)s^{n-1}p(t\theta)p(s\theta)ds \]
\[ \times \int_0^\infty |V\mu(\tau\theta)|^2 \tau^{n-1}d\tau . \]

By reversing the order of integrations
\[
\int_a^\infty \int_0^a t^{n-1}(t-s)s^{n-1}p(t\theta)p(s\theta)dsdt = \left[ \int_1^a s^{n-1}p(s\theta)ds \right] \left[ \int_1^\infty t^{n-1}p(t\theta)dt \right] \]
\[ - \left[ \int_1^\infty t^{n-1}p(t\theta)dt \right] \left[ \int_1^a s^{n}p(s\theta)ds \right] . \]

Thus condition (3.1) shows that if \( \varepsilon(a) \) is defined by
\[
\varepsilon(a) = \sup_{\theta} \int_a^\infty \int_0^a t^{n-1}(t-s)s^{n-1}p(t\theta)p(s\theta)dsdt ,
\]
then
\[
\varepsilon(a) \rightarrow 0 \quad \text{as} \quad a \rightarrow \infty .
\]

Define
\[
\gamma \geq 2 \left( \inf_{\theta} \int_1^a s^{n-1}p(s\theta)d\theta \right)^{-1} \quad \text{for all} \quad a \geq A.
\]

Then (3.3) implies
\[
\int_a^\infty t^{n-1}p(t\theta)|u(t\theta)|^2dt \leq \gamma \left[ \int_1^a s^{n-1}p(s\theta)|u(s\theta)|^2ds \right. \]
\[ + \varepsilon(a) \int_0^\infty |V\mu(\tau\theta)|^2 \tau^{n-1}d\tau \right] . \]

Now if this is integrated over all \( \theta \), (3.2) results.

It is clear from the proof that the same conclusion follows if the condition
\[ \inf \int_{\delta}^{\infty} r^{-1} p(r^\theta) dr > 0, \]

is replaced by
\[ \inf \int_{\delta}^{\infty} r^{-1} p(r^\theta) dr > 0, \]

where \( \delta \) is a positive constant.

Our next theorem depends on a lemma related to a Sobolev type embedding theorem, see [3]. It differs from such embedding results in that instead of asserting that a function belongs to a certain Lebesgue class, it states that the function minus a suitable constant is in the Lebesgue space. This lemma was communicated to the author by N. Meyers. The proof is given in an appendix.

**Lemma 3.1.** Let \( r \) be a number with \( 1 < r < n \) and define \( r^* \) by the expression \( (r^*)^{-1} = r^{-1} - n^{-1} \). Then if \( u(x) \) is a function on \( E^* \) whose gradient is in \( L^r(E^*) \), there is a function \( v \) in \( L^{r^*}(E^*) \) and a constant \( k \) such that
\[ u(x) = v(x) + k. \]

Furthermore the inequality
\[ ||v||_{r^*} \leq c ||\nabla u||_r \]
holds, where \( c \) is a constant depending only on \( u \) and \( r \).

Now define a function \( q(x) \) such that
\[ \sum_{i,j=1}^n a_{ij}(x) y_i y_j \geq q(x) |y|^2 \]
for all \( x \) and \( y \) in \( E^* \). Theorem 3.2 gives conditions on \( p \) and \( q \) guaranteeing that \( (p, a) \) has the Rellich compactness property.

**Theorem 3.2.** Let \( q \) be such that (3.4) holds and \( \alpha \) a constant such that \( (2n)(n + 2)^{-1} < \alpha \leq 2 \). Then if
\begin{enumerate}
  \item \( p \) is in \( L^{\alpha(2n-1)}(E^*) \), and
  \item \( 1/q \) is in \( L^{(2-\alpha)(2n-1)}(E^*) \)
\end{enumerate}
the pair \( (p, a) \) has the weak Rellich compactness property.

**Proof.** By (3.4) we may assume without loss of generality that \( a(x) = q(x) I \). Let \( B \) be a bounded set in \( W(p, a) \), so that there is a constant \( K \) with
\[ \int p(x) u^2 \, dx + \int q(x) |\nabla u|^2 \, dx \leq K \]
for each \( u \) in \( B \). We must find a sequence in \( B \) which is convergent in the norm for \( W(p) \).

By Hölder's inequality if \( \alpha < 2 \)

\[
\int |F u|^{\alpha} \, dx = \int [q(x)^{-1}]^{\alpha/2} |q^{1/8}(x)F u|^{\alpha} \, dx \\
\leq \left[ \int [q(x)^{-1}]^{(2-\alpha)/2} \, dx \right]^{\alpha/2} \left[ \int q(x) \, |F u|^{\alpha} \, dx \right]^{1/2}.
\]

Thus for each \( u \) in \( B \)

\[(3.5) \quad \int |F u|^{\alpha} \, dx \leq C_1 K\]

where \( C_1 \) depends only on \( q(x) \). Clearly (3.5) also holds when \( \alpha = 2 \).

By Lemma 3.1 and (3.5) for each \( u \) in \( B \) there is a \( v_u \) in \( L^{\alpha^*} \) and a constant \( k_u \) such that

\[(3.6) \quad u = v_u + k_u,
\]

and

\[(3.7) \quad \|v_u\|_{\alpha^*} \leq C_2,
\]

where \( C_2 \) does not depend on \( u \).

Now we claim there is a sequence \( \{u_n\} \) from \( B \) such that the \( v_{u_n} \) associated with \( u_n \) by (3.6) converge in \( W(p) \). For by Hölder's inequality

\[
\int_{|z| > R} p(x)v_u^2 \, dx \leq \left( \int_{|z| > R} |v_u(x)|^{|\alpha^*} \, dx \right)^{2/|\alpha^*|} \left( \int_{|z| > R} [p(x)]^{|\alpha^*|/(\alpha^*-2)} \right)^{(\alpha^*-2)/\alpha^*}.
\]

So by hypothesis (i) and (3.7) the estimate

\[(3.8) \quad \int_{|z| > R} p(x)v_u^2 \, dx \leq C_2^2 \varepsilon(R)
\]

holds, where \( \varepsilon(R) \to 0 \) as \( R \to \infty \). By the results of § 2 and Cantor diagonalization there is a sequence \( \{v_{u_n}\} \) which converges in the \( W(p) \) norm on each compact subset of \( E^q \). But then the estimate (3.8) show that this sequence converges globally in \( W(p) \).

If \( q(x) \) is not in \( L^1(E^q) \), the fact that \( k = 0 \) in (3.6) follows. Then we are done since \( u_n = v_{u_n} \). But if \( p(x) \) is in \( L^1(E^q) \), then clearly from (3.6) and (3.8) with \( R = 0 \) we have the inequality

\[
|k| = \text{const.} \quad \|k\|_{W(p)} \leq \text{const.} \quad (\|u\|_{W(p)} + \|v_u\|_{W(p)}) \leq C,
\]

where \( C \) is independent of \( u \) in \( B \). Thus \( \{k_n\} \) is a bounded sequence in \( R^q \) and must have a convergent subsequence in \( R^q \). But this subsequence also converges in \( W(p) \). Hence \( u_n = v_{u_n} + k_{u_n} \) has a con-
vergent subsequence in \( W(p) \). This completes the proof.

If \( a(x) \) is uniformly definite then we may choose \( q(x) \) to be a positive constant. Then we may take \( \alpha = 2 \) in Theorem 3.2. As a special case of Theorem 3.2 we have the following corollary.

**COROLLARY 3.2.** If \( a(x) \) is uniformly definite and \( p(x) \) is in \( L^{n/2}(E^n) \) for \( n \geq 3 \), then \( (p, a) \) has the weak Rellich compactness property.

In the case where \( a(x) \) is uniformly definite a simple bound on the growth of \( p(x) \) as \( x \to \infty \) suffices to ensure a weaker compactness property of the pair \( (p, a) \).

**THEOREM 3.3.** If \( a(x) \) is uniformly definite and \( p(x) = o(|x|^{-2}) \) as \( x \to \infty \), then the inclusion map \( H(p, a) \cap L^1(E^n) \to H(p) \) is compact.

**Proof.** Without loss of generality assume that \( a(x) = I \) and let \( B \) be a bounded set in \( H(p, I) \cap L^1(E^n) \). For any function in \( L^1(E^n) \) with its gradient in \( L^2(E^n) \) the inequality

\[
\int |x|^2 u^{-2} dx \leq (n - 2)^{-2} \int |Vu|^2 dx
\]

holds, see [4] where (3.9) is proved in greater generality. But then because of the growth condition on \( p(x) \) we have the estimate

\[
\int_{|x| > R} p(x) u^2 dx \leq \varepsilon(R) \int |Vu|^2 dx,
\]

where \( \varepsilon(R) \to 0 \) as \( R \to \infty \). As before we pick a sequence \( \{u_n\} \) from \( B \) which converges in \( H(p) \) on each compact subset of \( E^n \). But (3.10) then shows that \( \{u_n\} \) converges globally in \( H(p) \), and the proof is complete.

The following section contains an example to show that in the case \( a(x) = I \) the conditions \( p(x) \in L^{n/2}(E^n) \) and \( p(x) = o(|x|^{-2}) \) of Corollary 3.2 and Theorem 3.2 are the best of their kind. By this is meant that \( p(x) \in L^{n/2+\varepsilon}(E^n) \) and \( p(x) = o(|x|^{-2}) \) will not be sufficient.

4. A necessary condition. In this section we limit ourselves to the case \( a(x) = I \). In this case Theorem 4.1 provides a necessary condition for \( (p, I) \) to have the Rellich compactness property.

**THEOREM 4.1.** Suppose \( (p, I) \) has the Rellich compactness property.
If \( n = 2 \), then \( p(x) \) must be in \( L^1(E') \). If \( n > 2 \) then necessarily

\[
\lim_{t \to \infty} t^{\frac{2}{n-2}} \int_{|x| < t} p(x) dx = 0 .
\]

**Proof.** For positive numbers \( a \) and \( k \) consider the piecewise \( C^1 \) function \( u(x; a, k) \) defined to be identically zero for \( |x| \leq a \) and \( |x| \geq a + k + 1 \), to be one for \( |x| = a + 1 \), and to be linear in \( |x| \) for \( a \leq |x| \leq a + 1 \) and \( a + 1 \leq |x| \leq a + k + 1 \). If \( Q[u] \) represents the quotient \( \left( \int |\nabla u|^2 dx \right) \left( \int p u^2 dx \right)^{-1} \), then

\[
Q[u(x; a, k)] = \text{const.} \left[ \frac{(a + 1)^n - a^n + k^{-2}((a + k + 1)^n - (a + 1)^n)}{\int p u^2 dx} \right].
\]

By obvious estimation of the denominator and multiplication of numerator and denominator by \( k^{2-n} \) we derive the estimate

\[
(4.2) \quad Q[u(x; a, k)] \leq \text{const.} \left[ k^{2-n}(a + 1)^n - a^n + (1 + k^{-1}(a + 1))^n - (k^{-1}(a + 1))^n \right].
\]

If \( n = 2 \) and \( \int p(x) dx = \infty \), (4.2) shows that for any \( a \) there is a \( k \) such that \( Q[u(x; a, k)] \leq 1 \). If \( n > 2 \) and (4.1) does not hold there is a \( \delta > 0 \) and a sequence \( \{t_m\} \) with \( t_m \to \infty \) such that

\[
(4.3) \quad t_m^{\frac{2-n}{n}} \int_{|x| < t_m} p(x) dx \geq 2 \delta
\]

for all \( m \). Now if \( k = k_m = 2(t_m - a - 1) \), the denominator of the right side of (4.2) becomes essentially

\[
(t_m - (a + 1))^{2-n} \left[ \int_{0 < |x| < t_m} p(x) dx - \int_{0 < |x| < a + 1} p(x) dx \right]
\]

\[
= \left( 1 - \frac{a + 1}{t_m} \right)^{2-n} \left[ t_m^{2-n} \int_{0 < |x| < t_m} p(x) dx - t_m^{2-n} \int_{0 < |x| < a + 1} p(x) dx \right]
\]

\[
\geq \delta
\]

for all large \( m \). Thus in either case there is a constant \( K \) such that for any given \( a \), there is a \( k \) such that \( Q[u(x; a, k)] \leq K \).

Thus if either condition of our theorem is violated we can pick a sequence \( \{u_n\} \) of piecewise \( C^1 \) functions with disjoint supports such that \( Q[u_n] \leq K \). But if we set \( v_n = \left( \int p u_n^2 dx \right)^{-1/2} u_n \), then

\[
\int p v_n^2 dx + \int |\nabla v_n|^2 dx = 1 + Q[u_n] \leq 1 + K
\]
for each \( n \). But \( \{v_n\} \) clearly cannot have any convergent subsequences since
\[
\int p(v_n - v_m)^2 \, dx = 2
\]
if \( n \neq m \). Thus if either condition in our theorem is violated, the pair \((p, I)\) will not have the Rellich compactness property.

As an example consider \( p(x) = |x|^{-2} \). By Theorem 4.1 \((p, I)\) does not have the Rellich compactness property. Yet \( p(x) \) is in \( L^{n/2+1}(E^n) \) for each \( \varepsilon > 0 \) and \( p(x) = 0(|x|^{-2}) \) as \( x \to \infty \).

5. Unconditionally nonoscillatory equations. Let \( p(x) \) and \( a(x) \) be as in § 1 and in addition let them be \( C^\infty \). We shall show that if \((p, a)\) has the Rellich compactness property then for each \( \lambda > 0 \) the equation
\[
\sum_{i,j=1}^n \frac{\partial}{\partial x_i} (a_{ij}u_j) + \lambda pu = 0
\]
is nonoscillatory. We say that in this case the equation
\[
\sum_{i,j=1}^n \frac{\partial}{\partial x_i} (a_{ij}u_j) + pu = 0
\]
is unconditionally nonoscillatory.

**Theorem 5.1.** Suppose that \((p, a)\) has either the weak or strong Rellich compactness property. Then (5.2) is unconditionally non-oscillatory.

**Proof.** Define \( C_0^\infty(|x| > R) \) to be the space of \( C^\infty \) functions with compact supports contained in the set of \( x \) with \(|x| > R\). Define the function \( f(R) \) by
\[
f(R) = \inf \{Q[\varphi] | \varphi \text{ is in } C_0^\infty(|x| > R)\},
\]
where
\[
Q[\varphi] = \left[ \int \sum_{i,j=1}^n a_{ij}(x)\varphi_i\varphi_j \, dx \right] \left[ \int p(x)\varphi^2 \, dx \right]^{-1}.
\]
Now \( f(R) \) is a continuous function of \( R \) and furthermore \( \lim_{R \to \infty} f(R) = \infty \). For if \( \lim_{R \to \infty} f(R) = L < \infty \), then we could select a sequence of functions in \( C_0^\infty \), say \( \{\varphi_m\} \), with disjoint supports such that
\[
\lim_{m \to \infty} Q[\varphi_m] = L.
\]
But this contradicts the fact that \((p, a)\) has the Rellich compactness property since if

\[
\psi_m = \left( \int p \varphi_m dx \right)^{-1/2} \varphi_m,
\]

then

\[
\int p \psi_m^2 dx + \int \sum_{i,j} \psi_{m,i} \psi_{m,j} dx = 1 + Q[\varphi_m] \leq K
\]

for all \(m\), and

\[
\int p(\psi_m - \psi_l)^2 dx = 2
\]

if \(m \neq l\). So on the one hand \(\{\psi_m\}\) forms a bounded set in \(W(p, a)\) or \(H(p, a)\) and on the other contains no subsequences convergent in \(W(p)\) or \(H(p)\).

Now if \(\lambda > 0\) pick \(R\) so that \(f(R) > \lambda\). If \(N\) is any bounded smooth subdomain of \(\{x \mid |x| < R\}\), the first eigenvalue \(\sigma_i\) of the problem

\[
\sum_{i,j=1}^n \frac{\partial}{\partial x_i} (a_{ij}(x)u_{ij}) + \sigma p(x)u = 0, \quad \text{in} \ N
\]

\[
u = 0 \quad \text{on} \quad \partial N
\]

is greater than \(f(R)\) and so \(\sigma_i > \lambda\). Thus \(N\) cannot be a nodal domain for the equation

(5.4) \[
\sum_{i,j=1}^n \frac{\partial}{\partial x_i} (a_{ij}(x)u_{ij}) + \lambda p(x)u = 0.
\]

So (5.4) is nonoscillatory, and (5.2) is unconditionally nonoscillatory.

**Corollary 5.1.** If \(p\) and \(q\) satisfy the conditions of Theorem 3.2, then (5.2) is unconditionally nonoscillatory.

**Corollary 5.2.** If \(a(x)\) is uniformly definite on \(E^n\), \(n \geq 3\), either of the following conditions is sufficient for (5.2) to be unconditionally nonoscillatory:

(i) \(p(x)\) is in \(L^{n/2}(E^n)\),

(ii) \(p(x) = o(|x|^{-n})\) as \(|x| \to \infty\).

Condition (ii) of Corollary (5.2) is also obtained as a special case of a theorem of Headley and Swanson, see [2] Theorem 5. However, Corollary 5.1 and condition (i) of Corollary 5.2 seem to be new.

Theorem 3.1 coupled with Theorem 5.1 leads to the next corollary.

**Corollary 5.3.** Suppose \(a(x)\) is uniformly definite on \(E^n\) and
\( p(x) \) is positive and continuous for each \( x \). If
\[
\lim_{\alpha \to \infty} \left[ \sup_{\theta} \int_{t}^{\infty} t^\alpha p(r\theta)dr \right] = 0 ,
\]
then (5.2) is unconditionally nonoscillatory.

Corollary 5.3 can be used to prove a theorem of Headley, see [1], Theorem 2. If the smallest eigenvalue of \( a(x) \) is greater than or equal to a positive constant \( K \) and \( g_0(r) = \max_{|x|=r} b(x) \), the equation
\[
(5.5) \quad K \sum_{i=1}^{n} \frac{\partial^2 v}{\partial x_i^2} + g_0(r)v = 0
\]
is a Sturmian majorant of the equation
\[
(5.6) \quad \sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} \left( a_{ij}(x)u_{ij} \right) + b(x)u = 0 .
\]
If we write (5.5) as an ordinary differential equation in \( r \) and transform to remove the first derivative term, as Headley does, we arrive at the equation
\[
Ky'' + \left[ g_0(r) - K(n-1)(n-3)/4r^2 \right] y = 0 ,
\]
which in turn is majorized by
\[
(5.7) \quad Ky'' + g^+_i(r)y = 0 ,
\]
where \( g^+_i(r) = \max(0, g_0(r) - K(n-1)(n-3)/4r^2) \). So if (5.7) is non-oscillatory so is (5.6). But Corollary 5.3 in the case \( n = 1 \) shows that the condition
\[
\int_{\alpha}^{\infty} rg^+_i(r)dr < \infty
\]
suffices. This is Headley's condition.

Appendix: Proof of Lemma 3.1. Suppose that \( f_1, \ldots, f_n \) are functions in \( L^r(\mathbb{E}^n) \) with the property that \( \frac{\partial f_i}{\partial x_i}(\partial x) = (\partial f_j)/(\partial x_i) \) as distributions. We shall construct a function \( v \) such that
\[
(A.1) \quad \frac{\partial v}{\partial x_i} = f_i , \quad i = 1, \ldots, n .
\]
and
\[
(A.2) \quad \| v \|_r \leq c \| f \|_r ,
\]
where \( (r^n)^{-1} = r^i - n^{-i}, f = (f_1, \ldots, f_n), \) and \( c \) is a constant that
depends only on \( n \) are \( r \). The proof is based on the validity of the inequality

\[
(A.3) \quad \| \varphi \|_r \leq c \| r_{\varphi} \|_r
\]

for functions with compact support, see [3].

Let \( f_i^{(k)} \) be a modification of \( f_i \) so that \( f_i^{(k)} \rightarrow f_i \) in \( L^r \) as \( k \rightarrow \infty \). Set \( \Gamma(x) = \text{const.} \cdot |x|^{-n} \) if \( n \geq 3 \) and \( \Gamma(x) = \text{const.} \cdot \log |x| \) if \( n = 2 \), so that \( \Delta \Gamma = \varepsilon \), where \( \varepsilon \) is the Dirac distribution with support at zero, and \( \Delta = \sum_{i=1}^n \partial^2 / (\partial x_i^2) \). Let \( \xi_h(x) \) be a smooth function with \( 0 \leq \xi_h \leq 1 \), \( \xi_h(x) = 1 \) for \( |x| \leq h \), \( \xi_h(x) = 0 \) for \( |x| \geq 2h \), \( |r_\xi_h| \leq 2h^{-1} \).

Now consider the function

\[
v_h^{(k)} = \sum_{i=1}^n \left( \xi_h \frac{\partial \Gamma}{\partial x_i} \right)^* (f_j^{(k)} \xi_h).
\]

Differentiate and use the fact that \( (\partial f_i) / (\partial x_j) = (\partial f_j) / (\partial x_i) \), so that

\[
\frac{\partial v_h^{(k)}}{\partial x_j} = \sum_{i=1}^n \left( \xi_h \frac{\partial \Gamma}{\partial x_i} \right)^*(f_j^{(k)} \xi_h) + \sum_{i=1}^n \xi_h \frac{\partial \Gamma}{\partial x_i} \left( \frac{\partial \xi_h}{\partial x_j} \frac{\partial f_j^{(k)}}{\partial x_i} - \frac{\partial f_j^{(k)}}{\partial x_j} \frac{\partial \xi_h}{\partial x_i} \right).
\]

Finally

\[
(A.4) \quad \frac{\partial v_h^{(k)}}{\partial x_j} = f_j^{(k)} \xi_h + \sum_{i=1}^n \left( \frac{\partial \xi_h}{\partial x_i} \frac{\partial \Gamma}{\partial x_i} \right)^*(f_j^{(k)} \xi_h) + \sum_{i=1}^n \xi_h \frac{\partial \Gamma}{\partial x_i} \left( \frac{\partial \xi_h}{\partial x_j} \frac{\partial f_j^{(k)}}{\partial x_i} - \frac{\partial f_j^{(k)}}{\partial x_j} \frac{\partial \xi_h}{\partial x_i} \right).
\]

For each \( i \)

\[
\left\| \frac{\partial \xi_h}{\partial x_i} \frac{\partial \Gamma}{\partial x_i} \right\|_r \leq \left\| f_j^{(k)} \right\|_r \leq \text{const.} \left\| f_j^{(k)} \right\|_r
\]

so that the first summation term on the right in (A.4) is bounded in \( L^r \) uniformly in \( h \). Furthermore we find that for each \( i \) the same term is tending to zero in \( L_{\text{loc}}^r \) as \( h \rightarrow 0 \). For if \( B_a \) is the set of \( x \) with \( |x| \leq a \), Hölder’s inequality implies that

\[
\int_{B_a} \left| \frac{\partial \xi_h}{\partial x_i} \frac{\partial \Gamma}{\partial x_i} f_j^{(k)} \xi_h \right| |x|^{-n} \, dx \leq \text{const.} \int_{B_a} |f_j^{(k)}(x)| \, dx \int_{B_a} \left| \frac{\partial \xi_h}{\partial x_i} \frac{\partial \Gamma}{\partial x_i} (y - x) \right| |y - x| \, dy \, dx
\]

\[
\leq \text{const.} \int _{|x| \geq h - a} |f_j(x)| \, dx \longrightarrow 0 \text{ as } h \longrightarrow \infty .
\]

Furthermore Hölder’s inequality also shows that all the other terms in the right side of (A.4) tend to zero in \( L^r \) as \( h \rightarrow \infty \).

So \( (\partial v_h^{(k)}) / (\partial x_j) - f_j^{(k)} \) is bounded in \( L^r \) as \( h \rightarrow \infty \) and converges to
zero in $L^\infty$. For some sequence of $h$'s then tending to infinity,

$$\frac{\partial v^{(k)}}{\partial x_j} \longrightarrow f^{(k)}_j$$

weakly in $L^r$. Also (A.3) holds for each $v^{(k)}_h$ so there is a further
subsequence of $h$'s with $v^{(k)}_h \to v^{(k)}$ weakly in $L^r$. Hence $(\partial v^{(k)})/(\partial x_j) = f^{(k)}_j$ as distributions and (A.2) holds for $v = v^{(k)}$ and $f = f^{(k)}$. Finally
for a subsequence of $k$'s tending to $\infty$, $v^{(k)} \to v$ weakly in $L^r$ and
$(\partial v^{(k)})/(\partial x_j) \to f_j$ in $L^r$. So $(\partial v)/(\partial x_j) = f_j$ and (A.2) holds. This com-
pletes the proof.
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