ON MALCEV ALGEBRAS

T. S. RAVISANKAR
A Malcev algebra is an anticommutative algebra satisfying the identity \((xy)(xz) = ((xy)z)x + ((yz)x)x + ((zx)x)y\). Various notions of solvability have been introduced for a Malcev algebra mainly with the aim of proving the following result or one of its corollaries for the related notion of semisimplicity.

**THEOREM A.** A semisimple Malcev algebra over a field of characteristic zero is a direct sum of ideals which are simple as algebras.

In the present paper all these notions of solvability are shown to be equivalent. This fact enables simplifications of proofs of some known results. The Killing form of a Malcev algebra is considered and is shown to possess some of the nice properties of the classical Cartan-Killing form of a Lie algebra. Finally, the structure of the Malcev algebra is studied in relation to that of the derivation algebra of an associated Lie triple system.

The equivalence of the notions of solvability is proved in §1 of the paper (Theorem 1.1). This result is used in §2 to give an alternative proof of Theorem A. This equivalence is further used to simplify the proofs of certain results of Loos [6] and to throw some light on a conjecture of Sagle [7]. In §§3, 4 we consider the Killing form of a Malcev algebra over a field of characteristic prime to six. The equivalence (Theorem 3.1) of the nondegeneracy of the Killing forms of a Malcev algebra and of the (standard) enveloping Lie algebra of its associated Lie triple system enables us to extend to Malcev algebras an important result of Zassenhaus for Lie algebras. Other results in these sections are in the nature of extensions or analogues for Malcev algebras of known results for Lie algebras. In §5 we consider the derivation algebra of the Lie triple system associated to a Malcev algebra over a field of characteristic zero. In the absence of any result connecting the semisimplicity of the derivation algebra to that of the Malcev algebra itself, Theorem 5.1 of this section seems to be the only one of its class.

1. Equivalence of the variants of the notion of solvability. Let \(A\) be a finite dimensional Malcev algebra (as is assumed throughout the present paper) over a field \(F\) of characteristic prime to six. Let \(T_a\) be the Lie triple system associated to \(A\) by defining the composition \([x, y, z] = 2(xy)z - (yz)x - (zx)y\) in the vector space \(A\) (see [6]); let \(T\) be the general Lie triple system (see [8]) formed by the space \(A\)
with respect to the compositions \(xy\) and \([x, y, z]\) = \((xy)z - (yz)x - (zx)y\). For \(x, y, z\) in \(A\), we denote by \(J(x, y, z)\), the element \((xy)z + (yz)x + (zx)y\). Then if \(B\) is an ideal of \(A\), so are \(BB + (BB)A, [T_A, B, B], [B, B, B], BB + [T', B, B], \) and \(BB + J(B, B, A)\). The notions of solvability arising from the iteration of these ideals are respectively called \(L\)-solvability (see [4]), solvability as an ideal of the Lie triple system \(T_A\), weak (schwach) solvability as an ideal of \(T_A\) (see [6]), \(Y\)-solvability (in the sense of Yamaguti [8]) and strong solvability. Then we have the

**Theorem 1.1.** For an ideal \(B\) of \(A\), the following statements are equivalent.

(i) \(B\) is solvable.

(ii) \(B\) is \(L\)-solvable.

(iii) \(B\) is solvable as an ideal of \(T_A\).

(iv) \(B\) is weak solvable as an ideal of \(T_A\).

(v) \(B\) is \(Y\)-solvable.

(vi) \(B\) is strongly solvable.

**Proof.** (i) ⇔ (ii) is essentially a recently proved result ([4], Lemma 2). Further, for an ideal \(B\) of \(A\) we have

\[BB \subseteq BB + [T', B, B] = BB + J(B, B, A) = BB + (BB)A .\]

The iteration of these inclusions immediately yields the equivalence of (i), (ii), (v) and (vi), from the equivalence of (i) and (ii). That (iii) ⇒ (i) is known. (See the first part of the proof of [6], Satz 2; we note that this part of the proof holds even for the characteristic of \(F \neq 2, 3\), though not explicitly stated there.) Again, for the ideal \(B\)

\([T_A, B, B] \subseteq 2(T_A B) B + (BB) T_A + (BT_A) B \subseteq BB + (BB) A .\]

By iteration, this leads to (i) ⇒ (iii) in view of the equivalence of (i) and (ii). Again (iv) ⇒ (i) is a known implication (see [6], Korollar 5). It is further evident that (i) ⇒ (iii) ⇒ (iv). The theorem is completely proved.

**Remark 1.** In Theorem 1.1, (i) ⇒ (iii) is a considerable improvement of the same implication proved in [6], when \(B\) is an ideal of a Malcev algebra \(A\) over a field of characteristic zero. This restriction on the characteristic of the base field, involved heavily in the proof in [6], is superfluous for arriving at this implication, as well as (iv) ⇒ (i).

2. At this point we refer the reader to the notions of \(J\)-potency and \(J_r\)-potency introduced by Sagle (see [7], §6). For the sake of convenience we make a departure from Sagle’s notions by omitting the additional assumption that the index of \(J_r\)-potency is greater than
or equal to 2. This omission amounts to defining any Lie ideal of a Malcev algebra to be $J$-potent. If $B$ is a solvable ideal of $A$, and consequently $L$-solvable by Theorem 1.1, then $B$ is $J_1$-potent. For, $J_1(B) = J(B, B, A) \subseteq BB + (BB)A = B^{(1)}$; by induction $J_{k+1}(B) = J(J_k(B), J_1(B), A) \subseteq B^{(k)}B^{(k)} + (B^{(k)}B^{(k)})A = B^{(k+1)}$. In particular, the maximal solvable ideal of $A$, or its radical $R$, is contained in the maximal $J_1$-potent ideal $\mathfrak{Z}(A)$ of $A$. The preceding argument with $J_1$-potency replaced by $J$-potency ($\mathfrak{Z}(A)$ being the $J$-radical) along with Theorem 6.6: For a Malcev algebra $A$ over a field of characteristic zero, $\mathfrak{Z}(A) = 0$ implies that $A$ is non-Lie, and that $A$ is a direct sum of simple ideals. On the other hand, if we retain Sagle’s definition of the concept of $J$-potency, we are able to assert his conjecture (see [7], §1) that the actual converse of his Theorem 6.6 does not hold. For this assertion we need only consider the example of an algebra composed of the direct sum (as ideals) of a simple non-Lie Malcev algebra and a nonsemisimple Lie algebra.

2. Simple proof of Theorem A. The use of Theorem 1.1 in the proof of Theorem A is actually in Lemma 2.1, which in turn leads to Proposition 2.2.

We define the $C$-radical of a Malcev algebra (Lie triple system) to be its maximal solvable characteristic ideal and observe that the $C$-radical is contained in the radical. Further, any ideal of a Malcev algebra $A$ is an ideal of the Lie triple system $T_A$; any characteristic ideal of $T_A$ is a characteristic ideal of $A$ (see [6], Lemma 2 and Bemerkung following it). Thus we have, in view of Theorem 1.1, the following

**Lemma 2.1.** $C$-radical of $T_A \subseteq C$-radical of $A \subseteq \text{radical of } T_A$.

In case the base field is of zero characteristic, the radical of $T_A$ is a characteristic ideal ([6], Lemma 5). We can then replace the inclusions in Lemma 2.1 by equalities. This observation immediately leads to

**Proposition 2.2** (cf. [6], Satz 2). *Over a field of characteristic zero, $A$ is semisimple iff $T_A$ is semisimple; more explicitly, the radicals of $A$ and $T_A$ coincide.*

**Proof of Theorem A.** We first observe that if $T_A$ is simple for a Malcev algebra $A$, then $A$ is itself simple. (Any ideal of $A$ is an ideal of $T_A$ and $AA \neq 0$.) Theorem A now follows immediately from
this observation, Proposition 2.2 and the analogue of Theorem A itself for Lie triple systems ([5], Theorem 2.9).

We have the following corollaries.

**Corollary 2.3** (cf. [6], Korollar 2). Over a field of characteristic zero, $A$ is simple iff $T_A$ is simple.

**Corollary 2.4** (cf. [6], Korollar 3 and [8], Theorem 2.3). Every derivation of a semisimple Malcev algebra $A$ over a field of characteristic zero is inner.

*Proof. $T_A$ is semisimple, by Proposition 2.2. Hence, every derivation of $T_A$ is inner ([5], Theorem 2.11). Let $L_x$ or $L(x)$ denote the left multiplication in $A$ and let $D$ be a derivation of $A$. Then $D$ is a derivation of $T_A$ so that $D = \sum_{i=1}^n R(x_i, y_i)$ for some $x_i, y_i$ in $A$. ($R(x, y)$ is the mapping $z \rightarrow [x, y, z] = z(2L_{xy} - [L_x, L_y])$ of $A$ into $A$.) Since the Lie multiplication algebra $\mathcal{L}(A)$ of $A$ is $L(A) + [L(A), L(A)]$ ([7], Theorem 5.1), we have $D \in \mathcal{L}(A)$; or that $D$ is an inner derivation of $A$.

3. The Killing form of a Malcev algebra. Let $A$ be a Malcev algebra over a field of characteristic prime to six and $T_A$ be the Lie triple system associated with it. Let $L = T_A \oplus [T_A, T_A]$ be the enveloping Lie algebra of $T_A$ obtained by the standard construction (or imbedding) (see [2], [5]). This construction can be essentially described as follows: $L = T_A \oplus D_0(T_A)$ (vector space direct sum), where $D_0(T_A)$ is the Lie algebra of all inner derivations of $T_A$, i.e. derivations of the form $\sum R(x_i, y_i); R(x, y): z \rightarrow [x, y, z]$. The composition in $L$ is defined by (see [6])

\[
[x, y] = R(x, y) \\
[D, x] = -[x, D] = xD \\
[D_i, D_j] = D_iD_j - D_jD_i
\]

for $x, y$ in $T_A$ and $D_i, D_j, D_z$ in $D_0(T_A)$. Actually $T_A$ is the subspace of skewsymmetric elements, and $[T_A, T_A] = D_0(T_A)$ the subspace of symmetric elements with respect to an uniquely defined involutory automorphism $\sigma$ in $L$. Let $\beta(u, v) = \text{trace ad } u \text{ ad } v$ be the Killing form of $L$ and $\alpha(x, y) = \text{trace } L_xL_y(L_z$ stands for the left multiplication in $A.)$ the Killing form of $A$. As is already known (see [6], Lemma 6), $6\alpha(x, y) = \beta(x, y)$ for $x, y$ in $A$. Further, we observe that the spaces $T_A$ and $[T_A, T_A]$ are orthogonal to each other relative to the Killing form $\beta$ of $L$. We now prove the
THEOREM 3.1. If $A$ is a Malcev algebra over a field of characteristic prime to six, then the Killing form of $A$ is nondegenerate iff the Killing form of $L$ is nondegenerate.

Proof. Firstly, suppose that the Killing form $\beta$ of $L$ is nondegenerate. If possible, let $x \in A$ and $\alpha(x, y) = 0$ for all $y$ in $A$. Then $\beta(x, y) = 0$ for all $y$ in $A$; but $\beta(x, [T_A, T_A]) = 0$ so that $\beta(x, L) = 0$. $\beta$ being nondegenerate, $x = 0$. Thus the Killing form $\alpha$ of $A$ is also nondegenerate.

Now, to prove the reverse implication, let the Killing form $\alpha$ of $A$ be nondegenerate. Let $z + \sum [x_i, y_i]$ be an element of $L \equiv T_A \oplus [T_A, T_A]$ such that $\beta(z + \sum [x_i, y_i], L) = 0$. In particular, $\beta(z + \sum [x_i, y_i], T_A) = 0$, i.e. $\beta(z, T_A) = 0$. But $z \in T_A$, so that $\alpha(z, T_A) = 0$, since the characteristic of the base field is prime to six. Since the Killing form of $A$ is nondegenerate this is possible only if $z = 0$. Hence we have $\beta(\sum [x_i, y_i], L) = 0$. If, for instance, $u, v$ are arbitrary elements in $T_A$, $\beta(\sum [x_i, y_i], [u, v]) = 0$. Since the Killing form of a Lie algebra is associative ([3], p. 71), we have that $\beta([\sum [x_i, y_i], u, v]) = 0$. But $[\sum [x_i, y_i], u]$ belongs to $T_A$, and so $\alpha([\sum [x_i, y_i], u], v) = 0$. This coupled with the assumption that the Killing form of $A$ is nondegenerate, yields $[\sum [x_i, y_i], u] = 0$. Since $u$ is arbitrary in $T_A$, it now follows from the definition of standard imbedding (see [2], [5] and beginning of this section) that $\sum [x_i, y_i] = 0$. In other words, the Killing form of $L$ is nondegenerate and the proof of the theorem is complete.

REMARK 1. The standard construction is used only in the “only if” part of the above theorem. The “if” part just requires that $T_A$ be imbedded as the subspace of skewsymmetric elements with respect to an involutory automorphism in a Lie algebra $L$.

COROLLARY 3.2 (cf. [6], Theorem A). The Killing form of a semisimple Malcev algebra $A$ over a field of characteristic zero is nondegenerate.

Proof. $T_A$ is a semisimple Lie triple system by Proposition 2.2. Consequently the (standard) enveloping Lie algebra $L$ is semisimple (see [5], Theorem 2.7). Further, the Killing form of $L$ is nondegenerate ([3], pp. 69, 70). Now, the “if” part of the above Theorem 3.1 immediately yields the corollary.

REMARK 2. Theorem A can be also deduced from Corollary 3.2, using Dieudonné’s theorem ([3], p. 71, Theorem 3.3; see also [7], Theorem 7.20). Note that Corollary 3.2 incidentally leads to the characterization (see [6]): A simple non-Lie Malcev algebra over an
algebraically closed field of characteristic zero is isomorphic to the 7-dimensional Malcev algebra constructed by Sagle ([7], Example 3.2).

**REMARK 3.** If $R$ is the radical of a Malcev algebra $A$ over a field of characteristic zero, then $R$ is also the radical of the (standard) enveloping Lie algebra $L$ due to Cartan-Harish-Chandra ([3], p. 73, Theorem 3.5), to obtain the following analogue of the same theorem for Malcev algebras: $R \equiv \{x \in A | \alpha(x, [T_A, T_A, T_A]) = 0 \}$ (see [6], p. 561, l. 7). We note that this characterization of the radical itself would suffice to deduce Corollary 3.2 (or [6], Theorem A) directly.

The following analogue for Malcev algebras of a known criterion for solvability for a Lie algebra (see [3], p. 69) is a trivial consequence of the above characterization of the radical and Theorem 1.1.

**PROPOSITION 3.3.** A Malcev algebra $A$ over a field of characteristic zero is solvable iff $\alpha(x, x) = 0$ for all $x$ in $[T_A, T_A, T_A]$.

**REMARK 4.** Satz 3 of [6] enables us to replace $[T_A, T_A, T_A]$ in Proposition 3.3 by $A^{(k)}$ for $k \geq 3$, where $A^{(1)} = A, A^{(2)} = A^{(1)}A^{(1)}, \ldots, A^{(k+1)} = A^{(k)}A^{(k)}$, $\cdots$ is the derived series of $A$.

4. Extension of a theorem of Zassenhaus. As an application of Theorem 3.1, we shall give in this section an extension, to Malcev algebras, of a theorem of Zassenhaus for Lie algebras ([3], p. 74, Theorem 3.6).

Let $A$ be a Malcev algebra over a field of characteristic prime to six such that the Killing form $\alpha$ of $A$ is nondegenerate. Then, the Killing form $\beta$ of the enveloping Lie algebra $L$ of $T_A$ (standard imbedding) is nondegenerate by Theorem 3.1. Hence, every derivation of $L$ is inner, by a known result ([3], Theorem 3.6). Now, suppose $D$ is a derivation of $T_A$. Define a mapping $D'$ on $[T_A, T_A]$ by specifying $(x, y))D' = [xD, y] + [x, yD]$ for $x, y$ in $T_A$, and extending linearly to $[T_A, T_A]$. Then, the mapping $D'$ is well-defined (see [5]). For, if $\sum [x_i, y_i] = \sum [x'_i, y'_i]$ for $x_i, y_i, x'_i, y'_i$ in $T_A$, then $\sum [x_i, y_i] - \sum [x'_i, y'_i], t] = 0$ for all $t$ in $T_A$, i.e. $\sum [x_i, y_i, t] - \sum [x'_i, y'_i, t] = 0$. Since $D$ is a derivation of $T_A$, we have $\sum [x_iD, y_i, t] + \sum [x_i, y_iD, t] - \sum [x'_iD, y'_i, t] - \sum [x'_iD, y'_iD, t] + \sum [x_i, y_i, tD] - \sum [x'_i, y'_i, tD] = 0$; hence $(\sum [x_i, y_i] - \sum [x'_i, y'_i])D', t = 0$. By the definition of standard imbedding (see [2], [5] and the beginning of §3), we have $(\sum [x_i, y_i])D' = (\sum [x'_i, y'_i])D'$; in other words $D'$ is single-valued. The mapping $D'$ determines a derivation $\tilde{D}$ on $L$ extending $D$ so that $\tilde{D} = \text{ad } a$ for some $a$ in $L$. (ad $a$ is the mapping $b \to [a, b]$ of $L$ into itself.) Now, since $\tilde{D}$
restricted to $T_A$ maps $T_A$ into itself, for $x$ in $T_A$, $[a, x]$ belongs to $T_A$, i.e. $a$ should belong to $[T_A, T_A]$. This means precisely that $D$ is an inner derivation of $T_A$. This observation leads as in the proof of Corollary 2.4 to the following extension of the theorem of Zassenhaus.

**Theorem 4.1.** If the Killing form of a Malcev algebra $A$ over a field of characteristic prime to six is nondegenerate, then every derivation of $A$ is inner.

**Remark.** Since many of the identities for a Malcev algebra are known only with one or other of the restrictions of characteristic $\neq 2, 3$ on the base field, it does not seem likely that one can dispense with these restrictions in Theorem 4.1.

5. The derivation algebra $D(T_A)$. In this section we consider the derivation algebra $D(T_A)$ of the Lie triple system $T_A$ associated with a Malcev algebra $A$ over a field of characteristic zero.

**Theorem 5.1.** A Malcev algebra $A$ over a field $F$ of characteristic zero is semisimple iff $D(T_A)$ is a semisimple Lie algebra.

**Proof.** Firstly let $A$ be semisimple. Then, by Proposition 2.2, $T_A$ is a semisimple Lie triple system. Hence, every derivation of $T_A$ is inner (see [5], Theorem 2.11). By [6], Lemma 2, $D(T_A) = \mathcal{L}(A)$, the Lie multiplication algebra of $A$ (see also [6], p. 558). But $\mathcal{L}(A)$ is known to be semisimple ([7], Corollary 5.32); $D(T_A)$ is semisimple. This proves the "only if" part of the theorem.

Conversely, let $D(T_A)$ be semisimple, for a Malcev algebra $A$ over the field $F$. Then $D(T_A)$ is completely reducible in $T_A$ (see [3], p. 81, Theorem 3.10), so that $T_i$ is a direct sum of $D(T_i)$-irreducible subspaces $T_i$ of $T_A$. $T_i$ are then characteristic ideals of $T_A$ (see [6], Bemerkung following Lemma 2), such that each $T_i$ has no characteristic ideals other than $T_i$ and 0. Now $[T_i, T_i, T_i]$ is a characteristic ideal of $T_i$ which should therefore be either 0 or $T_i$. In the latter case, the radical $R_i$ of $T_i$ over the field $F$ of characteristic zero is a characteristic ideal ([6], Lemma 5); since $[T_i, T_i, T_i] = T_i$, $T_i$ is not solvable so that $R_i = 0$ and $T_i$ is semisimple. In this case every derivation of $T_i$ is inner ([5], Theorem 2.11), so that any ideal of $T_i$ is a characteristic ideal of $T_i$. In other words, $T_i$ is simple in this case. Thus we have $T_A = C \oplus T'$, where $C = \{x \in T_A | [x, T_A, T_A] = 0\}$ and $T'$ is a direct sum of simple ideals. If $C \neq 0$, then the mapping $I: y + t \rightarrow y = (y + t)I$ (for $y \in C$, $t \in T'$) of $T_A$ into itself is a derivation of $T_A$; the subspace $\{\alpha I\}_{\alpha \in F}$ is a solvable (in fact, central) ideal of $D(T_A)$, a contradiction to the semisimplicity of $D(T_A)$. Hence $C = 0$; and $T_A$
is semisimple. $A$ is therefore semisimple (by Proposition 2.2).

**Remark 1.** The above theorem is somewhat analogous to a result of Hochschild\(^1\) ([1]): An associative (Lie) algebra over a field $F$ of characteristic zero is semisimple iff its derivation algebra is semisimple. Incidentally we note that, for the case of Lie algebras, this result can be proved as follows. If $L$ is a semisimple Lie algebra, $x \to \text{ad } x$ is a faithful mapping and $D(L) = \{\text{ad } x\}_{x \in L}$ is semisimple. Conversely, if $D(L)$ is semisimple for a Lie algebra $L$, $\{\text{ad } x\}_{x \in L}$, being an ideal of $D(L)$, is semisimple. Hence $\{\text{ad } L\}$ is completely reducible in $L$ ([3], Theorem 3.10); $L$ is thus reductive, $L = \text{center } C' \oplus \text{the semisimple ideal } [L, L]$. As in the second part of the proof of Theorem 5.1, if $C' \neq 0$, the linear mapping which coincides with the identity map on $C'$ and 0 on $[L, L]$ is a derivation $D$ of $L$; then $\{\alpha D\}_{\alpha \in \mathbb{F}}$ is a solvable (central) ideal of $D(L)$ giving rise to a contradiction, thus proving that $L$ is semisimple.

**Remark 2.** As an illustration of Theorem 5.1, we note that the derivation algebra $D(T_A)$ associated with the 7-dimensional Malcev algebra $A$ constructed by Sagle [7], is a 21-dimensional simple Lie algebra of type $B_3$. In fact, $D(T_A) = \mathcal{S}(A)$ [6, Lemma 2] = $\mathcal{A}(A, A)$ (in the notation of Sagle [7], Theorem 5.9) is a simple Lie algebra of dimension 21 [7, p. 455]. That it is of type $B_3$ follows from [3, Theorem 4.7], using the nondegeneracy of the Killing form of $A$.
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