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Let \((X, \mathcal{U})\) be a uniform space in some set theoretical structure \(\mathcal{M}\) and let \(*X\) be the set corresponding to \(X\) in an enlargement \(*\mathcal{M}\) of \(\mathcal{M}\). In this paper a set of \(\mathcal{U}\)-finite elements of \(*X\) is defined and this set is used to define a nonstandard hull of \((X, \mathcal{U})\). The main result is that, with some specific exceptions depending on the existence of measurable cardinal numbers, this nonstandard hull is the same as the smallest of the nonstandard hulls defined by Luxemburg. This result is used in giving a characterization of subsets of \(X\) on which every uniformly continuous, real valued function is bounded. Also, two examples are given to illustrate the possible structure of the nonstandard hulls.

The nonstandard hulls defined by Luxemburg [4] are obtained from sets \(F\) of "finite" elements of \(*X\) which may be written in the form

\[ F = \{p \mid p \in *X \text{ and } *f(p) \text{ is finite for all } f \in \mathcal{F} \} \]

where \(\mathcal{F}\) is a set of uniformly continuous, real valued functions on \((X, \mathcal{U})\). The concept of finiteness introduced in this paper is entirely different. An element \(p\) of \(*X\) is \(\mathcal{U}\)-finite if, for each \(A\) in \(\mathcal{U}\) there is a sequence \(q_0, \ldots, q_n\) in \(*X\) which satisfies the conditions (i) \(q_0 = p\), (ii) \(q_n = *x\) for some \(x\) in \(X\), and (iii) for each \(j = 0, \ldots, n - 1\) the pairs \((q_j, q_{j+1})\) and \((q_{j+1}, q_j)\) are both in \(*A\).

Our main result is that the set of \(\mathcal{U}\)-finite elements of \(*X\) is equal to the set

\[ \{p \mid p \in *X \text{ and } *f(p) \text{ is finite for every uniformly continuous, } \]

real valued function \(f\) on \((X, \mathcal{U})\}\}

if and only if it is impossible to partition \(X\) into a measurable cardinal number of subsets \(\{X_a \mid a \in I\}\) which are "uniformly open" in the sense that there is an \(A\) in \(\mathcal{U}\) such that

\[ x \in X_a \text{ implies } \{y \mid (y, x) \in A\} \subset X_a \]

for every \(a\) in \(I\). In particular, these two sets of finite elements of \(*X\) are equal whenever the number of topologically connected components of \((X, \mathcal{U})\) is smaller than every measurable cardinal number.

This result is used in giving a characterization of those subsets \(Y\) of \(X\) such that every uniformly continuous, real valued function on \((X, \mathcal{U})\) is bounded on \(Y\), generalizing a Theorem of Atsuji [2].
Also, two examples are presented which illustrate the possible structure of the nonstandard hulls defined using the set of $\mathbb{N}$-finite elements of $*X$. These examples are based on ideas due to L. C. Moore, to whom the author is grateful for many helpful conversations on the subject of this paper.

1. Throughout this paper $\mathcal{M}$ denotes a set theoretical structure and $*\mathcal{M}$ denotes an enlargement of $\mathcal{M}$. (The image of an element $x$ of $\mathcal{M}$ under the embedding into $*\mathcal{M}$ is denoted by $*x$.) Whether $\mathcal{M}$ and $*\mathcal{M}$ are taken to be structures for type theory (as in [4] and [6]) or to be structures for the $\varepsilon$-language of ordinary set theory (as in [5] and [7]) is a matter of taste. Most references in this paper will be to [4], although the concepts and results in [4] can easily be set in the frameworks of nonstandard analysis described in [5] and [7].

As is usual, it is assumed here that the set $\mathbb{N}$ of positive integers and the set $\mathbb{R}$ of real number are elements of $\mathcal{M}$, and that the embedding $x \mapsto *x$ is the identity on $\mathbb{R}$ (and thus also on $\mathbb{N}$.) The extensions to $*R$ of the operations $\pm$ and $\cdot$ on $R$, as well as of the ordering $<$ on $R$, will be denoted by the same symbols. In general the embedding $x \mapsto *x$ is not the identity on sets in $\mathcal{M}$. Given an element $A$ of $\mathcal{M}$ it is convenient to introduce the notation $*[A]$ for the set of standard elements of $A$; that is,

$$*[A] = \{*a | a \in A\}.$$ 

In dealing with uniform spaces there are certain useful operations on subsets of a cartesian product $C \times C$. If $A$ and $B$ are subsets of $C \times C$, recall that $A \circ B$ and $A^{-1}$ are defined by

$$A \circ B = \{(x, z) | \text{for some } y, (x, y) \in A \text{ and } (y, z) \in B\}$$

$$A^{-1} = \{(x, y) | (y, x) \in A\}.$$

The set $A^n$ is defined recursively for $n \geq 1$ by:

$$A^1 = A, \quad A^{n+1} = A^n \circ A.$$

Also, given an element $x$ of $C$, the set $A(x)$ is defined by

$$A(x) = \{y | (y, x) \in A\}.$$

Note that if $A, B$ and $C$ are elements of $\mathcal{M}$ then $*A$ and $*B$ are subsets of $*C \times *C (= (*C \times C).)$ Moreover, the following equalities hold:

$$(*A \circ B) = (*A) \circ (*B)$$

$$(*A^{-1}) = (*A)^{-1}$$
\((A^n) = (\ast A)^n\)
\(*(A(x)) = (\ast A)(\ast x)\)

(\(x \in C\) and \(n \geq 1\).)

Throughout this paper \((X, \mathcal{U})\) denotes a uniform space which is an element of \(\mathcal{M}\). The set of all uniformly continuous, real valued functions on \((X, \mathcal{U})\) is denoted by \(C(X, \mathcal{U})\). It is assumed that the reader is familiar with certain parts of the nonstandard theory of uniform spaces, as presented in [4] or [5]. In particular, recall that the monad of the filter \(\mathcal{U}\) (that is, the intersection of the family \(\mathcal{U}^*\) of subsets of \(*X \times *X\)) is an equivalence relation on \(*X\). The equivalence class of \(p\) is denoted by \(\mu(p)\), for each \(p\) in \(*X\).

The collection \(\ast[\mathcal{U}]\) generates a filter on \(*X \times *X\) which will be denoted by \(\hat{\mathcal{U}}\). A simple, direct argument can be used to show that \(\hat{\mathcal{U}}\) is a uniform structure on \(*X\) and that the mapping \(x \mapsto *x\) is a uniform space embedding of \((X, \mathcal{U})\) into \((*X, \hat{\mathcal{U}})\). Alternately, let \(\mathcal{R}\) be any set of bounded semimetrics on \(X\) which defines \(\mathcal{U}\). (\(\rho(x, y)\) is a semimetric on \(X\) if \(\rho\) is nonnegative, symmetric, satisfies the triangle inequality and \(\rho(x, x) = 0\) for any \(x\) in \(X\).) For each \(\rho\) in \(\mathcal{R}\) a function \(\tilde{\rho}\) may be defined on \(*x \times *x\) by

\[
\tilde{\rho}(p, q) = \text{st}(\ast \rho(p, q)).
\]

(Here "st" is the standard part operation on finite elements of \(*R\).) Then \(\tilde{\rho}\) is a semimetric on \(*X\). For each \(\rho \in \mathcal{R}\) and \(\delta > 0\) in \(R\), let

\[
A(\rho, \delta) = \{(x, y) | \rho(x, y) < \delta\}.
\]

Then the collection \(\{A(\rho, \delta) | \rho \in \mathcal{R}, \delta > 0\}\) generates \(\mathcal{U}\) so that the collection \(\{\ast A(\rho, \delta) | \rho \in \mathcal{R}, \delta > 0\}\) generates \(\hat{\mathcal{U}}\). But

\[
\ast A(\rho, \delta) \subset \{(p, q) | \tilde{\rho}(p, q) \leq \delta\}
\]

and

\[
\{(p, q) | \tilde{\rho}(p, q) < \delta\} \subset \ast A(\rho, \delta).
\]

Therefore \(\mathcal{U}\) is the uniformity on \(*X\) defined by the set \(\{\tilde{\rho} | \rho \in \mathcal{R}\}\) of semimetrics on \(*X\).

Let \(X_0 = \{\mu(p) | p \in *X\}\) and let \(\mathcal{U}_0\) be the quotient uniformity on \(X_0\) induced by \(\hat{\mathcal{U}}\). Denote the quotient mapping from \((*X, \hat{\mathcal{U}})\) onto \((X_0, \mathcal{U}_0)\) by \(\pi\). The previous remarks show that \((X_0, \mathcal{U}_0)\) is the nonstandard hull for \((X, \mathcal{U})\) constructed in [4] using any set \(\mathcal{R}\) of bounded semimetrics which defines \(\mathcal{U}\). (See also p. 56 of [5], where \((X_0, \mathcal{U}_0)\) is constructed and called \(T_\pi\).)

The definition of \(\hat{\mathcal{U}}\) makes it clear that \(\mu(p) = \mu(q)\) if and only if \(p\) and \(q\) have exactly the same neighborhoods in the \(\widetilde{\mathcal{U}}\)-topology.
on \(*X\). Thus \(\pi\) is not only uniformly continuous, but also \(\pi(*A)\) (which equals \(\{(\mu(p), \mu(q)) | (p, q) \in *A\}\) by definition) is in \(\mathcal{Z}_o\) whenever \(A\) is in \(\mathcal{Z}\). Therefore \(\pi\) is an open mapping. Moreover, any net in \(*X\) which is mapped by \(\pi\) onto a Cauchy net (convergent net) in \((X_o, \mathcal{Z}_o)\) is a Cauchy net (convergent net) in \((*X, \mathcal{Z})\). If the \(\mathcal{Z}\)-topology on \(X\) is Hausdorff, then the map taking \(x\) to \(\mu(x)\) is a uniform space embedding of \((X, \mathcal{Z})\) into \((X_o, \mathcal{Z}_o)\). (Otherwise it simply identifies those pairs of points which have exactly the same neighborhoods in the \(\mathcal{Z}\)-topology.)

Constructing “nonstandard hulls” of \((X, \mathcal{Z})\) in general involves two distinct steps: (i) the identification of a set \(F\) of “finite” elements of \(*X\), and (ii) the construction of a uniformity on \(F\) (and then on the set \(\{\mu(p) | p \in F\}\) by a quotient operation.) There are many different useful concepts of “finiteness” for elements of \(*X\), each one motivated by considerations depending on the kind of mathematical structure which \(X\) is assumed to carry. However there seems to be only one natural way to carry out step (ii)—by putting on \(F\) the uniformity obtained by restriction from \(\widetilde{\mathcal{Z}}\). In that case, the nonstandard hull constructed using \(F\) is just the subspace \(\pi(F)\) of \((X_o, \mathcal{Z}_o)\).

For example, let \(\mathcal{J}\) be any set of semimetrics which defines \(\mathcal{Z}\). In defining a nonstandard hull using \(\mathcal{J}\), Luxemburg [4] takes \(F\) to be the set

\[\{p | *\rho(p, *x) \text{ is finite if } x \in X \text{ and } \rho \in \mathcal{J}\}.\]

The uniformity put on \(F\) is the one defined by a set \(\{\rho' | \rho \in \mathcal{J}\}\) of semimetrics on \(F\), where

\[\rho'(p, q) = \text{st}(\rho(p, q))\]

for each \(\rho\) in \(\mathcal{J}\) and \(p, q\) in \(F\). If \(\mathcal{R}\) is the set \(\{\min (\rho, 1) | \rho \in \mathcal{J}\}\), then \(\mathcal{R}\) also defines \(\mathcal{Z}\). Moreover, the uniformity defined on \(F\) by the set \(\{\rho | \rho \in \mathcal{J}\}\) is easily seen to be the same as the one defined on \(F\) by \(\{\rho' | \rho \in \mathcal{J}\}\). That is, this uniformity is just the restriction of \(\widetilde{\mathcal{Z}}\) to \(F\).

In this paper an entirely different concept of “finiteness” for elements of \(*X\) is introduced. It is based on the intuitive idea that a point is “finitely far away” from a set if there is a finite chain of small steps from the point to (some element of) the set, no matter how small the steps are required to be. Thus an element of \(*X\) is taken to be finite if it is “finitely far away” from \(*[X]\), relative to the uniform space \((*X, \widetilde{\mathcal{Z}})\). (See Definition 1.2)

**Definition 1.1.** Let \((Y, \mathcal{V})\) be any uniform space.
(i) If $A \in \mathcal{T}^*$ and $x, y \in X$, then an $A$-chain from $x$ to $y$ is a finite sequence $x_0, \ldots, x_n$ in $Y$ which satisfies: $x_0 = x, x_n = y$ and, for each $i = 0, \ldots, n - 1$, $(x_i, x_{i+1}) \in A \cap A^{-1}$. (The number of steps for such an $A$-chain is $n$.)

(ii) If $x, y \in Y$, then $x \equiv_A y$ if and only if there is an $A$-chain from $x$ to $y$.

(iii) If $x, y \in Y$, then $x \equiv_{\mathcal{V}} y$ if and only if $x \equiv_A y$ for every $A$ in $\mathcal{V}$.

If $A$ is in $\mathcal{V}$; then $A \cap A^{-1}$ is symmetric and contains the diagonal of $Y \times Y$, so that $\equiv_A$ is an equivalence relation on $Y$. Therefore $\equiv_{\mathcal{V}}$ is also an equivalence relation on $Y$. The latter relation can be calculated from any collection $\mathcal{B}$ which generates $\mathcal{V}$ as a filter on $Y \times Y$, in the sense that

$$x \equiv_{\mathcal{V}} y \iff x \equiv_A y$$

for every $A \in \mathcal{B}$.

Also, observe that if $A$ is in $\mathcal{V}$; then the equivalence classes under $\equiv_A$ are both open and closed in the $\mathcal{V}$-topology on $Y$.

Definition 1.1 will be applied to both of the uniform spaces $(X, \mathcal{U})$ and $(*X, \mathcal{W})$. Since $[*\mathcal{U}]$ generates $\mathcal{W}$ as a filter on $*X \times *X$, it follows that for each $p, q \in *X$

$$p \equiv_{\mathcal{U}} q \iff p \equiv_A q$$

for every $A \in \mathcal{U}$.

Note that for each $A \in \mathcal{U}$, $*(\equiv_A)$ is also an equivalence relation on $*X$, and in general it will not be the same relation as $\equiv_A$. Indeed, $p$ and $q$ are in the same $*(\equiv_A)$ equivalence class if there is a $*$-finite sequence (hence an internal element of $*\mathcal{U}$) $q_0, \ldots, q_\omega$ in $*X$ which satisfies: $q_0 = p, q_\omega = q$ and $(q_i, q_{i+1}) \in (A \cap A^{-1})$ for every $i = 0, \ldots, \omega - 1$. Such a $*$-finite sequence may exist without any such finite sequence existing: in that case $p \equiv_A q$ would be false.

DEFINITION 1.2. An element $p$ of $*X$ is $\mathcal{U}$-finite if, for each $A \in \mathcal{U}$, there exists an $x$ in $X$ which satisfies $p \equiv_A x$.

The set of $\mathcal{U}$-finite elements of $*X$ will be denoted by $\text{fin}_\mathcal{U}(*X)$.

It is clear that if $p$ is $\mathcal{U}$-finite, then every element of $\mu(p)$ is also $\mathcal{U}$-finite. In the language of [4], this says that $\text{fin}_\mathcal{U}(*X)$ is $\mu$-saturated. Also the condition $p \in \text{fin}_\mathcal{U}(*X)$ is equivalent to a condition on the ultrafilter $\{Y \mid Y \subseteq X \text{ and } p \in *Y\}$ determined by $p$. Namely, $p$ is $\mathcal{U}$-finite if and only if for each $A \in \mathcal{U}$ there exist $x \in X$ and $n \geq 1$ such that $p \in (*A)^n(x) = (*A^n(x))$. Therefore, if $p$ is $\mathcal{U}$-finite then each element of the monad of the ultrafilter $\{Y \mid Y \subseteq X \text{ and } p \in *Y\}$ is also $\mathcal{U}$-finite. In the language of [4] this says that $\text{fin}_\mathcal{U}(*X)$ is $\mu_\mathcal{U}$-saturated.
If $\rho$ is any semimetric on $X$ which defines a weaker uniformity than $\mathcal{U}$, and $a \in X$, then the function $f(x) = \rho(x, a)$ is $\mathcal{U}$-uniformly continuous (since $|\rho(x, a) - \rho(y, a)| \leq \rho(x, y)$.) Thus the sets $F$ of finite elements of $*X$ considered in [4] are all of the form

$$F = \{ p | *f(p) \text{ is finite for every } f \in \mathcal{F} \}$$

where $\mathcal{F}$ is a set of $\mathcal{U}$-uniformly continuous, real valued functions on $X$. The next result shows that each of these sets has $\text{fin}_\mathcal{U}(*X)$ as a subset.

**Theorem 1.3.** If $f \in C(X, \mathcal{U})$ and $p \in \text{fin}_\mathcal{U}(*X)$ then $*f(p)$ is finite.

**Proof.** Since $f$ is uniformly continuous, there exists $A$ in $\mathcal{U}$ which satisfies

$$(x, y) \in A \implies |f(x) - f(y)| \leq 1.$$  

Since $p$ is $\mathcal{U}$-finite, there is a $*A$-chain $q_0, \ldots, q_n$ from $p$ to $*x$, for some $x$ in $X$. Therefore

$$|*f(p) - *f(x)| \leq \sum |*f(q_i) - *f(q_{i+1})| \leq n.$$  

It follows that $*f(p)$ must be finite.

**Theorem 1.4.** $\text{fin}_\mathcal{U}(*X)$ is closed in the $\mathcal{U}$-topology on $*X$, and $\text{pns}_\mathcal{U}(*X) \subseteq \text{fin}_\mathcal{U}(*X)$.

**Proof.** For each $A$ in $\mathcal{U}$ the set

$$\{ p | p \equiv_A *x \text{ for some } x \in X \}$$

is a disjoint union of $\equiv_A$ equivalence classes, each of which is open and closed in the $\mathcal{U}$-topology on $*X$. It follows that this set is, itself, open and closed in that topology. Finally, $\text{fin}_\mathcal{U}(*X)$ is an intersection of such sets, so that it must be a closed set.

That $\text{pns}_\mathcal{U}(*X)$ is a subset of $\text{fin}_\mathcal{U}(*X)$ follows immediately, using the obvious fact that $[*X]$ is a subset of $\text{fin}_\mathcal{U}(*X)$ and using Theorem 3.15.2 of [4]. (This Theorem implies that $\text{pns}_\mathcal{U}(*X)$ is the closure of $[*X]$ in the $\mathcal{U}$-topology on $*X$. The extra assumptions on $\mathcal{U}$ made in [4] are not needed for this result. See also Theorem 7.5.3 of [5].)

Let $\kappa$ be an uncountable cardinal number which is strictly larger than the cardinality of some filter basis for $\mathcal{U}$. It is well known that
there must be a set \( \mathcal{R} \) of bounded semimetrics which defines \( \mathcal{U} \) and which has cardinality less than \( \kappa \). Theorem 3.15.1 of [4] implies that if \( * \mathcal{M} \) is \( \kappa \)-saturated, then \((X, \mathcal{U}_0)\) is a complete uniform space. (Theorem 3.15.1 has the added assumption that \( * \mathcal{M} \) is an ultrapower of \( \mathcal{M} \), but this is not necessary. It may be removed by noting that the completeness of \((X_0, \mathcal{U}_0)\) can be proved by considering only Cauchy nets over index sets of cardinality less than \( \kappa \), and then using Theorem 1.8.3.)

Therefore when \( * \mathcal{M} \) is \( \kappa \)-saturated the uniform space \((X, *\mathcal{U})\) is also complete. By Theorem 1.4 this implies that the restriction of \( *\mathcal{U} \) to \( \text{fin}_{*\mathcal{U}}(*)X) \) defines a complete uniform space. It should also be noted that each set of the form \( \{p \mid *f(p) \text{ is finite if } f \in \mathcal{F}\} \) is closed in the \( \mathcal{U} \)-topology when \( \mathcal{F} \) is a subset of \( C(X, \mathcal{U}) \). Therefore each of the nonstandard hulls of [4] is a complete uniform space when \( *\mathcal{M} \) is \( \kappa \)-saturated, even when \( \mathcal{F} \) may have cardinality \( \geq \kappa \).

2. This section is concerned with the relationship between \( \text{fin}_{*\mathcal{U}}(*)X) \) and the set
\[
F_0 = \{p \mid *f(p) \text{ is finite for all } f \in C(X, \mathcal{U})\}.
\]
As argued in §1, \( \pi(F_0) \) is the smallest of the nonstandard hulls of \((X, \mathcal{U})\) constructed in [4]. By Theorem 1.3, \( \text{fin}_{*\mathcal{U}}(*)X) \) is a subset of \( F_0 \). In fact, the two sets are equal, except in certain circumstances depending on the existence of measurable cardinal numbers. (Corollary 2.5) The principal tool in proving this is the following result.

**Lemma 2.1.** If \( A \) is in \( \mathcal{U} \) and \( x \equiv_A y \) for all \( x, y \in X \), then there is a semimetric \( \rho \) on \( X \) which satisfies
(i) the uniformity defined by \( \rho \) contains \( A \) and is weaker than \( \mathcal{U} \), and
(ii) for each \( p, q \in *X \),
\[
p \equiv_{*\mathcal{U}} q \iff *\rho(p, q) \text{ is finite}.
\]

**Proof.** The proof uses a modification of a construction given in [3]. Let \( A \) be in \( \mathcal{U} \) and suppose \( x \equiv_A y \) holds for all \( x, y \in X \). It may be assumed that \( A \) is symmetric (replacing \( A \) by \( A \cap A^{-1} \) if necessary.) Let \( Z \) be the set of all the integers. Select a sequence \( \{A_n \mid n \in \mathbb{Z}\} \) of symmetric sets in \( \mathcal{U} \) as follows: (i) \( A_0 = A \), (ii) for \( n > 0 \) define \( A_n \) inductively by
\[
A_n = (A_{n-1})^9,
\]
(iii) for \( n < 0 \) select \( A_n \) inductively so that
Then \(\{A_n \mid n \in \mathbb{Z}\}\) is a chain of sets in \(\mathcal{V}\), and it satisfies
\[(A_n)^3 \subset A_{n+1}\,.
\]
(2.1) \[(A_n)^3 \subset A_{n+1} \text{ for all } n \in \mathbb{Z}.
\]
Moreover, since \(n \geq 0\) implies \(A_n = (A^n)^n\), it follows that
\[(2.2) \bigcup \{A_n \mid n \in \mathbb{Z}\} = \bigcup \{A^n \mid n \geq 1\}.
\]
The assumption that \(x \equiv_A y\) holds for every \(x, y \in X\) means that the right side of (2.2) is equal to \(X \times X\). Therefore a function \(g\) on \(X \times X\) may be defined by
\[g(x, y) = \begin{cases} 2^n & \text{if } (x, y) \in A_n \sim A_{n-1} \\ 0 & \text{if } (x, y) \in A_n \text{ for all } n \in \mathbb{Z}. \end{cases}
\]
In particular, for \(n \geq 0\)
\[g(x, y) \leq 2^n \iff (x, y) \in A^n(= A_n).
\]
Passing this to \(*\mathcal{V}\), it follows that for any \(p, q \in *X\) and \(n \in \mathbb{N}\)
\[*(g(p, q) \leq 2^n \iff (p, q) \in (*A)^n.
\]
Therefore, if \(p, q \in *X\), then
\[*(g(p, q) \text{ is finite } \iff p \equiv_A q.
\]
The desired semimetric \(\rho\) is then defined from \(g\) by
\[
\rho(x, y) = \inf \left\{ \sum_{i=0}^{n-1} g(x_i, x_{i+1}) \mid x_0, \ldots, x_n \text{ is a sequence in } X, x_0 = x \text{ and } x_n = y \right\}.
\]
(That \(\rho\) is nonnegative, symmetric and satisfies \(\rho(x, x) = 0\) for all \(x \in X\) follows from the fact that the function \(g\) has the same properties. That \(\rho\) satisfies the triangle inequality is equally obvious.) The fundamental fact about \(\rho\) is the inequality
\[(2.3) \quad \rho(x, y) \leq g(x, y) \leq 2\rho(x, y)
\]
which holds for all \(x, y \in X\). The first inequality follows immediately from the definition. The second is proved by showing that if \(x_0, \ldots, x_n\) is a sequence in \(X\),
\[(2.4) \quad g(x_0, x_n) \leq 2 \cdot \sum_{i=0}^{n-1} g(x_i, x_{i+1}).
\]
The proof of (2.4) is by induction on \(n\), using (2.1). The details are
like those in the proof of Theorem 6.7 in [3], and they will be omitted.

Passing the inequality (2.3) to \( *U \), it follows that \( *\rho(p, q) \) is finite exactly when \( *g(x, y) \) is finite. Therefore, for any \( p, q \in *X \)
\[
p \equiv *a \iff *\rho(p, q) \text{ is finite .}
\]

It thus remains only to show that \( \rho \) satisfies (i). The definition of \( g \) implies that \( A = \{(x, y) | g(x, y) \leq 1\} \), and by equation (2.3) it follows that \( A \) contains the set \( \{(x, y) | \rho(x, y) \leq 1/2\} \). This shows that \( A \) is in the uniformity defined by \( \rho \). Finally, for each \( n \in \mathbb{Z} \)
\[
A_n = \{(x, y) | g(x, y) \leq 2^n \} \subset \{(x, y) | \rho(x, y) \leq 2^n \} .
\]

This shows that the uniformity defined by \( \rho \) is weaker than \( U \), and completes the proof.

Throughout the rest of this section let \( \mathcal{K} \) denote the set of all cardinal numbers \( \kappa \) which support \( \omega \)-complete, free ultrafilters. It is well known that if \( \mathcal{K} \) is nonempty, then the smallest member \( \kappa_0 \) of \( \mathcal{K} \) is actually measurable. (In fact, every \( \omega \)-complete ultrafilter on \( \kappa_0 \) is \( < \kappa \)-complete.) Moreover, in that case the class \( \mathcal{K} \) consists exactly of the cardinal numbers \( \geq \kappa_0 \). (There does not seem to be any accepted term designating the members of \( \mathcal{K} \). Some authors call them “measurable” but this does not agree with current terminology in set theory.)

Given a set \( I \) in \( \mathcal{K} \) and an element \( p \) of \( *I \), let \( \text{Fil}(p) \) denote the ultrafilter \( \{J \subseteq I \text{ and } p \in *J\} \) on \( I \) determined by \( p \). (\( \text{Fil}(p) \) will be used for \( \text{Fil}(p) \) if necessary to avoid confusion.) Recall that \( \text{Fil}(p) \) is a free ultrafilter if and only if \( p \) is not standard.

**Lemma 2.2.** For each \( p \in *I \), \( \text{Fil}(p) \) is \( \omega \)-complete if and only if \( *f(p) \) is finite for every real valued function \( f \) on \( I \).

**Proof.** Given any real valued function \( f \) on \( I \) and \( n \geq 1 \), define
\[
A_n(f) = \{x \mid x \in I \text{ and } |f(x)| \geq n\} .
\]

Then \( \{A_n(f) \mid n \geq 1\} \) is a decreasing chain of subsets of \( I \) and the intersection of the chain is empty.

If \( p \in *I \) and there exists a real valued function \( f \) on \( I \) such that \( *f(p) \) is infinite, then \( p \in *A_n(f) \) for every \( n \geq 1 \). That is,
\[
\{A_n(f) \mid n \geq 1\}
\]
is contained in \( \text{Fil}(p) \). This shows that \( \text{Fil}(p) \) is not \( \omega \)-complete.

Conversely, suppose \( \text{Fil}(p) \) is not \( \omega \)-complete. Then there exists
a decreasing chain \( \{ A_n \mid n \geq 1 \} \) in \( \text{Fil}(p) \) whose intersection is empty. It may be assumed that \( A_1 = I \). Thus a real valued function \( f \) may be defined on \( I \) by

\[
f(x) = \max \{ n \mid x \in A_n \}.
\]

Evidently \( A_s(f) = A_n \) for each \( n \geq 1 \). The assumption that \( p \in ^s(A_n) \) for all \( n \geq 1 \) implies that \( |^sf(p)| \geq n \) for all \( n \geq 1 \). That is, \( ^sf(p) \) is infinite.

Let \( \mathcal{D} \) be the discrete uniformity on \( X \) (that is, \( \mathcal{D} \) is the principal filter on \( X \times X \) generated by the diagonal set.) Clearly \( C(X, \mathcal{D}) \) is the set of all real valued functions on \( X \) and \( \text{fin}_x(^*X) = ^*[X] \). Thus Lemma 2.2 says that

\[
\text{fin}_x(^*X) = \{ p \mid ^sf(p) \text{ is finite if } f \in C(X, \mathcal{D}) \}
\]

if and only if the cardinality of \( X \) is not in \( \mathcal{X} \).

The next results describe completely the conditions under which an element of \( F_s \) is not \( \mathcal{U} \)-finite.

**Theorem 2.3.** If \( p \in ^*X \) is not \( \mathcal{U} \)-finite but \( ^sf(p) \) is finite for every \( f \in C(X, \mathcal{U}) \), then there exists an element \( A \) of \( \mathcal{U} \) which satisfies

\[
Y \in \text{Fil}_A(p) \rightarrow \text{the number of } \equiv_A \text{ equivalence classes which intersect } Y \text{ is in } \mathcal{X}.
\]

**Proof.** Assume that \( p \in ^*X \) is not \( \mathcal{U} \)-finite, and that \( ^sf(p) \) is finite whenever \( f \in C(X, \mathcal{U}) \). There exists a symmetric element \( A \) of \( \mathcal{U} \) such that \( p \equiv_A ^s x \) is false for every \( x \in X \). Let \( \{ X_a \mid a \in I \} \) be a one-to-one enumeration of the \( \equiv_A \) equivalence classes, and let a function \( c \) from \( X \) to \( I \) be defined by

\[
c(x) = a \quad \longleftrightarrow x \in X_a.
\]

It will be shown first that \( ^sc(p) \) is not a standard element of \( ^sI \). If otherwise, there exists \( a \in I \) which satisfies \( ^s a = ^sc(p) \), and hence \( p \in ^s(X_a) \). Let \( A_s = A \cap (X_a \times X_a) \) and let \( \mathcal{U}_a \) be the uniformity obtained by restricting \( \mathcal{U} \) to \( X_a \). Since \( X_a \) is an \( \equiv_A \) equivalence class, \( x \equiv_A y \) holds for every \( x, y \in X_a \). By Lemma 2.1 there exists a semimetric \( \rho \) on \( X_a \) which satisfies (i) the uniformity defined by \( \rho \) on \( X_a \) contains \( A_s \) and is weaker than \( \mathcal{U}_a \), and (ii) for any \( r, s \in ^s(X_a) \),

\[
r \equiv ^s\rho (r, s) \quad \longleftrightarrow \quad \rho (r, s) \text{ is finite}.
\]

Since \( X_a \) is an \( \equiv_A \) equivalence class, \( r \equiv_A s \) is equivalent to \( r \equiv ^s\rho (r, s) \).
for elements $r, s$ of $*(X_a)$. Thus (ii) implies
(ii') for any $r, s \in *(X_a)$,
$$r \equiv_A s \iff *\rho(r, s) \text{ is finite}.$$  

Let $x_0$ be a fixed element of $X_a$ and define a function $h$ on $X$ by
$$h(x) = \begin{cases} 
0 & \text{if } x \in Y_a \\
\rho(x_0, x) & \text{if } x \in X_a.
\end{cases}$$

Given $\delta > 0$, there exists an element $B_a$ of $\mathcal{Z}_a$ which satisfies
$$(x, y) \in B_a \implies \rho(x, y) < \delta$$
by (i) above. This implies that $B_a$ contains a set of the form $B \cap (X_a \times X_a)$, where $B$ is in $\mathcal{Z}$, and it may be assumed that $B \subset A$. If $(x, y) \in B$, then either $x$ and $y$ are both outside $X_a$, and $h(x) = h(y) = 0$, or $(x, y) \in B_a$. In the latter case
$$|h(x) - h(y)| = |\rho(x_0, x) - \rho(x, y)| \leq \rho(x, y) < \delta.$$  

Therefore, $h$ is an element of $C(X, \mathcal{Z})$. This implies that $*h(p)$ is finite. However, since $p \in *(X_a)$, $*h(p) = *\rho(*x_0, p)$. Thus, by (ii') above, $p \equiv_* *x_0$ which is a contradiction. This shows that $*c(p)$ is not a standard element of $*I$.

Now let $Y$ be any subset of $X$ which satisfies $p \in *Y$, and let $J = c(Y)$. It must be shown that there exists an $\omega$-complete, free ultrafilter on $J$. If not, then the ultrafilter Fil$(c(p))$ is not $\omega$-complete. (It is free since $c(p)$ is not standard.) In that case, by Lemma 2.2 there exists a real valued function $f$ on $J$ such that $*f(*c(p))$ is infinite. Define a function $g$ on $X$ by
$$g(x) = \begin{cases} 
0 & \text{if } c(x) \in J \\
 f(c(x)) & \text{if } c(x) \in J.
\end{cases}$$

If $(x, y) \in A$, then $x \equiv_A y$ and hence $c(x) = c(y)$. This implies that $g$ is in $C(X, \mathcal{Z})$. But $*g(p) = *f(*c(p))$, so that $*g(p)$ is infinite. This contradiction shows that Fil$(c(p))$ is an $\omega$-complete, free ultrafilter on $J$, and completes the proof.

**Theorem 2.4.** If $Y \subset X$ and the number of $\equiv_A$ equivalence classes which intersect $Y$ is in $\mathcal{Z}$, for some $A$ in $\mathcal{Z}$, then there exists an element $p$ of $*Y$ which is not $\mathcal{Z}$-finite but which satisfies: $*f(p)$ is finite for every $f \in C(X, \mathcal{Z})$.

**Proof.** Given $A \in \mathcal{Z}$ and $Y \subset X$ as stated, there is a subset $W$ of $Y$ which has one element in common with each $\equiv_A$ equivalence
class which intersects $Y$. Moreover, there exists an $\omega$-complete, free ultrafilter on $W$. Since $^*\mathcal{M}$ is an enlargement of $\mathcal{M}$, this means that there is an element $p$ of $^*W$ which is not standard and such that $\text{Fil}_w(p)$ is $\omega$-complete. By Lemma 2.2, $^f(p)$ is finite for every real valued function $f$ on $W$, hence for every $f$ in $C(X, \mathcal{U})$. It thus suffices to show that $p \equiv_A *x$ is false for every $x$ in $X$. Otherwise, there exist $x \in X$ and $n \geq 1$ which satisfy $(p, *x) \in ^*B^n$, where $B$ is $A \cap A^{-1}$. Since $p \in ^*W$ it follows that for some $w \in W$, $(w, x) \in B^n$. Therefore $(p, *w) \in (^*B)^n$. But since $p$ is not standard, this implies that there exists $w' \in W$ such that $w'$ is distinct from $w$ and $(w', w) \in B^n$. That is, $w' \equiv_A w$ and hence $W$ has two elements from the same $\equiv_A$ equivalence class. This contradiction proves that $p$ has the desired properties.

**Corollary 2.5.** The equality

$$\text{fin}_x(^*X) = \{ p | ^f(p) \text{ is finite for all } f \in C(X, \mathcal{U}) \}$$

holds if and only if the number of $\equiv_A$ equivalence classes is not in $\mathcal{U}$ for every $A \in \mathcal{U}$.

In cases where the cardinality assumption of Corollary 2.5 holds (in particular, if there is no $\omega$-complete, free ultrafilter on $X$) then the smallest nonstandard hull constructed in [4] is also the subspace $\pi(\text{fin}_x(^*X))$ of $(X, \mathcal{U})$. This fact is helpful in determining the elements of this nonstandard hull, since it is usually easier to show that $\mu(p)$ is an element by showing that $p$ is $\mathcal{U}$-finite, and to show that $\mu(p)$ is not an element by exhibiting a function $f$ in $C(X, \mathcal{U})$ such that $^f(p)$ is infinite. (See the examples in §4.)

3. Atsuji [2] has given a condition on $(X, \mathcal{U})$ which is equivalent to the statement that every function in $C(X, \mathcal{U})$ is bounded, and which is closely related to the concepts discussed above. In this section a nonstandard proof is given of a natural generalization of Atsuji's Theorem. (The ideas used in proving this Theorem are also used in §4.)

**Definition 3.1.** A subset $Y$ of $X$ is *finitely chainable in $(X, \mathcal{U})* if, for each $A \in \mathcal{U}$, there exist $y_1, \ldots, y_k$ in $Y$ and $n \geq 1$ which satisfy

$$Y \subset A^n(y_1) \cup \cdots \cup A^n(y_k).$$

The uniform space $(X, \mathcal{U})$ is *finitely chainable [2]* if $X$ is finitely chainable in $(X, \mathcal{U})$.

**Theorem 3.2.** For any subset $Y$ of $X$, $Y$ is finitely chainable in
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\((X, \mathcal{U})\) if and only if \(*Y \subseteq \text{fin}_u(*X)\).

**Proof.** Suppose \(Y\) is finitely chainable in \((X, \mathcal{U})\). Given \(A \in \mathcal{U}\), there exist \(y_1, \ldots, y_k\) in \(Y\) and \(n \geq 1\) which satisfy

\[ Y \subseteq A^*(y_1) \cup \cdots \cup A^*(y_k). \]

If follows that \(*Y \subseteq (A^*)^*(y_1) \cup \cdots \cup (A^*)^*(y_k)\). If \(A\) is symmetric, this implies that each element of \(*Y\) is in the same \(\equiv_A\) equivalence class with one of the elements \(*y_1, \ldots, y_k\). Therefore \(*Y\) is contained in \(\text{fin}_u(*X)\).

Conversely, suppose \(Y\) is not finitely chainable in \((X, \mathcal{U})\). Thus there exists a symmetric set \(A\) in \(\mathcal{U}\) such that for any \(n \geq 1\) and \(y_1, \ldots, y_k \in Y\), the union \(A^*(y_1) \cup \cdots \cup A^*(y_k)\) does not contain \(Y\). For each \(y \in Y\) and \(n \geq 1\) define

\[ S(n, y) = \{ x | x \in Y \text{ and } x \in A^*(y) \}. \]

The assumptions on \(Y\) imply that the collection \(\{S(n, y)\}\) has the finite intersection property. Since \(*\mathcal{U}\) is an enlargement, there exists \(p \in *Y\) which satisfies \(p \in *S(n, y)\) for every \(y \in Y\) and \(n \geq 1\).

It will be shown that \(p\) is not \(\mathcal{U}\)-finite, thus showing that \(*Y\) is not contained in \(\text{fin}_u(*X)\). Otherwise there exist \(x \in X\) and \(n \geq 1\) which satisfy \((p, *x) \in (A^*)^*\). This implies that there exists \(y\) in \(Y \cap A^*(x)\), and therefore \(p \in A^*(y)\). That is, \(p \in *S(2n, y)\), which is a contradiction.

The following result generalizes the theorem due to Atsuji [2] which states that \((X, \mathcal{U})\) is finitely chainable if and only if every function in \(C(X, \mathcal{U})\) is bounded.

**Theorem 3.3.** For any subset \(Y\) of \(X\), \(Y\) is finitely chainable in \((X, \mathcal{U})\) if and only if every function in \(C(X, \mathcal{U})\) is bounded on \(Y\).

**Proof.** If \(Y\) is finitely chainable in \((X, \mathcal{U})\), then by Theorem 3.2 \(*Y \subseteq \text{fin}_u(*X)\). For any function \(f\) in \(C(X, \mathcal{U})\), this implies that \(*Y \subseteq \{ p | *f(p) \text{ is finite} \}\) by Theorem 1.3. Therefore the set

\[ \{ ||*f(p)|| | p \in *Y \}, \]

which is internal, has a finite upper bound \(M\) in \(R\). But this implies that \(f\) is bounded by \(M\) on \(Y\). That is, each member of \(C(X, \mathcal{U})\) is bounded on \(Y\).

Conversely, suppose each function in \(C(X, \mathcal{U})\) is bounded on \(Y\). To show that \(Y\) is finitely chainable in \((X, \mathcal{U})\) it suffices to prove \(*Y \subseteq \text{fin}_u(*X)\), by Theorem 3.2. If not, then by Theorem 2.3 there must exist an element \(A\) of \(\mathcal{U}\) such that the number of \(\equiv_A\) equivalence
classes which intersect \( Y \) is in \( \mathcal{K} \). In particular there are countably many (distinct) \( \equiv A \) equivalence classes \( X_1, \ldots, X_n, \ldots \), each of which intersects \( Y \). The function \( f \) defined on \( X \) by

\[
f(x) = \begin{cases} n & \text{if } x \in X_n \\ 0 & \text{if } x \notin X_n \end{cases}, \quad \text{all } n \geq 1
\]

is therefore unbounded on \( Y \). However, \( f \) is constant on \( \equiv A \) equivalence classes, and thus \( f \) is in \( C(X, \mathcal{K}) \). This is a contradiction, and completes the proof.

**Remark.** Theorem 3.2 allows us to say exactly when there is a single function \( f \) in \( C(X, \mathcal{K}) \) which satisfies

\[
\text{fin}_f(*X) = \{ p \mid *f(p) \text{ is finite} \}.
\]

Namely, this equality holds if and only if the sets \( \{ x \mid |f(x)| \leq n \} \) (for \( n \geq 1 \)) are all finitely chainable in \( (X, \mathcal{K}) \). (The equality holds if and only if \( \{ p \mid |f(p)| \leq n \} \subset \text{fin}_f(*X) \) for all \( n \geq 1 \) (by Theorem 1.3) if and only if \( \{ x \mid |f(x)| \leq n \} \) is finitely chainable in \( (X, \mathcal{K}) \) for all \( n \geq 1 \) (by Theorem 3.2).)

In particular, if \( \mathcal{K} \) is the uniformity defined by some metric \( \rho \) on \( X \), then the equality

\[
\text{fin}_f(*X) = \{ p \mid \rho(p, *x) \text{ is finite} \}
\]

holds for some (or, equivalently, every) \( x \) in \( X \), if and only if

\[
\{ y \mid \rho(y, x) \leq n \}
\]

is finitely chainable in \( (X, \mathcal{K}) \) for every \( n \geq 1 \).

4. Given a metric \( \rho \) on \( X \), Robinson [6] says that \( p \) and \( q \) are in the same *galaxy* of \( *X \) if \( \rho(p, q) \) is finite. Generalizing this idea Luxemburg [4] defines \( p \) and \( q \) to be in the same galaxy relative to a set \( \mathcal{S} \) of semimetrics on \( X \) if \( \rho(p, q) \) is finite for every \( \rho \) in \( \mathcal{S} \). The following definition of the \( \mathcal{U} \)-galaxies of \( *X \) arises naturally from the considerations which led to Definition 1.2.

**Definition 4.1.** If \( p, q \in *X \), then \( p \) and \( q \) are in the same \( \mathcal{U} \)-galaxy if \( p \equiv \mathcal{U} q \).

**Theorem 4.2.** If \( p \) and \( q \) are in the same \( \mathcal{U} \)-galaxy and \( \rho \) is any semimetric on \( X \) which defines a uniformity weaker than \( \mathcal{U} \), then \( \rho(p, q) \) is finite.

**Proof.** Since \( \rho \) defines a uniformity weaker than \( \mathcal{U} \) there exists
(x, y) \in A \rightarrow \rho(x, y) \leq 1.

Since \( p \) and \( q \) are in the same \( \mathcal{U} \)-galaxy, there is a \( \ast A \)-chain \( q_0, \ldots, q_n \) from \( p \) to \( q \). Using the triangle inequality for \( \ast \rho \) yields
\[
\ast \rho(p, q) \leq \sum \ast \rho(q_i, q_{i+1}) \leq n.
\]
Therefore \( \ast \rho(p, q) \) is finite.

**Definition 4.3.** A subset \( Y \) of \( X \) is chain connected in \( (X, \mathcal{U}) \) if \( x \equiv \ast y \) for every \( x, y \in Y \). The uniform space \( (X, \mathcal{U}) \) is chain connected if \( X \) is chain connected in \( (X, \mathcal{U}) \).

**Theorem 4.4.** Let \( \mathcal{S} \) be the set of all semimetrics which define weaker uniformities than \( \mathcal{U} \) and suppose that \( Y \) is chain connected in \( (X, \mathcal{U}) \). Then for every \( p, q \in \ast Y \): \( p \) and \( q \) are in the same \( \mathcal{U} \)-galaxy if and only if \( \ast \rho(p, q) \) is finite for every \( \rho \) in \( \mathcal{S} \).

**Proof.** Let \( Y \) and \( \mathcal{S} \) be as stated and assume \( p, q \in \ast Y \). The implication in one direction is contained in Theorem 4.2. Conversely, suppose that \( \ast \rho(p, q) \) is finite for all \( \rho \) in \( \mathcal{S} \). To prove that \( p \) and \( q \) are in the same \( \mathcal{U} \)-galaxy it is necessary to show that \( p \equiv \ast q \) for every symmetric set \( A \) in \( \mathcal{U} \). Given such an \( A \), the fact that \( Y \) is chain connected in \( (X, \mathcal{U}) \) means that there is an \( \equiv \ast A \) equivalence class \( W \) which contains \( Y \). Let \( A_w = A \cap (W \times W) \) and let \( \mathcal{U}_w \) be the restriction of \( \mathcal{U} \) to \( W \). As in the proof of Theorem 2.3, an application of Lemma 2.1 yields a semimetric \( \rho \) on \( W \) which satisfies (i) the uniformity defined by \( \rho \) on \( W \) is weaker than \( \mathcal{U}_w \), and (ii) for any \( r, s \in \ast W, r \equiv \ast s \) if and only if \( \ast \rho(r, s) \) is finite.

Select \( w_0 \) in \( W \) and let \( f \) be the function defined on \( X \) by
\[
f(x) = \begin{cases} w_0 & \text{if } x \in W \\ x & \text{if } x \in W. \end{cases}
\]
Then \( f \) is constant on \( \equiv \ast A \) equivalence classes so that \( f \) is uniformly continuous as a map from \( (X, \mathcal{U}) \) to \( (W, \mathcal{U}_w) \). It follows that the semimetric \( \rho' \) defined on \( X \) by
\[
\rho'(x, y) = \rho(f(x), f(y))
\]
defines a weaker uniformity on \( X \) than \( \mathcal{U} \). By assumption, this means that \( \ast \rho'(p, q) = \ast \rho(p, q) \) is finite. Therefore \( p \equiv \ast q \) by (ii) above, completing the proof.

**Corollary 4.5.** If \( (X, \mathcal{U}) \) is chain connected and \( \mathcal{S} \) is the set
of all semimetrics which define weaker uniformities on X than \( \mathcal{U} \), then the \( \mathcal{U} \)-galaxies form the same partition of \( \ast X \) as do the galaxies determined by \( \mathcal{S} \).

**Remark.** As was noted above, if \( A \) is in \( \mathcal{U} \), then each \( \equiv_A \) equivalence class is open and closed in the \( \mathcal{U} \)-topology on \( X \). Therefore if \( X \) is connected in the \( \mathcal{U} \)-topology, then \( (X, \mathcal{U}) \) must be chain connected. Applying the same reasoning to the uniform space \( (*X, \tilde{\mathcal{U}}) \) shows that any subset of \( *X \) which is connected in the \( \tilde{\mathcal{U}} \)-topology must be entirely contained in one \( \mathcal{U} \)-galaxy.

**Theorem 4.6.** If \( (X, \mathcal{U}) \) is chain connected, then the following conditions are equivalent:

(i) There is a semimetric \( \rho \) which defines a uniformity weaker than \( \mathcal{U} \) and which satisfies: \( \rho \) and \( q \) are in the same \( \mathcal{U} \)-galaxy in \( *X \) if and only if \( *\rho(p, q) \) is finite:

(ii) There is an element \( A_0 \) of \( \mathcal{U} \) which satisfies:

for each \( A \in \mathcal{U} \) there is an \( n \geq 1 \) such that \( A_0 \subset A^n \).

**Proof.** (i) \( \rightarrow \) (ii): Let \( \rho \) be as in (i) and define

\[
A_0 = \{(x, y) \mid \rho(x, y) \leq 1\}
\]

as that \( A_0 \) is in \( \mathcal{U} \). If \( A_0 \) does not satisfy (ii), then there is an element \( A \) of \( \mathcal{U} \) such that for no \( n \geq 1 \) does \( A^n \) contain \( A_0 \). That is, for each \( n \geq 1 \) there exists a pair \( x_n, y_n \) of elements \( X \) which satisfy \( \rho(x_n, y_n) \leq 1 \) and \( (x_n, y_n) \notin A^n \). Let \( \omega \) be an infinite member of \( \ast N \). Then \( *\rho(x_\omega, y_\omega) \leq 1 \), so that by (i) there is a \(*A\)-chain \( q_0, \ldots, q_n \) from \( *x_\omega \) to \( *y_\omega \). That is, \( (*x_\omega, *y_\omega) \) is an element of \( (A^n)^* = (*A)^n \). But since \( \omega \) is not standard, this means that \( (x_k, y_k) \in A^n \) holds for infinitely many values of \( k \) in \( N \). This contradicts the choice of the pairs \( (x_k, y_k) \) and proves that \( A_0 \) satisfies (ii).

(ii) \( \rightarrow \) (i): Assume that \( A_0 \) satisfies (ii). Then for each \( A \) in \( \mathcal{U} \), \( *A_0 \subset *A^n \) (for some \( n \) depending on \( A \)). Therefore \( p \equiv_A q \) implies \( p \equiv_A q \), for every \( p, q \in \ast X \) and every \( A \in \mathcal{U} \). Thus the \( \equiv_A \) equivalence classes and the \( \mathcal{U} \)-galaxies are exactly the same. The existence of the semimetric required in (i) now follows, using Lemma 2.1 and the fact that \( (X, \mathcal{U}) \) is chain connected.

**Remark.** Suppose \( (X, \mathcal{U}) \) is chain connected and \( \mathcal{U} \) is defined by a metric \( \rho_0 \). If \( (X, \mathcal{U}) \) satisfies the conditions in Theorem 4.6, then there exists a metric \( \rho \), which defines \( \mathcal{U} \) and also satisfies: \( p \) and \( q \) are in the same \( \mathcal{U} \)-galaxy if and only if \( *\rho(p, q) \) is finite. That is, \( \mathcal{U} \) can be "remetrized" so that the \( \mathcal{U} \)-galaxies and the galaxies
defined by the metric coincide. To construct \( \rho_1 \), simply choose \( \rho \) as in 4.6.i and define

\[
\rho_1(x, y) = \max \{\rho(x, y), \min (\rho_0(x, y), 1)\}.
\]

The following two examples were developed in collaboration with L. C. Moore, and are based on ideas due to him. In each case the uniformity \( \mathcal{U} \) is defined by a metric on \( X \). The first example shows that a \( \mathcal{U} \)-finite point need not be in the same \( \mathcal{U} \)-galaxy with any standard point, even when \( (X, \mathcal{U}) \) is complete. The second example shows that even when the original space \( (X, \mathcal{U}) \) is arcwise connected, the smallest nonstandard hull of \( (X, \mathcal{U}) \) constructed in [4] need not even be chain connected (or, what is the same, the uniform space obtained by restricting \( \widetilde{\mathcal{U}} \) to \( \text{fin}_X(*X) \) need not be chain connected.)

**Example 1.** In this example \( X \) is the set of all pairs \( x = (x_1, x_2) \) of positive integers, and \( \mathcal{U} \) is the uniformity defined by the metric \( \rho \), where

\[
\rho(x, y) = \begin{cases} 
\frac{x_2 - y_2}{x_1 y_1} + \frac{x_1 - y_1}{x_2 y_2} & \text{if } x_1 = y_1 \\
\frac{x_2 - y_2}{x_1 y_1} + \frac{x_1}{x_2} + \frac{y_1}{y_2} & \text{if } x_1 \neq y_1.
\end{cases}
\]

(The metric \( \rho \) is obtained in the following way: for each \( x \) in \( X \) let \( \bar{x} \) be the sequence \( \bar{x} = (a_0, a_1, a_2, \ldots) \), where

\[
a_0 = \frac{x_2}{x_1}, a_{a_1} = \frac{x_1}{x_2}
\]

and all other \( a_a \) are 0. The distance \( \rho(x, y) \) is then just the \( l_1 \) norm of \( \bar{x} - \bar{y} \) as an element of the linear space of all sequences which have finite support.)

For an element \((p, q)\) of \(*X\) to be \( \mathcal{U} \)-finite, it is necessary (by Lemma 4.2) that \(*\rho((1, 1), (p, q))\) be finite. This implies that \( p/q \) and \( q/p \) are finite elements of \(*R\) (or, what is the same, that \( p/q \) is finite but not infinitesimal.) Suppose, conversely, that \( q/p \) and \( p/q \) are finite. It will be shown that the element \((p, q)\) of \(*X\) is \( \mathcal{U} \)-finite. If either \( p \) or \( q \) is finite, then the other must be. That is, \((p, q)\) is in \( X \). Assume therefore that \( p \) and \( q \) are both in \(*N \sim N\). Given a standard real number \( \delta > 0 \), a number \( r \) in \(*N\) may be chosen which satisfies the inequalities

\[
\gamma\left[p + \frac{1}{q^2} + \frac{1}{p}\right] < \delta \leq (r + 1)\left[p + \frac{1}{q^2} + \frac{1}{p}\right].
\]

(4.1)

For any \( k \in N \), the \(*\rho\)-distance between the elements \((p, q + kr)\) and
(p, q + kr + r) of *X is equal to
\[
\left| \frac{p}{q + kr} - \frac{p}{q + kr + r} \right| + \left| \frac{q + kr}{p} - \frac{q + kr + r}{p} \right|
\]
which is bounded above by
\[
\frac{rp}{q^2} + \frac{r}{p} < \delta.
\]
Now choose the smallest s in *N which satisfies
\[
\frac{p}{q + sr} < \frac{\delta}{4}.
\]
The inequalities (4.1), together with the fact that p/q is finite but not infinitesimal, implies that r/p is finite but not infinitesimal. This shows that s is actually in N, and the sequence (p, q), (p, p + r), \ldots, (p, q + sr) is a δ-chain in *X with a finite number of steps.

Since p/q and r/p are each finite but not infinitesimal, there are standard integers m, n such that m/n is within 8/4 of g + sr and w/m is within 8/4 of the reciprocal q + sr.

It follows that the *p-distance between (p, q + sr) and (m, n) is less than δ. This shows that there is a δ-chain from (p, q) to a standard element of *X, for each standard δ > 0. Therefore (p, q) is U-finite, as claimed.

Given a U-pre-nearstandard element (p, q) of *X, p/q must be finite but not infinitesimal, by Theorem 1.4 and the previous argument. If (p, q) is not standard, then p is infinite. Therefore every standard element of *X is a *p-distance of at least p/q away from (p, q). But p/q is not infinitesimal, so this is a contradiction. Therefore pns\(_U\)(*X) is simply the set of all standard elements of *X. This shows that (X, U) is complete and that the U-topology on X is discrete.

Also, there are elements of fin\(_U\)(*X) which are not standard (for example, (ω, ω) is one whenever ω is infinite.) Since the U-topology is discrete, each standard element of *X comprises a U-galaxy by itself. Thus there are U-finite points which are not in the same U-galaxy with any standard point. In fact it can be shown, by an argument similar to the one used to characterize fin\(_U\)(*X), that the set A of non-standard, U-finite elements of *X comprises a single U-galaxy.
Note that if \( \omega \) and \( \omega' \) are distinct elements of \( {}^*N \), then the \( {}^*\rho \)-distance between \( (\omega, \omega) \) and \( (\omega', \omega') \) is 2. Thus the image under \( \pi \) of \( \text{fin}_\rho(*X) \) in \( X_0 \) has at least as many elements as \( {}^*N \). Since the enlargement \( {}^*\mathcal{M} \) can be chosen to make the cardinality of \( {}^*N \) arbitrarily large, this shows that the various nonstandard hulls of \( (X, \mathcal{U}) \) constructed in [4] depend on \( {}^*\mathcal{M} \) as well as on \( (X, \mathcal{U}) \).

**Example 2.** In this example \( X \) consists of a countable set of points \( \{a_n | n \geq 0\} \), together with certain arcs joining \( a_0 \) to the other distinguished points. For each \( n \geq 1 \) the arcs joining \( a_0 \) to \( a_n \) form \( n \) subspaces \( X(n, 1), \ldots, X(n, n) \), each two of which have only the elements \( a_0 \) and \( a_n \) in common. Moreover, if \( 1 \leq j \leq m, 1 \leq k \leq n \) and \( n \neq m \), then \( X(m, j) \) and \( X(n, k) \) have only the element \( a_0 \) in common.

The metric \( \rho \) which defines \( \mathcal{U} \) is given first on the subspaces.

![Figure 1.](image-url)
$X(n, k)$ and then extended to all of $X$. For a given $1 \leq k \leq n$, $\rho$ is defined on $X(n, k)$ in such a way as to make the subspace $X(n, k)$ isometric to the subspace of the Euclidean plane pictured in Figure 1. (This subspace consists of the seven line segments obtained by joining adjacent pairs of points in the sequence: $(0, 0), (0, n), (1/4k, n), (1/4k, -k), (1 - 1/4k, -k), (1 - 1/4k, n), (1, n), (1, 0)$.) In each case the isometry is assumed to take $a_0$ to $(0, 0)$ and to take $a_n$ to $(1, 0)$. Therefore there is a function $f$ from $X$ into $\mathbb{R}^2$ whose restriction to a given subspace $X(n, k)$ yields the assumed isometry.

The metric $\rho$ is defined on the rest of $X \times X$ as follows. Let $x, y \in X$ and suppose $\rho(x, y)$ is not yet defined. That is, $x \in X(m, j)$ and $y \in X(n, k)$, where the pairs $(m, j)$ and $(n, k)$ are distinct. If $n \neq m$, then $\rho(x, y)$ is defined to be $\rho(x, a_0) + \rho(a_0, y)$. If $n = m$, then $\rho(x, y)$ is defined to be

$$\min \{ \rho(x, a_0) + \rho(a_0, y), \rho(x, a_n) + \rho(a_n, y) \}.$$ 

It will be shown first that for every $x, y \in X$ and $n \geq 0$

$$\rho(x, y) \leq \rho(x, a_n) + \rho(a_n, y). \tag{4.2}$$

If $n = 0$ or if $x$ and $y$ are both elements of the union $X(n, 1) \cup \cdots \cup X(n, n)$, then (4.2) is obvious. Thus assume $x \in X(m, j)$ where $m \neq n$. In that case

$$\rho(x, a_n) = \rho(x, a_0) + \rho(a_0, a_n). \tag{4.3}$$

If $y \in X(n, k)$ for some $k$, then

$$\rho(a_0, y) \leq \rho(a_0, a_n) + \rho(a_n, y).$$

This inequality, together with (4.3) and (4.2) when $n = 0$, proves (4.2) in the present case. By the symmetry of $\rho$, it remains only to consider the case when $y \in X(m, j)$ for some $m \neq n$. In that case

$$\rho(a_n, y) = \rho(a_0, a_n) + \rho(a_0, y).$$

This, together with (4.3), shows that $\rho(x, a_n) + \rho(a_n, y)$ is bounded below by $\rho(x, a_n) + \rho(a_n, y)$. An application of (4.2) when $n = 0$ completes the proof.

To prove the triangle inequality in general, let $x, y, z \in X$ and assume $z \in X(n, k)$. If neither $x$ nor $y$ is in $X(n, k)$, then

$$\rho(x, z) + \rho(z, y) = \rho(x, b) + \rho(b, z) + \rho(z, c) + \rho(c, y),$$

where $b$ and $c$ are each either $a_0$ or $a_n$. Since $b, c, z$ are all in $X(n, k)$, $\rho(b, c) \leq \rho(b, z) + \rho(z, c)$. This, together with two uses of (4.2), proves the triangle inequality.
(4.4) \[ \rho(x, y) \leq \rho(x, z) + \rho(z, y) \]

in this case. By the symmetry of \( \rho \) it remains only to consider the case when \( x \in X(n, k) \) but \( y \in X(n, k) \). Then

\[ \rho(x, z) + \rho(z, y) = \rho(x, z) + \rho(z, b) + \rho(b, y) \]

for \( b = a_0 \) or \( a_n \). The triangle inequality applied to \( x, z, b \) (which are all elements of \( X(n, k) \)) together with one use of (4.2) yields (4.4) in this case, and completes the proof. Thus \( \rho \) is a metric on \( X \).

In passing to consideration of \( \mathbb{X} \), note that there are subsets \( \mathbb{X}(\omega, \omega') \) of \( \mathbb{X} \) which correspond to the subsets \( X(n, k) \) of \( X \). In particular, for each \( p \) in \( \mathbb{X} \) there is at least one pair \((\omega, \omega')\) which satisfies \( 1 \leq \omega' \leq \omega \) and \( p \in \mathbb{X}(\omega, \omega') \). Moreover, if \( p \) and \( q \) are both elements of \( \mathbb{X}(\omega, \omega') \), then \( \rho(p, q) = d(f(p), f(q)) \), where \( d \) is the extension of the Euclidean metric to \( \mathbb{R}^2 \).

The analysis of \( \text{fin}^\omega(\mathbb{X}) \) depends on the following fact.

**Lemma.** If \( p \) is \( \mathcal{L} \)-finite and \( p \in \mathbb{X}(\omega, \omega') \), where \( \omega' \in \mathbb{X}, \omega \in \mathbb{N} \sim \mathbb{N} \) and \( \omega' \leq \omega \), then the standard part of the first coordinate of \( f(p) \) is either 0 or 1.

**Proof.** Let \( p, \omega \) and \( \omega' \) be as stated. Since \( p \) is \( \mathcal{L} \)-finite, \( f(\alpha_0, p) \) must be finite, by Theorem 4.2. Therefore \( f(p) \) is a finite distance from \((0, 0)\) in \( \mathbb{R}^2 \), so that the second coordinate of \( f(p) \) must be finite. If \( \omega' \) is infinite, this implies that the first coordinate of \( f(p) \) must be one of the numbers: 0, \( 1/4\omega' \), \( 1 - 1/\omega' \), or 1. These numbers have standard part 0 or 1.

Thus it may be assumed that \( \omega' \) is finite. Let \( A \) be the set of all \( q \) in \( \mathbb{X}(\omega, \omega') \) such that \( f(q) \) has an infinite second coordinate or has a first coordinate different from 0 or 1. Then if \( q \in A \) but \( r \in \mathbb{X} \sim A \), it follows that \( \rho(q, r) > 1/8\omega' \). In addition, \( A \) has no standard element (since the only standard element of \( \mathbb{X}(\omega, \omega') \) is \( \alpha_0 \)). Thus there is no \( 1/8\omega' \)-chain from any element of \( A \) to any standard element. This shows that no element of \( A \) is \( \mathcal{L} \)-finite. Thus, in this case, \( f(p) \) actually has first coordinate equal to 0 or 1.

Now consider the point \( \alpha_\omega \), where \( \omega \) is any infinite element of \( \mathbb{N} \). For each standard \( k \) in \( \mathbb{N} \) there is a \( 1/k \)-chain from \( \alpha_\omega \) to \( \alpha_0 \) in \( \mathbb{X}(\omega, k) \) (since the three segments in \( f(\mathbb{X}(\omega, k)) \) which lie below the horizontal axis in \( \mathbb{R}^2 \) have finite length when \( k \) is finite.) Therefore \( \alpha_\omega \) is \( \mathcal{L} \)-finite. However, there cannot be any sequence \( q_0, \ldots, q_n \) of \( \mathcal{L} \)-finite points which satisfy: \( q_0 = \alpha_\omega, q_n = \alpha_0 \) and \( \rho(q_i, q_{i+1}) < 1/2 \) for all \( i = 0, \ldots, n - 1 \). Otherwise, by the Lemma, there must exist \( i, 0 \leq i \leq n - 1 \), such that the first coordinates of \( f(q_i) \) and
*f(q_{i+1}) have standard parts 1 and 0 respectively. But this would imply *\rho(q_i, q_{i+1}) > 1/2, which is a contradiction.

Thus it has been shown that the uniform space resulting from restricting \( \sim \) to \( \text{fin}_{S_i}(X) \) is not chain connected. The example is completed by noting that since \( X \) is essentially a union of polygonal paths from \( a_n \), the space \( (X, \sim) \) is arcwise connected.

**Remark.** The last example shows that restriction of \( \sim \) to a \( \sim \)-galaxy need not yield even a chain connected uniform space. In some cases, however, the \( \sim \)-galaxies are exactly the connected components of \( *X \) under the \( \sim \)-topology. For example, let \( \sim \) be a uniformity defined by a metric \( \rho \) on \( X \) which satisfies the following convexity assumption: for each \( x, y \in X \) and \( \delta > 0 \) there exists \( z \in X \) which satisfies

\[
|\rho(x, z) - \frac{1}{2}\rho(x, y)| < \delta
\]

\[
|\rho(y, z) - \frac{1}{2}\rho(x, y)| < \delta .
\]

(This is equivalent to saying that the completion of \( (X, \rho) \) is metrically convex, and it is true, for example, when \( X \) is a normed linear space.)

Passing to \( * \mathcal{M} \), and letting \( \delta \) be infinitesimal, it follows that for each \( p, q \in *X \) there exists \( r \in *X \) which satisfies

\[
\text{st}(*\rho(p, r)) = \text{st}(*\rho(q, r)) = \frac{1}{2}\text{st}(*\rho(p, q)) .
\]

Used repeatedly, this shows that whenever \( *\rho(p, q) \) is finite, \( p \) and \( q \) must be in the same \( \sim \)-galaxy. Moreover, the restriction of \( \sim \) to any \( \sim \)-galaxy yields a chain connected space. On such a galaxy \( Y \) the restriction of \( \sim \) is defined by the semimetric \( \tilde{\rho} \) defined by

\[
\tilde{\rho}(p, q) = \text{st}(*\rho(p, q)),
\]

as discussed in §1. If \( *\mathcal{M} \) is \( \mathcal{K} \)-saturated, then \((Y, \tilde{\rho})\) is a complete semimetric space, by the Remark following Theorem 1.4 (and the fact that \( \sim \)-galaxies are closed in the \( \sim \)-topology.) In fact, it has been shown above that \((Y, \tilde{\rho})\) is convex. As is well known, these facts imply that \( Y \) is arcwise connected in the \( \tilde{\rho} \)-topology. It follows, using the Remark following Corollary 4.5, that the \( \sim \)-galaxies are identical to the connected components of \( *X \) in the \( \sim \)-topology.
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