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In this paper the adjoint operator is derived for a multi-
point differential operator in a Hubert space. This characteri-
zation is used to study self-ad jointness. In particular, a
simple proof is given of some recent results of Neuberger
and Zettl.

1* Introduction • The adjoint of a multi-point differential

operator has been studied by many authors, beginning with Wilder
[7] and most recently by Krall [3]. In §2 we characterize the
adjoint of an nth order multi-point differential operator. The develop-
ment is in the Hubert space L2[α, 6], and it generalizes the setting
of Dunford and Schwartz [2, Ch. XIII] for two-point differential
operators. The essential feature of this development is the necessity
for discontinuities at the interior boundary points, a feature which
has been pointed out by Wilder [7] and Loud [4].

In § 3 we characterize self-ad jointness for multi-point differential
operators, generalizing some classical results of Coddington and
Levinson [1]. For the special case of continuity at the interior
boundary points, we give an elementary proof of the results of
Neuberger [6] and Zettl [8] who have shown that the boundary
conditions can not involve the interior boundary points.

2* Multipoint differential operators and their ad joints • For
a closed interval [α, b] let S denote the real Hubert space L2[a, b] with
standard inner product (/, g). Let

be an ^th order formal differential operator, where we assume that
the coefficients a^t) are real-valued functions belonging to C°°[a, b]
and that an(t) Φ 0 on [a, 6]. Let Hn[a, b] be the linear subspace of
S consisting of all functions f(t) in Cn~λ[af b] with f{n~ί] absolutely
continuous on [a, b] and / ( n ) in S.

We are going to study differential operators which are obtained
by applying the operator τ to appropriate linear subspaces of L2[a, b]
determined by imposing boundary conditions which involve interior
points of [α, 6]. The following example illustrates some of the
problems inherent in determining the adjoint of such an operator.
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562 JOHN LOCKER

EXAMPLE 1. Let L be the differential operator in L2[—1,1]
define by

gr(L) = {/ e ί P [ - l , 1] I /(0) = /'(0) = 0}, Lf = / " .

Since the domain of L is dense in L2[—1,1], the adjoint operator L*
exists. Let /(t) be any function in &(L), and let g(t) be a sufficiently
smooth function in L2[ — 1,1] which possibly has a jump discontinuity
at t = 0. Integrating by parts we obtain

The last two terms are eliminated by the boundary conditions on
/, and in the process, the expressions which would have forced
continuity on g and g' at t = 0 are also removed. In fact, we see
the g(t) belongs to the domain of Z,* if g is sufficiently smooth on
the intervals [-1, 0) and (0,1] with g(l) = g(-l) = g'(l) = g'(-l) = 0.
Note that g and g' need not be continuous at t = 0. Thus, the
adjoint operator L* appears to have a different structure than the
original differential operator L. We will show that this difference
is only superficial.

To obtain a theory for multi-point differential operators in which
the operator and its adjoint have similar structures, we must extend
the concept of such operators by giving up continuity at the interior
boundary points of [a, b]. Suppose π = {a = x0 < x1 < < xm = b}
is a given partition of [α, &]. Let Hn(π) denote the collection of all
functions f(t) in S with the following two properties:

(a) On each subinterval [x^l9 Xi] the function f(t) possesses both
right-hand and left-hand limits at the endpoints x^ and xi9 respectively.
For i — 1, , m let /; be the function defined on [x^u x{\ by /*(£) =
f(t) for x^ <t<xif Λ(a?*-i) - f(xΐ-i), and /4(a?4) = f{xj). We call the
functions fl9 , fm the components of / and denote this by writing
f=(fu ••-,/.).

(b) The components /<• belong to Hn[x^uxi\ for i = 1, •• , m.
Note that Hn(π) is a linear subspace of S containing Hn[a, b], and we
can apply τ to any function f(t) in Hn(π) to obtain a new function
τf(t) in S.

We define a multi-point boundary value to be a linear functional
B on ίP(τr) of the form

B(f) = Σ Σ[αyi/i(i)(»i-ι) + βsif
l
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for / = (/i, • • - , / » ) €jffw(τr), where the an and βH are given real
numbers. Clearly the space of all such boundary values is a 2mn-
dimensional linear space.

Suppose we are given a set of k linearly independent multi-
point boundary values

1=1 j=Q

Let L be the linear operator in S defined by

{/ G tf ( r) I B<(/) = 0, i = 1, • , A}, I,/ = r/ .

The operator L is called a multi-point differential operator. Since
£2r{L) is dense in S, we know that L has a well-defined adjoint L*.
We are going to obtain an explicit formula for L*, showing that it
is also a multi-point differential operator which is obtained from the
formal adjoint r* and a set of 2mn — k linearly independent multi-point
boundary values.

The principal tool used in studying L* is Green's formula [2,
p. 1288]: if f(t) and g(t) are functions in Hn(π), then

m n—1

( 1 ) (τf, g) - {f, τ*g) = Σ Σ [F!!(τ)f}'>(x,)g\<»(x,)
1 = 1 p 9 = 0

where Ft = [Fξq{τ)\ denotes the n x n boundary matrix for τ at the
point te [a, b]. Consider the linear system of equations

(2) Σ Σ [auiXn + βiuVn] = 0 , i = l, ; k .

Since the boundary values Bl9 * ,Bk are linearly independent, the
system (2) has rank k, and hence, the solution space of (2) has
dimension 2mn — k. Let [α;^, ^ ] , i = 1, , 2m^ — fc, be a set of
solutions to (2) which form a basis for the solution space.

Next, let ocfάι and β*3l be the constants defined by

( 3 ) afn = -Σ! x^F^iτ) and βΐ3l =
p=0

for i = 1, , 2m^ — k; j = 0, , w — 1; Z = 1, , m. Let 5f
1, •••, 2m% — k, be the multi-point boundary values defined by

Bf(f) = Σ

These new boundary values are called adjoint multi-point boundary
values.
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THEOREM 1. The adjoint operator L* is the multi-point dif-
ferential operator defined by

Sίijj*) = {fe Hn(π) I Bf(f) = 0, i = 1, . . , 2mn - k], L*f = τ*f .

Proof. Let Lo be the linear operator in S whose domain consists
of all functions fe Hn(π) satisfying Bξ(f) = 0 for i — 1, , 2mn — Jc
with Lof = τ*f. We want to show that Lo = L*. Fix a function
ge&(L0) and set #* = LO0 = r*#. Take any function fe^r(L).
Since the numbers

»«=/ϊ"(*ι-.), »«=/." '(*,).

form a solution to the linear system (2), there exist constants
<ά, •••> <*»»-* such that

and /,w(αjI) = 2 Σ * c 4 » 4 i ι .
<=i

Using these equations and Green's formula, we get

(L/, g) - (/, g*) = (T/, ff) - (/, τ*^)
2mw—k

Since this is true for each fe£p(L), we conclude that
with L*g = g* = Log. Thus, Lo S L*.

To complete the proof it is sufficient to show that
^ ( L o ) . Take any function ge&(L*), and fix an integer I with
1 <Ξ ϊ ^ m. Let g denote the restriction of g to the subinterval
[»i-i, »Ϊ] If / is any function in Hn[xt_u xt] having its support in
the open interval (xι-u xt)9 then we can extend / to a function /
defined on [α, b] by making it zero outside of [xι-u

 χιV> the extension
/ belongs to 3ϊ(L), and hence,

0 = (Lf, g) - (/, L*g) = P (τf)g - Γ f(L*g) .

By Theorem 10 of [2, p. 1294] we conclude that g is equal a.e. to
a function in Hn[xι_ι, xt\ and that L*# = τ*g a.e. on [̂ z_i, x\. Thus,
gf G ίίw(π) and L*g — τ*g. Next, fix an integer i with 1 <; i ^ 2m^ — k,
and choose a function σ = (σl9 , σm) e Hn(π) such that σ\j){xι_^) —
xin and σ{i}(α?ι) = 2/<yι Clearly σ e ^ ( L ) , and from Green's formula

0 - (Lσ, g) - (σ, L*g) = (τσ, g) - (σ, τ*g) - Bf(g) ,

so ge&(L0). This completes the proof.
For calculating adjoints and for studying self-adjointness, it is
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convenient to introduce the following matrices. Let Mι and Nι be
the k x n matrices defined by

Mt = [aidι] and Nt = [βi3l] ,

let Pi and Qt be the (2mn — k) x n matrices defined by

Pι = [afo] and Qι = [β},Ί] ,

and let Xι and Yι be the (2mn — k) x n matrices defined by

for Z = 1, , m. From (3) we have

(5) Pι=-XιFsι_ι and Qι = YιFH

for I = 1, •••, m. Finally, let X and X* be the (2mn — fc) x 2mn
matrices

and let ί7 be the

and

matrix

From (5) we have

(6) X* = XF

REMARK. We know that X has rank 2mn — k because system
(2) has rank k, and that F is nonsingular because the boundary
matrix Ft is nonsingular at each point te[a, b], and hence, X* must
have rank 2mn — k. Since the rows of X* are the coefficients of
the adjoint multi-point boundary values, it follows that Bf, , B*mn-k
are linearly independent.

We conclude this section by giving two examples. In the first
we reexamine Example 1, while in the latter we look at an example
due to Loud [4, p. 316].

EXAMPLE 2. The first example can be reformulated as follows:
let S = L2[-l} I], let τf - / " , let π = {-1, 0,1}, and let
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Bx{f) = /(0-) - /(0+) = Λ(0) - /2(0) ,
W ) = /'(0-) - /'(0+) = /I(0) - MO) ,
W ) =/(<>-) =Λ(0),

Bt(f) = f(0~) = MO) ,

so the operator L is given by

&{L) = {/e H\π) \ B{(f) = 0, i = 1, , 4}, Lf = f" .

For the adjoint operator we have τ*f = f" and

"0 - 1 "

0
for all ί e [ - l , l ]

The linear system (2) is given by

0ίc01 + θ£cu + lyQ1 + 0yn

0x0ι + 0xn + 0y01 + lyn

Oxoi + 0ίcu + lj/01 + 0yn

0xn + 0y0i + lyn

0a;0

0j/ 1 2 = 0 >

O2/12 = 0 ,

0yι!s = 0 ,

0y12 = 0 ,0x01 + 0xn + 0y0i + lyn + 0a;02 + 0x12

which has as its general solution

a;01[10000000] + xn[01000000] + rfOOOOOlO] + rfOOOOOOl] .

Thus,

X =

10 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

and X* = XF =

0100000 0

-1000000 0

0000000-1

0000001 0.

It follows that adjoint multi-point boundary values are given by

Bf(f)=f(-1)=M-1),

mi) = -/(-i) = -/i(-i),
Bί(f) = -/'(I) = -

and hence, the adjoint operator L* is given by

= {/e H\π) | / ( - l ) = / ' ( - I ) = /(I) = /'(I) = 0}, L*f = f" .

EXAMPLE 3. Let S = L2[-l, 1], let τf = f, let π = {-1, 0,1},
and let
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W ) = /(i) = Mi),

B3(f) = /(0-) - /(0+) = Λ(0) - Λ(0) ,

Bt(f) = /(0-) - /'(0-) + /'(0+) = MO) - /ί(0) + /i(0) .

For the operator L determined by these conditions, we find that

-10 0 0 0 0 0 0"

0 0 1 - 1 0 1 0 0

001 0 - 1 0 0 0

000 0 0 0 1 0

ΛT

0 10 0 0 0 0 0

0 0 1 1 1 0 0 0

0 0 0 1 0 1 0 0

0 0 0 0 0 0 0 1

X* =

and hence, adjoint multi-point boundary values are given by

Bΐ(f) = -/(-I) = -Λ(-l) ,

BHf) = /(0-) - /'(0-) + /'(o+) = Λ(θ) -

Btif) = /(0-) - /(0+) = Λ(θ) - Λ(θ),

£,*(/)=/(i) =

+ MO),

Thus, L = L*.

3. Self-adjointness. Since the rows of the matrix X are solu-
tions of the linear system (2), we have

±[MlXl

t + NlY{] = 0,
1=1

and hence, substituting (5) into this equation we get

( 7) Σ [Ml{-F^_lYPl + N^F-γQl] = 0 .Σ

We are going to use this equation to characterize the self-adjoint
multi-point differential operators. In case m — 1 equation (7) reduces
to equation (3.3) of Coddington and Levinson [1, p. 289].

THEOREM 2. Let τ = r* and let k = mn. The multi-point dif-
ferential operator L is self-adjoint if f

ι=ι Xι ι %ι

Proof. First, assume L = L*. Since the boundary values
E>i, , Bmn are equivalent to the boundary values J5f, , BZn, there
exists an mn x mn nonsingular matrix Aγ such that

PmQm] = MJVJ ,
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and hence, Pι = A1Mι and Qx — A^Ni for I = 1, , m. Substituting
these results into equation (7) yields equation (8).

Conversely, assume equation (8) is true. This implies that the
rows of the mn x 2mn matrix [M1N1 ΛfwiVm]2'7~'1 are solutions to
the linear system (2). Because these rows are linearly independent,
there exists an mn x mn nonsingular matrix A2 such that

[X.Y, XmYJ = X - AJiM.N, MmNm]F~ι .

Therefore,

MmNm] .

This implies that the boundary values Bl9 ••-, J5WΛ and Bf, * ,B*n

are equivalent. Thus, L — L* and the proof is complete.

REMARK 1. In case m = 1 this theorem reduces to Theorem 3.2
of Coddington and Levinson [1, p. 291].

REMARK 2. Loud [4, Theorem 1, p. 309] has also obtained a
characterization of self-adjoint multi-point differential operators. In
applying his results one must know a fundamental matrix for the
homogeneous problem and know that a Green's function exists.
These restrictions do not apply to Theorem 2, and consequently, it
may be easier to use in practical problems.

We conclude this paper by examining self-adjointness in the
special case of continuity at the interior boundary points. Suppose
L is a self-adjoint multi-point differential operator determined by τ
and multi-point boundary values Bly •••,!?«*, and assume that the
last (m — T)n of these boundary values specify continuity for the
functions and their derivatives at the interior boundary points:

for I = 1, , m — 1, j — O , n — 1. Note that the boundary values
Bί9 •••, Bn can be rewritten in the form

tn n—l

Z=o i=0

and L can be represented by

- {fe H*[a, b] ] B\f) = 0,i = 1,-- ,n},Lf = τf.

We assert that the coefficients ym in (10) which correspond to
interior boundary points are all 0.

Fix integers i, j , I with 1 <Ξ i <£ n, 0 ^j ^n ~ 1, l ^ l ^ m — 1,
and suppose yiSl Φ 0. Let Lo be the multi-point differential operator
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determined by τ and the boundary conditions (9) together with the
additional boundary condition B^f) — 0. Clearly L £ LQ, and hence,
L* £ L* = L. Also, since Lo is given by (m — l)n + 1 linearly in-
dependent boundary conditions, the adjoint L* is determined by
precisely 2mn — (m — l)n — 1 = mn + n — 1 linearly independent
boundary conditions.

Choose a function / e Hn[a, b] with

[/(α)/'(α) . . /'-'(α)] = - [1 0

- [0 0-.

j>=0

and with all other values for /,/', ,/< n" ι ) equal to 0 at the interior
boundary points. Note t h a t / e £&(L0). Take any function #€ £gr(Lf).
Since £2>{Lt) £ £&{L)> it follows that # and its derivatives are con-
tinuous at the interior boundary points, and hence, using Green's
formula we get

0 - (Lo/, g) - (/, Lfg)
= lfW(b) '-fίn

Using this same argument we can show that g(p)(a) = 0 and g{p)(b) =
0 for p = 0,1, , n — 1 for all functions g 6 s&(L*). These 2w
boundary conditions together with the (m — ϊ)n boundary conditions
(9) account for a total of 2n + (m — l)n = mn + w linearly inde-
pendent boundary conditions satisfied by the functions g 6 3f{Jj$)..
This contradicts the earlier statement that &{Lt) is determined by
mn + n — 1 linearly independent boundary conditions. Therefore,
we must have ym = 0, and we have established the following
theorem.

THEOREM 3. Let L be a self-adjoint multi-point differential
operator determined by τ and multi-point boundary values Bl9 , Bmn.
If the last (m — l)n of these boundary values specify continuity for
the functions and their derivatives at the interior boundary points
as in (9), then in the representations for the boundary values
Bu , Bn given in (10) the coefficients Ίm which correspond to interior
boundary points are all 0.

REMARK. This theorem has been established by Neuberger [6]
and Zettl [8]. Our proof seems simpler and more natural. It is a
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consequence of Green's formula, which is the basic principle used in
studying self-adjointness.
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