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For any set α, let ΘAa denote the index set of the class
of all recursively enumerable (r. e.) subsets of a (i.e., if
{TFaJâ o is a standard enumeration of all r.e. sets, ΘAa —
{x I Wx c a}.) The purpose of this paper is to examine the
possible Turing degrees of the sets θAa when a is r.e. It is
proved that if b is any nonrecursive r.e. degree, the Turing
degrees of sets ΘAa for a r.e., a e b, are exactly the degrees
c > 0' such that e is r.e. in b.

Index sets of form ΘAa appear to have useful properties in the
study of the partial ordering of all index sets under one-to-one
reducibility. For instance, in the case where a is a nonrecursive
incomplete r.e. set, the index set ΘAa was used in [1] to provide an
example of an index set which is neither r.e. nor productive. In [2]
it is shown that if the Turing degree of a is not ^0 ' , then the set
ΘAa is at the bottom of c discrete ω-sequences of index sets (i.e.,
linearly ordered chains of index sets such that no index sets are
intermediate between the elements of the chain.) In particular, such
a set ΘAa has at least two nonisomorphic immediate successors in
the partial ordering of index sets.

It is natural to ask: What relation, if any, exists between the
Turing degree of a and that of ΘAaΊ In the case where a is co-r.e.,
it is easy to see that neither degree determines the other, since θAa

is r.e. and hence has degree 0 or 0' (by Rice's theorem [5]), inde-
pendently of the degree of a; while both 0 and 0' contain sets θAa

for αeO. In this paper it is shown that when a is r.e., the
situation is similar, though more complicated. It was shown in [3,
Theorem 1] that if β is a complete r.e. set, then θAβ is a complete
Π\ set. On the other hand, C. G. Jockush, Jr. has constructed an
example (unpublished) of an effectively simple set 7 such that ΘAT

has degree 0'. Since β and 7 both have degree 0' [4], this shows
that when a is r.e., the degree of a need not determine that of ΘAa.
The main result of this paper shows that these examples are extremal
cases of the fact that when a is r.e., the degree of θAa can take on
all possible values within certain obvious restrictions. More precisely,
we prove the following:

THEOREM. Let b be a nonrecursive r.e. degree. Let
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^ = {c I (la) (aeb and θAa e c},
62 = {c I (la) (α is r.e. and aeb and ΘAa e c},
63 = {c I c ;> 0' αwd c is r e. iτ& δ}.

Then ^ = ^ 2 = ^ 3 .

Proof. Clearly ^ 2 c ^ . It is thus sufficient to prove that

^ 1 c ^ 3 : Assume α e 6 and #AΛ e c.
Since ΈKa = {a?| Wxf)aΦ 0}, #A" is r.e. in α so c is r.e. in 6. Since
b > 0, a Φ 0 or N, so ^Aα is a nontrivial index set which, by the
proof of Rice's theorem [5, Theorem 14-XIV] implies K S τΘAa (where
K denotes the complete r.e. set). So c ^ 0'. Since c was arbitrary,
this shows &x c ^ .

The remainder of this paper is devoted to proving that ^ c ^ .
We assume that c ^ 0', c r.e. in 6, and describe the construction of
an r.e. set a such that aeb and θAa e c.

2. Preliminaries• The notation is that of [5]. Given β r.e.,
nonrecursive, and 7 r.e. in β, 0' ^ Γτ, we require an r.e. set a such
that a = τβ and ΘAa = Γ7. We attempt to achieve this as follows:

(a) to get β ^ τa, we "code" β into α;
(b) to get a ^ Γ/S, we arrange that an odd integer y is put into

a only when some x ^ y has just appeared in β. (The idea here is
similar to that used in the proof of Theorem 2 of [7].);

(c) to get 7 ^ τΘAa

9 we define a sequence {Se}eδ0 of r.e. sets such
that the index of Se is recursive in θAa and ee7^->Se{~)a^ 0;

(d) to get ΘAa ^ Γ7, we try to "preserve" nonempty intersec-
tions Wef] a whenever they occur during the construction.

These requirements evidently conflict, and priorities must be as-
signed, in the manner of [6].

The fact that 7 is r.e. in β will be used in the following way:
Let {Diji^Q be the canonical indexing of finite sets; <#, y) is a stand-
ard recursive pairing function with recursive inverses π19 π2, and
<a?, y, u, v} = <«aj, y}9 u}9 v} .

LEMMA 1. If Ί is r.e. in a set β, then there is a recursive
function f such that for each x, x e 7 *-> (32) (z e Wf{x) and Dπι[z) c β
and DH{Z) c β).

Proof. Let 7 = We

β. Then in the notation of Chapter 9 of [5],
x e 7«- x e We

β +-+ φβ

e(x) is defined <— (33/) (lu) (3v)«», 2/, w, ̂ > e TΓ (̂e) and
Dud β and D F c β) where p(e) is a recursive function of e. Let

V = {<w, ̂ > I (3i/)« α?, y, w, v) e WPie))} .
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Then V is an r.e. set, whose index can be uniformly computed from
x; so there is a recursive function / such that V = Wf{x), and

x£Ύ < > (lu) (3^) ((u, v)eV and Du c β and Dυc β)

< > (3s) (z e Wf{x) and Dπiiz) c β and DH{Z) c β) .

DEFINITION 2. Let g be a recursive function such that {Dg(i)}^0

is a recursive partitioning of the positive even integers into disjoint
finite sets such that \Dg{i) | = i + 1 for each ί (e.g., let Dg{i) =
{i2 + i + 2k I 0 < k ^ i + 1}). Let ex = e(x) be a recursive function
such that ex = the unique i for which 2xeDg{i).

3. Construction* α will be constructed in stages, a — \JS as

where as is the finite set of integers which has been put into a by
the end of stage s. If W is r.e., Ws will denote the result of
performing s steps in some fixed enumeration of W; in particular
W° = 0 .

We define as and auxiliary recursive functions ys

e = ye(s) and
z\ — ze(s) and a partial recursive function h(y) by simultaneous recur-
sion. If ys

e > 0, ys

e serves to witness that e e 7, while z\ witnesses that
Wef]a Φ 0 .

Stage 0.

α0 = {0}, y\ = z\ - 0.

Let Cs = {z \z > 0 and (3e) (3ί) ί < 8 (z = ys

e V z = zl)}; so d = 0 .
Assume inductively that Cs is finite and that yΓ1 > 0 implies y\~ι is
odd and h{ys~ι) is defined, for all e.

Stage s > 0, s = 1 (mod 3).
Let

Es = {?/1 (3a?) (?/ = 2a; and e* ^ s and ex e βs and (Vi)i<eχ(y Φ zΓ1)}

Os = {y\ 3e)et,s(y = ys~ι and D,2{h(y)) Π /3s Φ 0 } .

Let αβ = as^ \J ES\J Os. If ^Γ1 e ΐ7s, let ^: = 0. Otherwise, let
«; = zr 1. If vΓ'eOs, let 2/: = 0. Otherwise, let #; = 2/Γ1.

s > 0, s = 2 (mod 3).
Let α s = α s_! For each e ^ s (if any) such that
(a) zΓ1 - 0 and
(b) (3s) (3 G TΓ; Π as and (Vi)^β (« ^ yΓ1) and

(Vα?)β<s (« = 2a; -> ex > e)) ,
let zl = the least such 3. For all other e, let 3; = zs

e~\ If 2/}"1 =
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for some e < j , let y) = 0. Otherwise let y) = y'f1.

s > 0, s = 0 (mod 3).
Let as = «„_!, «; = 2Γ1 for all e. Let Fs = {e \ e ^ s and yp 1 = 0

and (3α?) (xe W}w and D, l ( ί C )c/3 s and Z ^ , , c fF)}. If e£i^ s , let
yl = yΓι. If F s ^ 0 , let F s = {kθ9 klf ••, kn}9 n^O, h < k3- for
i < j . Define ys

k. inductively as follows: assume y\. has been defined
for all j < i. Let xt = least a? such that a? e W}(ki) and -D^) c βs

and JD^*) c /3s, y%. — least odd /̂ e α s such that

y > max (DKι(Xi) U i?,^,,, U Cs U {»ίy \j < i}) .

Define h(yl.) = xt for each i ^ n.

It is easily verified for all three types of stages that Cs is always
finite, since new nonzero values are assigned to zs

e and y\ for at most
s + 1 values of e. For the second inductive assumption, it suffices
to note that new nonzero values of y\ are defined only if s = 0 (mod 3),
and that each new value y\ > 0 is odd and h(ys

e) is defined. That h(y)
is well defined will be proved below.

It is clear that a = \JSES U \JSOS U {0} is r.e. We note for later
use that Os consists of odd numbers and Es of even numbers, so that

( i ) 0 < y = 2x e a« (3s) (s = 1 (mod 3) and yeE8) ,

(ii) y o d d , yea * > (3s) (s = 1 (mod 3) a n d yeθs).

4. P r o o f of T h e o r e m *

LEMMA 3. For all e and s,

(a) // y8'1 Φ ys

e then either (i) s ξέ 0 (mod 3), ys~ι > 0 and y\ = 0,
or (ii) s = 0 (mod 3), ys

e~
ι = 0 and y\ > 0.

(b) If y — ysrγ > 0 and y\ Φ y, then either (lϊ)i<e(y = zϊ) or s = 1
(mod 3) and y e Os.

(c) 1/ # > 0, then either (i) (Vί) (t>s-+yl = yl) or (ii) if V =
least t> s such that yl Φ ys

e then yl' = 0 and (Vs') (s' > ί' —* 2/Γ = 0
or 7/Γ > 2/:).

(d) If s<t and 0 <ys

e = yl, then (vϊ) (s<f <t-+ yl' = yl).
(e) If l im s yj exists and l im s ^ = y > 0, ίfeew (Vs) (Vί) (7/ = 2/;
s < t-+y = yl).

Proof, (a) is clear from the construction.

(b) Assume y = yΓ1 > 0, yl Φ y. Then by (α), s =£ 0 (mod 3).
If s = 1 (mod 3), then yl Φ yΓ1 only if yΓ1 eθs. If s = 2 (mod 3),
then yl Φ yl"1 only if y — ys~ι — z\ for some i < e.

(c) Assume y = yl > 0. If (i) fails to hold, let f be the least
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t > s such that y\ Φ yl; thus V > s and 0 < y = yl = yl'"1 Φ yΐ.
Then by (a), yl' — 0. Suppose (ii) fails to hold; then for some s ' > ί',
0 < yl' ^ y. Let s' be least. Then s' ~ 1 ^ ί' and T/Γ"1 = 0 or
2/f-1 > y > 0. So 7/f ^ 2/;'-1, and it follows by (a) that s = 0 (mod 3)
and yΐ"1 = 0. But s' > V > s implies that y = ys

eeCs,, while #;' =£ T/Γ"1

implies #;' > max Cβ,. So #;' > y, which is a contradiction. So (ii)
must hold.

(d) Let s < t and 0 < yl = yl Suppose that yl' Φ yl for some
f, s<t'<t and let V be least. Then by (c), yl' = 0, and ί > ί ' > s
implies #* = 0 or i/* > yU both contrary to hypothesis. So y\ — yl
implies yl' = yl for all έ', s < £' < ί.

(e) Assume lims y
s

e = y > 0 and ?/ = /̂J Suppose that for some
t > s, yl Φ y, and let t be least. Then by (c), yl' Φ y for all s' > t
which contradicts the assumption that y = lims y%

LEMMA 4. For all e and s,

(a) yl > 0 implies yl e ~as,

(b) If yl > 0 and er Φ e, then yl Φ yl, for all t.

(c) If y = yl > 0, £/z,e% fe(τ/) is well-defined.

Proof, (a) Assume y = ys

e > 0, and let s' be the least ί such
that y = 2/ί. Then 0 < s'" <S s, and T/Γ"1 Φ yϊ = y > 0- So by Lemma
3(α), yi'~1 = 0 and s ' Ξ 0(mod3). By the construction, yl'> yl'~ι

implies yl'£as,. Now assume yeas, and consider the least £ such
that y e at. Clearly s' < ί g s, ye ΈZ1 and ί = 1 (mod 3). Now y =
yl > 0 is odd, so y&EtUcίt-i So yeat implies yeθt. By Lemma
3(d), yl = 7/Γ and s' ^ ί - 1 < t ^ s implies yl~ι = yl = y. But by
the construction, y = yl~ι e Oέ implies 2/* = 0 Φ yr which is a contra-
diction. So y e ocs.

(b) Assume yl > 0 and e' ^ e. Clearly if yl = 0 then yl, Φ yl; so
assume yl, > 0. Consider the least s' such that ?/* = τ/Γ and the
least V such that yl = yl',. Then s' = f Ξ 0 (mod 3), ee Fs, and
e' eFt,. If s' < V then τ/f e C^, so by the construction,

yl = 2/Γ' > 2/Γ = yl

If sr > ί', then i/j: e Cs,, so ^ - # ' > yl', = yl. If s' = t\ then e, e' e F s . ,
β = Ai, e' = Aj for i Φ j . If e < e' then i < j and yl = yl' e {y'k\ \i < 3}
while yl, = 2/:: > max {#£'. | i < i}, so yl, > yl. By symmetry, if e' < e
then yl > T/ .̂ Thus in any case, e Φ ef implies yl Φ yl,.

(c) First note that by the construction, h(y) is defined if and
only if there exist e, s such that yl"1 = 0 and y — yl > 0. In particu-
lar, if y = yl > 0, h(y) is defined since if s' is the least £ such that
y = yl, then yl'~ι = 0. To show h(y) is well-defined, it suffices to
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show that there exists at most one pair e, s such that y = y\ and
2/Γ1 = 0. Suppose y = ys

e = y\ where yΓ1 = 2/Γ1 = 0. Since 2/ > 0,
#; = y\ implies i = e, by part (b) of this lemma. If s ^ ί, say s < ί,
then s <Ξ ί - 1 < ί . But then by Lemma 3(d), T/Γ1 = 1/Γ1 = 0 Φ y\
implies ys

e Φ y\=. y\, contrary to hypothesis. This completes the
proof.

DEFINITION 5. Let τ(x) = the least t such that

(Vz)z^(z e β > z e βι) .

Then τ(x) is defined for all x, and τ(x) is evidently recursive in β.

LEMMA 6. If t = 1 (mod 3), y = yl'1 > 0 and DHh{y) n /9* Φ 0 ,
ί < τ(y) + 3.

Proof. Assume the hypothesis. Let s; be the least s such that
y = yl and let a? = h(y); x is well-defined by Lemma 4(c). Then
β ^ s' < ί, s' = 0 (mod 3) and, by the construction, Dπiix) c /5s' and
y = yΐ > max Dz2{x). By hypothesis, jD-2(a;) Π ̂ β* ̂  0 let z be any
element of D~2(x) Π /9f. Then z e Dπ2ix) implies z < y, so that z e β,
z g /9s' implies s' < τ(τ/). Now suppose t ^ τ(̂ /) + 3, and let s = ί — 3.
Then s ^ τ(y) > s' ^ e and s = ί = 1 (mod 3). Also s ^ τ(y) implies
zeβ% so £L2(X) Π /9s ̂ = 0 . By Lemma 3(d), 0 < y = yΐ = y\~ι and
s'tίs~l<s<t — 1 implies 7/Γ1 = yl = y But by the construction,
e ^ s and y = yΓ1 and Z?Λ2λ(tf) Π βs Φ 0 implies 7/Γ1 e Os, so that
ys

e =z 0 Φ y. Since this is a contradiction, we conclude t<τ(y) + 3.

L E M M A 7. Assume y is odd. Then yea if and only if

e)e£ί (* Ξ 1 (mod 3) and y - yl'1 and Dπ2h{y) f] βι Φ 0 ) .

Proof. By the construction, if y is odd then

yea < > (3ί) (ί Ξ 1 (mod 3) and y e Ot)

< > (3ί) (3β)egί (t=l (mod 3) and 7/ = yl"1 and

β* Φ 0 )

By Lemma 6, such a £ can be bounded by τ(y) + 3, which proves
the lemma.

LEMMA 8. For all i and s,

(a) If zfι > 0 and z\ Φ zΓ\ then s = 1 (mod 3), z\ = 0 and
zΓ1 eEsd as.
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(b) If z = 2x > 0, i < ex and z = zU then z — z\ for all t ^ s.

Proof, (a) Assume zΓι > 0 and Z\ΦZΓ1. If s = 0(mod3),
then z\ = zΓ1 for all i. If s = 2 (mod 3) then z\ φ zΓι only if zfι = 0.
It follows that s = 1 (mod 3). But then z\ φ z\~ι only if zΓ1 e Es c αs,
and in that case zf = 0

(b) Assume z = 2x > 0, i < ex and z = z\. Suppose (3ί) (t > s
and 2* =£ zl), and let ί be least. Then 0 < z = 2Γ1 ̂  «*; so by (a),
£ = 1 (mod 3) and z e Et. But this implies that (3a?f) (« = 2a?f and
(Vi)«βχ, (« ̂  ^Γ1))* Clearly a;' = α?, so (Vΐ)ί<βa.(2 Φ zl"1) which is a con-
tradiction. So z = z\ for all t ^ s.

DEFINITION 9. Define functions σ(y), or(y) as follows:
(a) If y is odd, σ'{y) = 0.
(b) If 2/ = 2a? and ex g /3, σf(i/) = 0.
(c) If 7/ = 2x and ̂ ^ e /S, σ'(y) = least s such that ^ e /9s.
(d) If σ'(y) = 0 then σ(y) = 0.
(e) If σ'{y) > 0, then <7(y) = least s ^ max {ex, σ'{y)} such that

s = 1 (mod 3).
It is clear that σ, σ' are defined for all y and that σ(y) > 0 if and
only if y = 2x and ex e β. Since ex is a recursive function of x, σ'
and σ are recursive in β.

L E M M A 10. Assume y = 2x > 0. Then yea if and only if

exeβ and σ(y) > 0 and (Vi)i<eχ(y Φ zf^1).

Proof. (<-). Assume exeβ and σ(y) > 0 and (Vi)i<βχ(y Φ zl{v)-1).

Then by Definition 9, ex ^ σ{y) and exeβσ'lv) a βσ{y). Then by the
construction, since σ(y) = 1 (mod 3), y e Eσ(y) c aσ{y). So yea.

(—>)• Assume yea. Then since y > 0 is even, #e2£β for some
s, s = 1 (mod 3); so ex e β8, ex ^ s and (Vi)i<eχ(y Φ zΓ1). So in particu-
lar βa e /S, and, by definition of σ(y), 0 < σ(y) ^ s. Suppose that for
some ί < ex, y — jsj1^"1. Then by Lemma 8(b), ]/ = z\~ι, since

s - 1 ̂  (7(i/) - 1 .

But this is a contradiction, which proves the lemma.

LEMMA 11. a ^ τβ.

Proof. We show how to decide membership in a, recursively in
β. If y = 0, then y e a , by Stage 0 of the construction. Suppose
y>0.
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Case 1. y is odd.

Then by Lemma 7, yea if and only if (3ί) ί<r(2/)+3 (3e)β^t (ί Ξ 1
(mod 3) and y = T/Γ1 and D^M*) 11/3*^ 0 ) . Now for fixed t, y it can
be decided recursively whether t = 1 (mod 3) and whether y — y\~ι

for some e ^ t, since g/J is a recursive function of s. If y = y\~ι,
then /&(#) is well defined by Lemma 4(c), and it can be decided re-
cursively whether DXih(y) Π β* Φ 0 . So ye α<— (lt)t<τ{y)+3R(t, y) where
R(t9 y) is a recursive predicate. Since, as noted in Definition 5, τ(y)
is recursive in β, the question of whether yea can be decided,
recursively in β.

Case 2. y is even.
Then by Lemma 10, y = 2# implies that # e α if and only if

exe β and σft/) > 0 and (Vi)i<eχ(y Φ z ^ " 1 ) . For y = 2x, whether exe β
can be decided recursively in β, since ex is a recursive function of
α?. If ex ί ^, then j / ί α . If eβ e /S, then σ(y) > 0 can be computed
recursively in β, as noted in Definition 9. Since z\ is a recursive
function of s, the membership of the finite set D = {zσi[y)~ι \ ί < ex)
can be completely determined, once σ(y) is known. Then

yea< >y& D .

LEMMA 12. For all e,eeβ^-+ Dg{e) n a Φ 0 .

Proof. (<—). Assume i?g(e) Π α ^ 0 . Let yeDqie) Π α. Then
7/ G D g ( e ) implies 7/ is even, y > 0, and, as remarked above, 7/ e a im-
plies τ/eί7s for some s. So 7/ = 2# for some α? such that exe β, i.e.,
7/ = 2x e Dg{i) where i e β. But by definition of g, Dg[e) Π ί>ff(ί) Φ 0
implies i = e; so ee β.

(—>). Assume ee /9, and let £ = 1 (mod 3) be so large that t ^ e
and e e β\ Now by the definition of g, Dg{e) has β + 1 elements,
while {zl~ι Iΐ < e] has at most e elements. So Dg{e) — {zΓ1 \i <e}Φ 0 .
Let ?/ = 2x e Dgie) — {2Γ11 ί < â;} Then y > 0, and by definition
of ex, ex = e. So ex ^ t, exe βι and (Vi)i<eχ(y Φ zΓ1)- This implies
ye Etczat , and ?/ e 2)ff(β) Π a .

LEMMA 13. β ^ Γ α.

Proof. By Lemma 12, /9 is in fact truth-table reducible to a.

LEMMA 14. For all i, e and s, zs

e > 0 implies zs

e Φ y\.

Proof. By induction on s. Since z°e = 0, the lemma holds
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vacuously for s = 0. Assume that for all i and e, zΓ1 > 0 implies
K~~ι Φ VΓ\ and assume yl > 0.

Case 1. s = 0 (mod 3).

Then z\ — zs~\ which implies zΓ1 > 0. Then by the induction
hypothesis, zΓ1 Φ yΓι for all i. If y\ = yΓ\ then

*e — %e ^ y% — y%

If 3/J ̂  yΓ\ then by the construction, zs

e — zs~ι e Cs while y\ > max Cs.
So in either case, z* Φ y\.

Case 2. s = 1 (mod 3).

By the construction, z\ Φ zs~ι implies z\ = 0 and y\ Φ yΓ1 implies
yl = 0. So zs

e > 0 implies z\ = zs~ι Φ yl~\ by the induction hypothesis.
If yi-1 = 7/1, clearly z\ Φ y\. If ys Φ yΓ1 then ?/• = 0 so yl Φ z\ since
zl > 0.

3. s = 2 (mod 3).
For each i, either #! = T/Γ1 or yl = 0. If #! = 0 then yj Φ zs

e.
If ^j = y

sr\ then 2/J = «; implies yΓ1 = «ί If 2e = ^Γ1 this contradicts
the induction hypothesis, since in that case zs~ι > 0. So z\ — y\ — yΓ1

implies zs

e Φ zs~ι which by the construction implies z\ satisfies

(vi)i,e(K Φ yΓ1).

So zs

e = yΓ1 implies i > e. But by the construction, zl — yΓ1 fori>e
implies y\ = 0 which contradicts the hypothesis that y\ = zs

e > 0. So
2/5 = 2/5""1 implies 2; Φ y\. This completes the proof of the lemma.

LEMMA 15. For all e and t, ifzl>0 then

(a) zleWeΠ cζ9

and
(b) zl = 2x implies ex > e.

Proof. Assume z = ^ > 0, and let s' be the least s such that
z = «;. Then sj' = 2;, s' ^ ί and, by the construction, sr = 2 (mod 3),
z e W°' Π ot8, and 2; = 2x implies ex > e. It remains to show z e α t .
Suppose not, and let V — the least s such that u e α Γ , s' < V ^ ί.
Then V = 1 (mod 3) and z e £7̂  U O^. We claim that if z Φ z\' then
z Φ zs

e for all s ^ ί'. Assume otherwise; i.e., z ^ «ί' but z = zl for
some s > V. Let s be least. Then s > ί', zΓ1 Φ z = zs

e > 0. Then
s Ξ 2 (mod 3) and zl = z e We

s Π ̂ . But s > V implies zeat,a a89

which is a contradiction. So z Φ z\' implies z Φ zs

e for all s ^ V; so
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in particular ί ^ V and z Φ zΐ implies z Φ z\. But since by hypothesis
z = z\9 it follows that z — zΐ. Now by the construction, V = 1
(mod 3) and zΐ~ι Φ zΐ implies zΐ = 0. Since z = zΐ > 0, if follows
that zΐ'1 = zΐ = z. So zΐ"1 = zgEt,, which implies zeθv. But then
3 = zΓ"1 = 2/Γ""1 for some i, which contradicts Lemma 14. So t' can-
not exist, and ze~at.

DEFINITION 16. z is permanently restrained by e if £ > 0 and
z = lim,sj.

LEMMA 17. For all e,

(a) If z is permanently restrained by e, then 2 e a.
(b) If z is permanently restrained by e, then

(Vs) (Vί) (z = zs

e and t > s > z = zΐ) .

(c) At most one z is permanently restrained by e.
(d) Ifz — z\ and zea, then z is permanently restrained by e.

Proof, (a) Assume z is permanently restrained by e. Then
z > 0 and z = z\ for coίinitely many s. By Lemma 15(a), this implies
zects for cofinitely many s. So z e a.

(b) Assume z is permanently restrained by e and z = zs

e. Suppose
(3ί) (ί > s and z Φ zΐ) and let t be least. Then t > s and z = 2Γ1 ^ ê
Then by Lemma 8(a), since z\~l = « > 0 this implies 2G«, which con-
tradicts (a). So (Vί) (f > s -> z = O

(c) Suppose 2 is permanently restrained by e. Then 2 = z\ for
some s, and by (b), z = z\ for all t > s. If 2' is permanently restrained
by e, then z' — z\ for cofinitely many t. Then in particular z' = 2*
for some ί > s, which implies 2' = 2.

(d) Assume 2 = z\ and 2 e a. Since 0 e α it follows that 2 > 0.
Suppose that (3ί) (t > s and 2 Φ zΐ) and let ί be least. Then 0 < 2 =
sΓ"1 ^ ^ Then by Lemma 8 (a), 2 = zl^ea, contrary to hypothesis.
So (Vί) (ί > β —> 2 = zΐ), i.e., 2 = lims z\ and 2 is permanently restrained
by e.

LEMMA 18. For all e and 2,

(a) lim s zs

e exists.
(b) If z(e) — lim8 z*e, z(e) is recursive in 0'.
(c) 2 is permanently restrained by e if and only ifz — z(e) and

z(e) > 0.

Proof. Fix e. Since Dg{i) is finite for each i, there exists ί

such that (Vϊjize (Dgw Π α* = #,(*> Π α). Let ί(e) be the least such ί;
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t(e) is recursive in 0' since a is r e. and \J^e Dg{i) is completely
known from the canonical indexing. Define a function r(e) by

r(e) = 1 if (3s) (s ^ t(e) and zs

e > 0)

= 0 otherwise.

Then since t(e) can be computed recursively in 0' and z\ is a recursive
function of s, r(e) is also recursive in 0'.

Case 1. r(β) = 0.

Then (Vs) (s ^ ί(e) ~> s; = 0). Then 0 = lim, z\ = sj(β).

2. r(e) = 1.
Then (3s) (s :> ί(e) and zs

e > 0). Let s(e) be the least such s.
Then s(e) is recursive in 0', since s(e) can in fact be computed recur-
sively, given t(e). Suppose (3£) (t > s(e) and z\ Φ zs

e

{e)), and let t be
least. Then t > s(e), 0 < zs

e

{e) = 2Γ1 ^ «ί. By Lemma 8(a), this implies
zs

e

{e) = zιrι e Et. Then by definition of Et it follows that (3x)(zs

e

{e) = 2x
and (Vi)i<eχ(zs

e

{e) Φ zf1)). Since zs

e

{e) = z\~\ this implies e ^ ex. But
by Lemma 15(b), z\{e) = 2a; implies eβ > e, which gives a contradiction.
So ^ ( e ) = z\ for all t ^ s(e), and ^ ( e ) = lim,«;.

Thus (a) holds in either case. Define

z(e) = 0 if r(β) = 0

= s(e) if r(e) — 1 .

As shown above, z(e) — lims ^̂  for each e, and «(β) is recursive in 0'
since r(e) and s(e) are, which proves (b). (c) is an immediate con-
sequence of Definition 16 and the definition of z(e).

LEMMA 19. For all e, eey if and only if l im s yl = y exists and
yea.

Proof. (<—) Assume y — lims y\ and yea. Then y > 0 since
0 e a. Let t be the least s such that y = ^ . Then by the construc-
tion, ί ΞΞ 0(mod 3), e^t and # = h(y) implies Dπiix)c:βt and D^^aβ1.
Suppose egy. Then by Lemma 1, xe Wf{e) and Dπi{x)dβ implies
Dπ2{x) Π /S Φ 0, so there exists s' > ί such that Dπ2ix) Π /3s' ^ 0 . Let
s' be least, and choose s" ^ s' such that s" Ξ 1 (mod 3). By Lemma
3(e), 0 < y = lims #; and y ~ y\ implies y = ys

e for all s ^ ί; so in
particular s" > s" — 1 ^ s' — 1 ;> ί implies y = ys

e"~ι = ys

e". But
8" ^ s' > t also implies e < s" and jDff2(a., Π /3s" 9 ^ 0 . So by the con-
struction y = 2/f'"1 e Os,, and τ/f' = O Φ y, which is a contradiction.
So eey.



178 LOUISE HAY

(—•) Assume eey. Then by Lemma 1,

(lx)(xe Wfie) and Dπiix)aβ ane DHix) c/2). Let xe be the least
such x, and let s' be the least s such that xe e W}(e) and Dπi(xe) c βs.
Clearly xee Ws

f{e) and DπiiXe)c:β? and Dπ2{Xe)(Z~β8 for all s > s \ Since
#e is least,

(Vα)β<ββ(α?e Wf{e) and iλ l U ) c /3 > Dκ%{a) 0 β Φ 0) .

Let s" ^ s' be large that

(Vα>)*<..(& G W/(β) and Z\u) c β > Dπ2ix) Π βs" Φ 0 ) .

Now by Lemma 18(a), lims z\ exists for all i. Let m(ί) be a function

such that zf{i) = lims 25, i.e.,

(Vί) (Vs) (s ^ m(ί) > sj = zT(ί)) ,

and choose £ ̂  s", max ί < e m(i).

Case 1. (Vs) (s^t~*ys

e> 0).

Then 3/i > 0 so by Lemma 3(c), for all t > s either ys

e = #5 or

2/5' = 0 for some ί', s < t' ^ t. Since by assumption the latter does

not happen, it follows that yl — lims 2/;, 2/5 > 0.

Case 2. (3s) (s ̂  ί and 3/; = 0).

Let V — 1 be the least such s; so ί' > £, yX~γ = 0. By the con-
struction, if V Ξ£ 0 (mod 3) then j/J' = 0 also; so we may as well
assume V = 0 (mod 3). Then since V > t ^ s", xe is the least x
satisfying: x e W}'(e) and Dπiix) c /S*' and DH{X) c ^ ' . Since yj'"1 = 0 then
by the construction x\r — xe9 yl' > 0 and xe = λ(2/5'); let y = yl'.
Assume 7/ ^ lims yl; i.e., yί ^ vl' f ° r some s > V. Let s be least;
then s > f, and y — yl' = 7/Γ1 =£ 2/ί Then by Lemma 3 (b) either
yeθs or y = z\ for some i < e. But p θ s only if DH{h{y)) Π βs Φ 0 .
Since h(y) = α;e and - D ^ , c /5 this cannot happen. So y $ Os which
implies y = z\ for some i < e. But by Lemma 14, 0 < y = ^/Γ1 implies
7/ ̂  zΓ1- So i < e and zΓ1 Φ zl But s > £' > ί > max K e m(ΐ), so
s — 1 ^ m(i) which implies z\ — zΓ1 = ^Γ(ί) which is a contradiction.
It follows that y = lims y*e, where y > 0.

Thus in either case e e 7 implies lims y\ exists and lims y
s

e = y > 0 .
To show yea, it suffices to observe that by Lemma 4(a), y\ > 0
implies ys

e e a~s; so yea~s for coίinitely many s, which can happen only
if yea.
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LEMMA 20. Let

y(e) = 0 if e £ 7,

= lims y
s

e if eey .

Then y(e) is defined for all e, and y(e) is recursive in 7.

Proof. It follows from Lemma 19 that y(e) is defined for all e.
To compute y(e) recursively in 7, ask first whether eey. If not,
y(e) = 0. If e 6 7, it remains to compute lims y\. But this can be
done recursively in 0', since y\ is a recursive function of s, and

y = lims y\ <—-> (3s) (vί) (t ^ s > y = y[)

« > (Vβ) (3ί) (ί ^ s and y = yl) .

Since by hypothesis 7 e c and 0' ^ c, y(e) can be computed recursively
in 7.

LEMMA 21. TFe Π cc Φ 0 i/ and only if there is a z in We

satisfying one of the following conditions:
(a) (li)i<ze(z is permanently restrained by ί),
(b) (3i)i£β (i e 7 cmd « = lims ̂ /J),
(c) (3i)ίίίβ (i e ̂  α^d « G ΰ f f ( ί ) ).

Proof. (<—) Assume that for some z in PΓe, (a), (b) or (c) holds.
If z is permanently restrained by i, then zea by Lemma 17(a). If
z = lims y\ for some i 6 7, then z G ά by Lemma 19. If z e Dg{i) for
ίeβ, z = 2x for some x > 0 and i = exeβ by Definition 2. Now
0 < 2 G α only if i s e S . U O , for some s. But z G ES implies ex G /9, and
2; G Os implies z is odd. Since neither is the case, z ί Es (j Os and ^ e ά .
Thus in all cases, ^ e ^ ί l We and WeΠa Φ 0 .

(—>) Assume We Π OCΦ 0 . Let z be the least element of We Π ^,
and let s' be the least s such that ^G TFe

s, then ze Wi Γ\"cca for all
s ^ s'. Since 0 G α, z > 0 and since z is least, it follows that
(Vy)y<z(y£ We—>yeα). Thus for each 7/ < z such that yeWe there
is a stage s(?/) such that yeαsly). Choose t Ξ> s', m a x K z sfe).

Case 1. (Vs)(s ^ ί-> z; > 0).
Let y = z*. Then y > 0 and by Lemma 15(a), τ/e T^e. Suppose

that z\Φ y for some s > t, and let s be least. Then

0 < y = zΓ1 Φ z\

which by Lemma 8(a) implies z\ — 0, which contradicts the assump-
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tion since s > t. It follows that y = lims z\ so that y e We is perma-
nently restrained by e. So (a) holds.

Case 2. (3s) (s ^ t and z\ = 0).
Let ί' - 1 be any such s; so V > t and z Γ 1 = 0. If V =£ 2(mod 3)

then by the construction zΐ = 0 also, so we may as well assume
V = 2 (mod 3). Since V - 1 ^ ί ^ s' we have z e TFβ*' Π α^. We con-
sider several subcases.

Subcase 2.1. (Vi)^β (2 =£ 2/Γ"1) and (Vα?)x<, (2 = 2x -+ eβ > e).
Now since f > t > m a x K 2 s(#) it follows that no y < 2 is in

Wy Π ̂ 7. So z is the least z satisfying the requirements of the
construction for choosing a new value of zΐ when V = 2 (mod 3). So
z = Γ̂ Since by hypothesis zea, this implies by Lemma 17(d) that
z is permanently restrained by e. So (a) holds.

Subcase 2.2. (3i)^β (« = yl'"1) or (3x)a;<, (« = 2x and ex ^ e).

Subcase 2.2.1. (3i)^β (z = 2/Γ"1)-
Let i be least, i ^ β. If z = lims 2/J then by Lemma 19, zea

implies iej, in which case (b) holds. If z Φ lims y\, then (3s) (s ^ V
and z ^ 2/J); let s be least. Then 0 < z = T/Γ1 ^ 1/1 which by Lemma
3(b) implies z e O . c α o r 2 = 2 for some j < i. The former cannot
happen, since zeά; so z — z) for j < i ^ e. Then by Lemma 17(d),
z is permanently restrained by j < e, and (a) holds.

Subcase 2.2.2. (Vi)^β (2 Φ yll~l) and (3x)x<2 (« = 2x and β,, ^ e).
Let α? = z/2; then ex ^ e and 2 e Dg{eχ) by Definition 2. If ex e β,

then (c) holds with i = ex. Now assume ex e β. Then ex e βs for some
s; let s" be the least such s. Choose t" so large that

t" > max {8", t\ ex}

and ί" = 1 (mod 3). Suppose that (Vί)ί<eχ (2 =£ ^Γ"1). Then since
eβ ^ ί" and eβ e βs" a βv\ if follows that z e Ev, c α, which contradicts
the hypothesis that zea. So 2 = zΓ"1 for some i < ex. But then it
again follows by Lemma 17(d) that z is permanently restrained by
i < ex ^ e, and (a) holds.

This completes the proof of the lemma.

LEMMA 22. ΘAa g τy.

Proof. We show how to decide for each e whether We c a,
recursively in 7. By Lemma 18, there is a function z(i) recursive in
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0' such that z is permanently restrained by i if and only if

z = z(ΐ) > 0 .

By Lemma 20, there is a function y(i) recursive in 7 such that for
each ί, y(ί) — lims y\ if i e 7. Let

Te = {z(ί) \i^e and z(i) > 0} ,

Ue = {y(i) I i < e and i e 7} ,

F e = {z I (3i)4<β (i e β and zeDgii)}.

The sets Γe, Ue, Ve are evidently finite. The membership of Te can
be completely determined recursively in 0' and hence in 7 since 7 6 c
and 0' ^ c. The membership of Z7e can be determined recursively
in 7. The membership of Ve can be obtained recursively in β and
hence recursively in 7, since β e b ^ 0' ^ c. Since this can all be
done uniformly given e, there is a function q(e), recursive in 7, such
that Te U Ue U Ve = X>,(e), for each e. Now by Lemma 21,

Tfe n δ Φ 0 <—> (3«) (2 6 TΓ. and zeTe{jUe{j V.)

<—> ve n 2?ff(β) ^ 0 .

But once q(e) is known, the question of whether We Π Dq(e) = 0 can
be answered recursively in 0', and hence recursively in 7.

LEMMA 23. For each e, let

Te = {z\z is permanently restrained by some i < e] ,

Re = {y\y>0 and (3s) (y = ys

e)} .

Then eey if and only if Re n a Π Te Φ 0 .

Proof. (—>)• Asume e e 7. Then by Lemma 19, lims yl — y
exists and yea. Clearly y e Re, so it suffices to show y $ Te. Sup-
pose y is permanently restrained by some i < e. Then y = z\ for
cofinitely many s. But /̂ = lims y\ implies y = y\ for coίinitely many
s; while by Lemma 14, 0 < y = z\ implies y Φ y\ for all s, which is
a contradiction. So y e Re Π ά Π f β.

(<—) Assume Re Π δ Π f β Φ 0 , and let 7/ be the least element
of Re Π α n Te. Now ?/ 6 i2e implies 0 < y = y\ for some t. Since
yea it suffices by Lemma 19 to show y = lims y8

e. Suppose not; then
for some s > t, y\ Φ y\ = y; and if s is least, 0 < y = T/Γ1 ^ 2/ί
Then by Lemma 3(b), either y e Os a as or y = zl for some ί < e But
7/ G α s contradicts the hypothesis that yea; while 0 < y = zj for i < β
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implies by Lemma 17(d) t h a t y is permanently restrained by i < e,

contradicting t h e hypothesis t h a t yiTe. So y — lim^ y\ and yea

which implies e e 7.

L E M M A 24. 7 gΞ Γ6Άα.

Proof. Let

Te = {2 is permanently restrained by some i < e] ,

Λ. = ίl/11/ > 0 and (3s) (3/ - 3/:)} .

By Lemma 23, 6GT if and only if Re Π α Π Γβ =£ 0 . So it suffices to
show that we can decide whether Re n α ΓΊ fβ = 0 , recursively in
#Aα. By Lemma 13, β ^ Γ α. This implies α is nonrecursive since
β is nonrecursive. In particular, a Φ 0 or N, so Aα is nontrivial
and by Rice's theorem, [4], 0' is recursive in ΘAa. Since y\ is a recur-
sive function of s, Re is an r.e. set. By Lemma 18,

Te = {z(i) \i < e and z(i) > 0}

where z(i) is recursive in 0' and thus in ΘAa. Thus the membership
of the finite set Te can be completely determined, recursively in ΘAa,
and since this can be done uniformly in e, there is a function p(e)
recursive in ΘAa such that Wp(e) = Re — TeJ for each e. Then

e e 7 < Wp{e) Γia Φ 0

< > p(e) e ^Aα ,

which can be decided recursively in θAa once p(e) is known. This
completes the proof of the lemma.

It follows from Lemmas 11 and 13 that a e 6, and by Lemmas 22
and 24 that ΘAaec. Since a is r.e., this completes the proof of the
theorem.
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