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When dealing with Carathéodory (outer) measures, a natural problem arises: how does one determine a nontrivial, interesting family of measurable sets? In particular cases of a metric or topological nature, it has been customary to assume that the measure is additive on sets which are a bit more than merely disjoint. The general approach of this paper, purely set-theoretical in nature, emphasizes a relation $R$ which "separates" sets, and describes certain sets, constructed with the aid of $R$, which turn out to be measurable whenever the measure is additive on sets which are separatively related.

We present several applications, some of which have appeared in the literature and others which have not, to indicate the scope of our methods.

In §2 we assemble some definitions, notations, and elementary measure-theoretic results. In §3 we define separative relations, describe certain families of sets associated with them, and proceed to prove measurability of the sets in these families, assuming that a measure is additive on sets which are separatively related. §4 is devoted to applications.

The authors express their thanks to the referee for several suggestions which have simplified and shortened this paper considerably.

2. Preliminary definitions, notations, and theorems.

DEFINITIONS 2.1.
1. $A \bowtie B = \{x: x \in A \text{ and } x \notin B\}
2. \sigma F = \bigcup_{f \in F} f = \{x: x \in f \text{ for some } f \in F\}
3. sb A = \{x: x \subset A\}
4. sp A = \{x: x \supset A\}

DEFINITIONS 2.2.
1. $\text{dmn } f = \{x: (x, y) \in f \text{ for some } y\}
2. \text{dmn}' f = \{x: x \in \text{dmn } f \text{ and } |f(x)| < \infty\}
3. \text{rlm } f = \sigma \text{dmn } f
4. \text{rng } f = \{y: (x, y) \in f \text{ for some } x\}

DEFINITION 2.3.
$\omega$ is the set of nonnegative integers.

We shall assume that the integer $0$ and the empty set are the same. Moreover, we assume that for each $n \in \omega$, $n = \{k \in \omega: k < n\}$. 451
DEFINITIONS 2.4.

1. \( \varphi \) measures \( \mathcal{S} \) if and only if \( \varphi \) is such a function that \( \text{dmn} \varphi = \text{sb} \mathcal{S} \), \( 0 \leq \varphi(A) \) whenever \( A \subset \mathcal{S} \), and
\[
\varphi(A) \leq \sum_{\beta \in \mathcal{S}} \varphi(\beta)
\]
whenever \( F \) is a countable family for which
\[
A \subset \sigma F \subset \mathcal{S}.
\]

2. \( \text{Msr } \mathcal{S} = \{ \varphi; \varphi \text{ measures } \mathcal{S} \} \)

3. \( A \) is \( \varphi \)-measurable if and only if \( A \in \text{dmn} \varphi \) and for all \( T \in \text{dmn} \varphi \)
\[
\varphi(T) = \varphi(T \cap A) + \varphi(T \cap A^c).
\]

4. \( \text{mbl } \varphi = \{ A; A \text{ is } \varphi \text{-measurable} \} \)

5. \( \text{sct } \varphi T \) is the function \( \psi \) on \( \text{dmn} \varphi \) such that, for each \( A \in \text{dmn} \varphi \),
\[
\psi(A) = \varphi(T \cap A).
\]

6. \( \text{sms } \varphi = \{ \psi; \psi = \text{sct } \varphi T \text{ for some } T \in \text{dmn} \varphi \} \)

The following Theorems 2.5 and 2.6 are fairly well-known and rather easy to prove.

THEOREMS 2.5.

1. If \( \varphi \in \text{Msr } \mathcal{S} \), then \( \text{sms } \varphi \subset \text{Msr } \mathcal{S} \).

2. If \( \varphi \in \text{Msr } \mathcal{S} \), then \( A \in \text{mbl } \varphi \) if and only if
\[
\psi(\mathcal{S}) = \psi(A) + \psi(\mathcal{S} \cap A^c)
\]
for each \( \psi \in \text{sms } \varphi \).

3. If \( \varphi \in \text{Msr } \mathcal{S}, \mathcal{S}' \subset \mathcal{S}, \) and \( \varphi(\mathcal{S} \cap \mathcal{S}') = 0 \), then
\[
\varphi(\mathcal{S} \cap A) = \varphi(\mathcal{S}' \cap A),
\]
for each \( A \).

Our proof of Theorem 2.6.4 has been considerably simplified by suggestions made by M. Sion and L. B. Davis.

THEOREMS 2.6.

1. If \( \psi \in \text{Msr } \mathcal{S}, B \subset \mathcal{S}, K_n \subset B \) for each \( n \in \omega \), and
\[
\lim_{n \to \infty} \psi(B \cap K_n) = 0,
\]
then
\[
\lim_{n \to \infty} \psi(K_n \cap T) = \psi(B \cap T)
\]
for each \( T \subset \mathcal{S} \).

2. If \( \psi \in \text{Msr } \mathcal{S}, B \subset \mathcal{S} \), \( \lim_{n \to \infty} \psi(\mathcal{S} \cap K_n) = 0 \), and

\[
\psi(K_n \cap B) + \psi(K_n \cap B) \leq \psi(\mathcal{S})
\]

for each \( n \in \omega \), then

\[
\psi(B) + \psi(\mathcal{S} \cap B) \leq \psi(\mathcal{S}).
\]

3. If \( \psi \in \text{Msr } \mathcal{S}, K \) is an increasing sequence of subsets of \( \mathcal{S} \),

\[
\psi(S \cup \bigcup_{n \in \omega} K_n) = 0,
\]

and

\[
\sum_{n \in \omega} \psi(K_{n+1} \cap K_n) < \infty,
\]

then

\[
\lim_{n \to \infty} \psi(S \cap K_n) = 0.
\]

4. If \( \psi \in \text{Msr } \mathcal{S}, A \) is an increasing sequence of subsets of \( \mathcal{S} \),

\[
\psi(A_n) + \psi(A_{n+2} \cap A_{n+1}) \leq \psi(A_{n+2}) \text{ for each } n \in \omega,
\]

and

\[
\sum_{n \in \omega} \psi(A_{n+1} \cap A_n) \leq 2 \cdot \psi(\mathcal{S}).
\]

**Proof.** By induction on \( N \) we find that if \( N \in \omega \), then

\[
\sum_{n \in N+1} \psi(A_{n+1} \cap A_n) \leq \psi(A_N) + \psi(A_{N+1}).
\]

Letting \( N \) tend to infinity completes the proof.

The following alternate annular ring principle is a variant of a theorem given by A. P. Morse in his 1958–1959 lectures on Real Variable at the University of California.

**THEOREM 2.7.** If \( \psi \in \text{Msr } \mathcal{S}, A \) is an increasing sequence of subsets of \( \mathcal{S} \), \( C \cup \bigcup_{n \in \omega} A_n = \mathcal{S} \subset \mathcal{S} \), \( \psi(\mathcal{S} \cap \mathcal{S}') = 0 \), and \( \psi(A_n) + \psi(A_{n+2} \cap A_{n+1}) \leq \psi(A_{n+2}) \text{ and } \psi(A_n) + \psi(C) \leq \psi(\mathcal{S}) \text{ for each } n \in \omega, \) then

\[
\psi(C) + \psi(\mathcal{S} \cap C) \leq \psi(\mathcal{S}).
\]

**Proof.** Since the conclusion is obvious if \( \psi(\mathcal{S}) = \infty \), we henceforth assume \( \psi(\mathcal{S}) < \infty \). Now we let

\[
B = \bigcup_{n \in \omega} A_n,
\]

\[
K_n = C \cup A_n \text{ for each } n \in \omega,
\]

and complete the proof in Step IV below.

Step I. \( \lim_{n \to \infty} \psi(B \cap A_n) = 0. \)
Proof. Since we are assuming $\psi(\mathcal{S}) < \infty$, Theorem 2.6.4 assures us that $\sum_{n \in \omega} \psi(A_{n+1} \supset A_n) < \infty$, and thus by Theorem 2.6.3 we have
$$\lim_{n \to \infty} \psi(B \supset A_n) = 0.$$ 

Step II. $\lim_{n \to \infty} \psi(\mathcal{S} \supset K_n) = 0$.

Proof. Using Theorem 2.5.3 and the obvious fact that $B \supset C = \mathcal{S}' \supset C$, we see that, for each $n \in \omega$,
$$\psi(\mathcal{S} \supset K_n) = \psi(\mathcal{S} \supset (C \cup A_n))$$
$$= \psi((\mathcal{S}' \supset C) \supset A_n)$$
$$= \psi((B \supset C) \supset A_n)$$
$$\leq \psi(B \supset A_n).$$

Hence, by Step I, $\lim_{n \to \infty} \psi(\mathcal{S} \supset K_n) = 0$.

Step III. For each $n \in \omega$,
$$\psi(K_n \cap C) + \psi(K_n \supset C) \leq \psi(\mathcal{S}).$$

Proof. If $n \in \omega$, then
$$\psi(K_n \cap C) + \psi(K_n \supset C) = \psi((C \cup A_n) \cap C) + \psi((C \cup A_n) \supset C)$$
$$= \psi(C) + \psi(A_n \supset C)$$
$$\leq \psi(C) + \psi(A_n)$$
$$\leq \psi(\mathcal{S}).$$

Step IV. $\psi(C) + \psi(\mathcal{S} \supset C) \leq \psi(\mathcal{S}).$

Proof. Use Step II, Step III, and Theorem 2.6.2.

3. Separative relations. We now describe the objects of main interest in this paper.

**Definitions 3.1.**

1. preseparative = $\{ R : R$ is a relation, $\text{rlm } R = \sigma \text{rng } R, R \neq 0, \text{ and whenever }$ $(A, B) \in R, (C, B) \in R, A' \subset A, B' \subset B$ $\text{, it follows that }$ $(A \cup C, B) \in R \text{ and } (A', B') \in R \}$. 

2. separative = \{R ∈ preseparative: whenever \((A, B) ∈ R\), there exists \(A' ∈ \text{sp } A\) such that
\[(A', B) ∈ R \quad \text{and} \quad (A, α ∪ A') ∈ R\]
for each \(α ∈ \text{dmn } R\).

3. Separative = \{R ∈ preseparative: whenever \((A, B) ∈ R\) and \(α ∈ \text{dmn } R\), there exists \(A' ∈ \text{sp } A\) such that
\[(α ∩ A', α ∩ B) ∈ R \quad \text{and} \quad (A, α ∪ A') ∈ R\}.

4. shut \(R = \{C: \text{there exists a countable family } G \text{ such that}
\text{ σ rng } R = C ∪ σG \quad \text{and} \quad (g, C) ∈ R\]
for each \(g ∈ G\).

5. Shut \(R = \{C: \text{for every } α ∈ \text{dmn } R, \text{ there exists a countable family } G \text{ such that}
\alpha = (α ∩ C) ∪ σG \quad \text{and} \quad (g, α ∩ C) ∈ R\]
for each \(g ∈ G\).

DEFINITIONS 3.2.
1. \(\text{adt } R = \{φ ∈ \text{Msr } σ \text{ rng } R: φ(A ∪ B) = φ(A) + φ(B) \text{ whenever } (A, B) ∈ R\}.
2. \(\text{Adt } R = \{φ ∈ \text{adt } R: \text{for every } T ∈ \text{dmn' } φ, \text{ there exists such a countable family } G \text{ of elements of } \text{dmn } R \text{ that } φ(T ∩ σG) = 0\}.
3. Sepad \(R = \{φ ∈ \text{adt } R: \text{for every } T ∈ \text{dmn' } φ, \text{ there exists an increasing sequence } K \text{ of elements of } \text{dmn } R \text{ ∩ Shut } R \text{ such that}
φ(T ∩ \bigcup_{n∈ω}K_n) = 0\}.

Theorems 3.3, 3.4, and 3.5 below are easily verified.

THEOREMS 3.3.
1. separative ⊆ Separative ⊆ preseparative.
2. If \(R ∈ \text{Separative and } \text{rlm } R ∈ \text{dmn } R\), then \(R ∈ \text{separative}\).

THEOREMS 3.4.
1. If \(R ∈ \text{preseparative}, \text{ then } \text{shut } R ⊆ \text{Shut } R\).
2. If \(R ∈ \text{preseparative and } \text{rlm } R ∈ \text{dmn } R\), then \(\text{shut } R = \text{Shut } R\).
3. If \(R ∈ \text{preseparative}, \text{ then } 0 ∈ \text{Shut } R \text{ and } \text{rlm } R ∈ \text{Shut } R\).

THEOREMS 3.5.
1. Sepad \(R ⊆ \text{Adt } R ⊆ \text{adt } R\).
2. If \(R ∈ \text{preseparative and } \text{rlm } R ∈ \text{dmn } R\), then \(\text{adt } R = \text{Adt } R = \text{Sepad } R\).
THEOREMS 3.6.

1. If \( R \in \text{preseparative}, \varphi \in \text{adt} R \) and \( \psi \in \text{sms} \varphi \), then \( \psi \in \text{adt} R \).

Proof. Let \( \psi = \text{set} \varphi T \). Using 3.1.1, we see that if \( (A, B) \in R \), then \( (T \cap A, T \cap B) \in R \), and hence
\[
\varphi((T \cap A) \cup (T \cap B)) = \varphi(T \cap A) + \varphi(T \cap B).
\]
Thus \( \psi(A \cup B) = \psi(A) + \psi(B) \).

2. If \( R \in \text{preseparative}, \varphi \in \text{Adt} R \), and \( \psi \in \text{sms} \varphi \), then \( \psi \in \text{Adt} R \).

Proof. Clearly \( \psi \in \text{adt} R \), so suppose \( \psi = \text{set} \varphi S, T \in \text{dmn}' \psi \), and \( \varphi(S) < \infty \). There is such a countable family \( G \) of elements of \( \text{dmn} R \) that \( \varphi(S \cap \sigma G) = 0 \). Hence \( \varphi(S \cap (T \cap \sigma G)) = 0 \), which implies that \( \psi(T \cap \sigma G) = 0 \).

3. If \( R \in \text{preseparative}, \varphi \in \text{Sepad} R \), and \( \psi \in \text{sms} \varphi \), then \( \psi \in \text{Sepad} R \).

The proof of 3.6.3 is similar to that of 3.6.2.

THEOREM 3.7. If \( R \in \text{separative} \) and \( (A_n, C) \in R \) for each \( n \in \omega \), then there exists an increasing sequence \( A' \) such that, for every \( n \in \omega \),
\[
(A', A_{n+2} \circ A_{n+1}) \in R, \quad (A', C) \in R, \quad \text{and} \quad A_n \subset A'_n.
\]

Proof. Repeatedly use Definition 3.1.2 to determine inductively such a sequence \( A' \) that for each \( \alpha \in \text{dmn} R \) and \( n \in \omega \) we have
\[
A_0 \subset A', \quad (A', C) \in R, \quad (A_n, \alpha \circ A') \in R,
\]
\[
A_{n+1} \cup A'_n \subset A'_{n+1}, \quad (A'_{n+1}, C) \in R,
\]
and
\[
(A_{n+1} \cup A'_n, \alpha \circ A'_{n+1}) \in R.
\]
Clearly \( A'_n \in \text{dmn} R \) for each \( n \in \omega \). Hence, using Definitions 3.1.1 and 3.1.2 we see that for each \( n \in \omega \),
\[
(A'_n, A_{n+2} \circ A'_{n+1}) \in R.
\]
The remaining conclusions are obvious.

Our next theorem is a direct generalization of a well-known theorem of Carathéodory [2].

THEOREM 3.8. If \( R \in \text{separative}, C \in \text{shut} R \), and \( \varphi \in \text{adt} R \), then \( C \in \text{mbl} \varphi \).

Proof. Let \( \mathcal{S} = \text{rlm} R \) and \( \psi \in \text{sms} \varphi \). Use Definition 3.1.4 to find such a sequence \( A \) that, for each \( n \in \omega \),
Now use Theorem 3.7 to determine such a sequence $A'$ that, for each $n \in \omega$,

$$A_n \subset A'_n \subset A'_{n+1}, (A'_n, C) \in R,$$

and

$$(A'_n, A'_{n+2} \boxtimes A'_{n+1}) \in R.$$ 

From the above, and the fact that $\psi \in \text{adt } R$, we see the following:

1. $A'$ is an increasing sequence of subsets of $\mathcal{S}$.
2. $C \cup \bigcup_{n \in \omega} A'_n = \mathcal{S}$.
3. $\psi(\mathcal{S} \Box (C \cup \bigcup_{n \in \omega} A'_n)) = 0$.
4. $\psi(A'_{n+2}) \geq \psi(A'_n \cup (A'_{n+2} \boxtimes A'_{n+1})) = \psi(A'_n) + \psi(A'_{n+2} \boxtimes A'_{n+1})$ for each $n \in \omega$.
5. $\psi(\mathcal{S}) \geq \psi(A'_n U C) = \psi(A'_n) + \psi(C)$, for each $n \in \omega$.

Referring to Theorem 2.7, we infer

$$\psi(C) + \psi(\mathcal{S} \Box C) \leq \psi(\mathcal{S}).$$

The reverse inequality is obvious. Hence, since $\psi$ is an arbitrary member of $\text{sms } \varphi$, we see from Theorem 2.5.2 that $C \in \text{mbl } \varphi$.

We pave the way towards our next major measurability theorem by proving two preliminary theorems and stating a result of Trevor J. McMinn [4].

**THEOREM 3.9.** If $R \in \text{Separative}$, $C \in \text{Shut } R$, $\alpha \in \text{dmm } R$, $\varphi \in \text{adt } R$, $\psi = \text{sct } \varphi \alpha$, and $\mathcal{S} = \text{rlm } R$, then

$$\psi(C) + \psi(\mathcal{S} \boxtimes C) \leq \psi(\mathcal{S}).$$

**Proof.** Use Definition 3.1.5 to find such a sequence $A$ that, for every $n \in \omega$, $(A_n, \alpha \cap C) \in R$, and $\alpha = (\alpha \cap C) \cup \bigcup_{n \in \omega} A_n$. Now use Definition 3.1.3 to determine inductively such a sequence $A'$ that for each $n \in \omega$,

$$A'_n, (\alpha \cap A'_n, \alpha \cap C) \in R, (A_n, \alpha \boxtimes A'_n) \in R,$$

$$A'_{n+1} \supset (\alpha \cap A'_n) \cup A'_{n+1}, (\alpha \cap A'_{n+1}, \alpha \cap C) \in R,$$

and

$$((\alpha \cap A'_n) \cup A'_{n+1}, \alpha \boxtimes A'_{n+1}) \in R.$$ 

For each $n \in \omega$, let $K_n = \alpha \cap A'_n$. We now divide the remainder of the proof into six steps, the first of which is obvious.

**Step I.** For each $n \in \omega$, $K_n \subset K_{n+1}$.

**Step II.** $\psi(\mathcal{S} \Box ((\alpha \cap C) \cup \bigcup_{n \in \omega} K_n)) = 0$. 


Proof. Since $A'_n \supseteq A_n$ for each $n \in \omega$, it follows that
\[(\alpha \cap C) \cup \bigcup_{n \in \omega} A'_n \supseteq (\alpha \cap C) \cup \bigcup_{n \in \omega} A_n = \alpha ,\]
and hence $C \cup \bigcup_{n \in \omega} A'_n \supseteq \alpha$. Therefore,
\[
\psi(\mathcal{S} \cup \bigcup_{n \in \omega} A_n) = \psi(\alpha \cap C) + \psi((\alpha \cap C) \cup \bigcup_{n \in \omega} A'_n) = \psi(\alpha \cap (C \cup \bigcup_{n \in \omega} A'_n)) = \psi(\alpha \cap (C \cup \bigcup_{n \in \omega} A'_n)) = \psi(0) = 0 .
\]

Step III. For each $n \in \omega$,
\[
\psi(K_n) + \psi(K_{n+2} \cup K_{n+1}) \leq \psi(K_{n+3}) .
\]

Proof. If $n \in \omega$, then
\[
\psi(K_n) + \psi(K_{n+2} \cup K_{n+1}) = \psi(\alpha \cap A'_n) + \psi((\alpha \cap A'_{n+2}) \cup (\alpha \cap A'_{n+1})) = \psi(\alpha \cap A'_n) + \psi((\alpha \cap A'_{n+2}) \cup ((\mathcal{S} \cup \bigcup_{n \in \omega} A_n) \cup (\mathcal{S} \cup A'_{n+1}))) = \psi(\alpha \cap A'_n) + \psi((\alpha \cap A'_{n+2}) \cup A'_{n+1}) = \psi((\alpha \cap A'_n) \cup ((\alpha \cap A'_{n+2}) \cup A'_{n+1})) = \psi(K_n \cup (K_{n+2} \cup K_{n+1})) \leq \psi(K_{n+3}) .
\]

Step IV. For each $n \in \omega$, $\psi(K_n) + \psi(\alpha \cap C) \leq \psi(\mathcal{S})$.

Proof. If $n \in \omega$, then
\[
\psi(K_n) + \psi(\alpha \cap C) = \psi(\alpha \cap A'_n) + \psi((\alpha \cap A'_n) \cup (\alpha \cap C)) = \psi((\alpha \cap A'_n) \cup (\alpha \cap C)) \leq \psi(\mathcal{S}) .
\]

Step V. $\psi(\alpha \cap C) + \psi(\mathcal{S} \cup (\alpha \cap C)) \leq \psi(\mathcal{S})$.

Proof. Use Theorem 2.7, and Steps I, II, III, and IV.

Step VI. $\psi(C) + \psi(\mathcal{S} \cup C) \leq \psi(\mathcal{S})$.

Proof.
\[
\psi(C) + \psi(\mathcal{S} \otimes C)
\]
\[
= \psi(\alpha \cap C) + \psi(\mathcal{S} \otimes C)
\]
\[
\leq \psi(\alpha \cap C) + \psi(\mathcal{S} \otimes \alpha) \cup (\mathcal{S} \otimes C)
\]
\[
= \psi(\alpha \cap C) + \psi(\mathcal{S} \otimes (\alpha \cap C))
\]
\[
\leq \psi(\mathcal{S}).
\]

**Theorem 3.10.** If \( R \in \text{Separative}, \ C \in \text{Shut} \ R, \ \alpha \in \text{dmn} \ R, \ \varphi \in \text{adt} \ R, \) and \( \psi = \text{sct} \ \varphi \alpha, \) then \( C \in \text{mbl} \ \psi. \)

**Proof.** Suppose \( \mathcal{S} = \text{rlm} \ R, \ \theta \in \text{sms} \ \psi, \) and \( \theta = \text{sct} \ \psi T. \) Then \( \theta = \text{sct} \ \varphi(T \cap \alpha). \) But since \( T \cap \alpha \subset \alpha, \ T \cap \alpha \in \text{dmn} \ R. \) Thus by the preceding theorem we have

\[
\theta(C) + \theta(\mathcal{S} \otimes C) \leq \theta(\mathcal{S}).
\]

The reverse inequality is obvious, so by Theorem 2.5.2 we have \( C \in \text{mbl} \ \psi. \)

**Theorem 3.11.** (McMinn). Suppose \( \varphi \in \text{Msr} \ \mathcal{S}, \) and for every \( T \) for which \( \varphi(T) < \infty \) there exists a sequence \( k \) such that

\[
\varphi(T \otimes \bigcup_{n \in \omega} k_n) = 0
\]

and

\( k_n \subset k_{n+1} \subset \mathcal{S}, \ A \in \text{mbl} \ \text{sct} \ \varphi k_n, \) and \( k_n \in \text{mbl} \ \text{sct} \ \varphi k_{n+1} \) for each \( n \in \omega. \) Then \( A \in \text{mbl} \ \varphi. \)

**Theorem 3.12.** If \( R \in \text{Separative}, \ C \in \text{Shut} \ R, \) and \( \varphi \in \text{Sepad} \ R, \) then \( C \in \text{mbl} \ \varphi. \)

**Proof.** Let \( \mathcal{S} = \text{rlm} \ R. \) Clearly \( \varphi \in \text{Msr} \ \mathcal{S}. \) Suppose \( \psi \in \text{sms} \ \varphi \) and \( \varphi = \text{sct} \ \varphi T \) with \( \varphi(T) < \infty. \) Then by Definition 3.2.3 there is an increasing sequence \( K \) of members of \( \text{dmn} \ R \cap \text{Shut} \ R \) such that

\[
\varphi(T \otimes \bigcup_{n \in \omega} K_n) = 0.
\]

Hence, by Theorem 3.10 we have, for each \( n \in \omega, \)

\[
C \in \text{mbl} \ \text{sct} \ \varphi K_n \) and \( K_n \in \text{mbl} \ \text{sct} \ \varphi K_{n+1}.
\]

Theorem 3.11 now assures us that \( C \in \text{mbl} \ \varphi. \)

With the help of Theorem 3.3.1, we see that Theorems 3.13 and 3.14 below follow from Theorems 3.9 and 3.10, respectively. Although they are not of intrinsic interest, they are useful in establishing our
THEOREM 3.13. If \( R \in \text{separative}, \varphi \in \text{adt} R, T \in \text{dmn} R, \psi = \text{set} \varphi T, \mathcal{S} = \text{rlm} R, \) and \( C \in \text{Shut} R, \) then \( \psi(C) + \psi(\mathcal{S} \bowtie C) \leq \psi(\mathcal{S}). \)

THEOREM 3.14. If \( R \in \text{separative}, \varphi \in \text{adt} R, T \in \text{dmn} R, \psi = \text{set} \varphi T, \) and \( C \in \text{Shut} R, \) then \( C \in \text{mbl} \psi. \)

THEOREM 3.15. If \( R \in \text{separative}, \varphi \in \text{Adt} R, \) and \( C \in \text{Shut} R, \) then \( C \in \text{mbl} \varphi. \)

Proof. Let \( \mathcal{S} = \text{rlm} R \) and \( \psi \in \text{sms} \varphi. \) Since Theorem 3.6.2 assures us that \( \psi \in \text{Adt} R, \) and since \( \psi(\mathcal{S}) < \infty, \) we may select a sequence \( D \) of elements of \( \text{dmn} R \) such that \( \psi(\mathcal{S} \cup \bigcup_{n \in \omega} D_n) = 0. \) Using Theorem 3.7, find a sequence \( D' \) such that, for each \( n \in \omega, \)

\[
(D'_n, 0) \in R, (D'_n, D'_{n+2} \bowtie D'_{n+1}) \in R,
\]

and

\[
D_n \subset D'_n \subset D'_{n+1}.
\]

Noting that, for each \( n \in \omega, \)

\[
\psi(D'_{n+2}) \geq \psi(D'_n \cup (D'_{n+2} \bowtie D'_{n+1})) = \psi(D'_n) + \psi(D'_{n+2} \bowtie D'_{n+1}),
\]

we conclude from Theorem 2.6.4 that

\[
\sum_{n \in \omega} \psi(D'_{n+1} \bowtie D'_n) < \infty.
\]

Hence we infer from Theorem 2.6.3 that

\[
\lim_{n \to \infty} \psi(\mathcal{S} \bowtie D'_n) = 0.
\]

The (3.14) fact that \( C \in \text{mbl} \text{set} \varphi D'_n \) for each \( n \in \omega, \) together with Theorem 2.6.2, now yields

\[
\psi(C) + \psi(\mathcal{S} \bowtie C) \leq \psi(\mathcal{S}).
\]

Reference to Theorem 2.5.2 completes the proof.

REMARK 3.16. In general, we cannot show that if \( \text{Shut} R \subset \text{mbl} \varphi, \) then \( \varphi \in \text{adt} R. \) This seems to be due partly to the fact that we did not require in the definition of a separative relation \( R \) that \( (A, B) \in R \) implies \( A \cap B = 0. \) If we do add this condition, we can arrive at the above result, as the next theorem shows.
**Theorem 3.17.** If $R \in \text{separative}$, $\mathcal{S} = \text{rlm } R$, $\varphi \in \text{Msr } \mathcal{S}$, $\text{Shut } R \subseteq mbl \varphi$, and $A \cap B = 0$ whenever $(A, B) \in R$, then

$$\varphi \in \text{adt } R.$$ 

**Proof.** Suppose $(A, B) \in R$. Proceeding as in the first sentence of the proof of Theorem 3.7 with $A_n = A$ for each $n \in \omega$, we determine inductively such a sequence $A'$ that, for every $\alpha \in \text{dmn } R$ and every $n \in \omega$, we have

$$(A'_n, \alpha \bowtie A'_{n+1}) \in R, (A'_n, B) \in R, \quad \text{and } A \subseteq A'_n \subseteq A'_{n+1}.$$ 

Let $C' = \bigcup_{n \in \omega} A'_n$ and $C = \mathcal{S} \bowtie C'$. We complete the proof in three steps, the first of which is evident.

**Step I.** $A \subseteq \mathcal{S} \bowtie C$ and $B \subseteq C$.

**Step II.** $C \in \text{Shut } R$.

**Proof.** Let $T \in \text{dmn } R$, and for each $n \in \omega$ let $G_n = A'_n \cap T$. Clearly $T = (T \cap C) \cup \bigcup_{n \in \omega} G_n$. Moreover, since $n \in \omega$ implies $A'_{n+1} \subseteq C'$, we have

$$n \in \omega \implies C \subseteq \mathcal{S} \bowtie A'_{n+1}$$

and hence

$$n \in \omega \implies T \cap C \subseteq T \bowtie A'_{n+1}.$$ 

Therefore, since $(A'_n, T \bowtie A'_{n+1}) \in R$, we have

$$(G_n, T \cap C) \in R.$$ 

The desired conclusion is now at hand.

**Step III.** $\varphi \in \text{adt } R$.

**Proof.** From Step I, Step II, and the assumed measurability of members of $\text{Shut } R$, we deduce that

$$\varphi(A \cup B) = \varphi((A \cup B) \cap C) + \varphi((A \cup B) \bowtie C) = \varphi(A) + \varphi(B).$$

Reference to Definition 3.2.1 completes the proof.

4. **Applications.** In this section we examine some specific separative relations and obtain measurability theorems in metric and topological settings.

We begin by showing that the classical Carathéodory theorem on measurability of closed sets in a metric space follows from our
general results. Following this, we prove a theorem, first published by T. J. McMinn in [4], but known earlier to A. P. Morse, which states that additivity of a measure on bounded sets of positive distance apart in a metric space \( \mathcal{S} \) ensures the measurability of all closed sets in \( \mathcal{S} \).

Turning to some examples with a topological flavor, we establish a theorem of Bourbaki [1] as a consequence of our theory. Next we deal with applications which involve additivity of a measure on sets whose closures do not intersect and the first of which is compact. Some of these have been anticipated by A. P. Morse, but none have appeared in the literature. In particular, Theorem 4.16 extends measurability theory to regular spaces and a fairly general class of measures.

We conclude by showing how some measurability results in a recent paper by M. Sion and R. C. Willmott [5] dealing with constructed measures can be obtained from our approach.

We begin by introducing some necessary metric and topological terminology.

**Definitions 4.1.**

1. \( \rho \) metrizes \( \mathcal{S} \) if and only if \( \rho \) is such a function with domain \( \mathcal{S} \times \mathcal{S} \) that

\[
0 = \rho(x, x) \leq \rho(x, y) \leq \rho(x, z) + \rho(y, z) < \infty
\]

whenever \( x \in \mathcal{S}, y \in \mathcal{S}, \) and \( z \in \mathcal{S} \).

2. \( \rho_{\leq r} = \{ y : \rho(x, y) \leq r \} \)

We note in passing that a function \( \rho \) of the kind referred to in 4.1.1 is often called a pseudometric.

**Definitions 4.2.**

1. \( \text{Fsigma } \mathcal{F} = \{ B \in \mathcal{F} : \mathcal{F} \text{ is a topology and } B \text{ is a countable union of closed sets} \} \).

2. \( \text{Gdelta } \mathcal{F} = \{ C : \mathcal{F} \text{ is a topology, } C \text{ is closed, and } C \text{ is a countable intersection of elements of } \mathcal{F} \} \).

3. \( \mathcal{F} \) is locally compact if and only if \( \mathcal{F} \) is a topology and each element of \( \sigma \mathcal{F} \) has a neighborhood whose closure is compact.

The first theorem of this section shows that we have indeed generalized the classical Carathéodory theorem on measurability of closed sets in a metric space.

**Theorem 4.3.** If \( \rho \) metrizes \( \mathcal{S} \), \( R = \{(A, B) : \text{the distance between } A \text{ and } B \text{ is positive} \} \), and \( \varphi \in \text{adt } R \), then:

1. \( R \in \text{separative} \),
2. each closed set is an element of shut $R$, and
3. each closed set is $\varphi$-measurable.

Proof of 1. Clearly $R \in \text{preseparative}$, so suppose $(A, B) \in R$ and the distance between $A$ and $B$ is $r$. According to Definition 3.1.2, we must verify the existence of a set $A' \in \text{sp} A$ such that $(A', B) \in R$ and $(A, \alpha \ominus A') \in R$, whenever $\alpha \in \text{dmn} R$. If $0 < r < \infty$, a routine argument shows that we may choose $A'$ to be the set
\[ \bigcup_{x \in A} \rho x(r/2). \]
If $r = \infty$, then either $A$ or $B$ is empty, and we may take $A' = A$.

Proof of 2. Suppose $C$ is closed. For each $n \in \omega$, let $A_n = \{x: \text{the distance from } x \text{ to } C \text{ is greater than or equal to } 1/(n + 1)\}$. Evidently
\[ C \cup \bigcup_{n \in \omega} A_n = \mathcal{S} \]
and, for each $n \in \omega$, $(A_n, C) \in R$. Reference to 3.1.4 completes the proof.

Proof of 3. Use 1, 2, and Theorem 3.8.

With the help of Theorems 3.3.1, 3.4.2, and 3.5.2, one easily checks that, if $R$ is the relation given in the preceding theorem, then: $R \in \text{Separative}$, shut $R = \text{Shut} R$, and $\text{adt} R = \text{Adt} R = \text{Sepad} R$. Thus the conclusion 4.3.3 is also a consequence of Theorem 3.15 and of Theorem 3.12. In general, of course, the above equalities do not hold. The following theorem, discussed at the beginning of this section, provides an example in which shut $R \neq \text{Shut} R$.

**Theorem 4.4.** If $\rho$ metrizes $\mathcal{S}$, $R = \{(A, B): \text{the distance between } A \text{ and } B \text{ is positive and } A \text{ and } B \text{ are bounded}\}$, and $\varphi \in \text{adt} R$, then:
1. $R \in \text{separative}$,
2. each closed set is an element of $\text{Shut} R$,
3. $\varphi \in \text{Adt} R$, and
4. each closed set is $\varphi$-measurable.

Proof of 1. The proof is similar to that of 4.3.1, so we omit it.

Proof of 2. Suppose $C$ is closed and $\alpha \in \text{dmn} R$. For each $n \in \omega$, let
\[ A_n = \{x: \text{the distance from } x \text{ to } C \text{ is greater than or equal to } 1/(n + 1)\} \]
and

\[ B_n = A_n \cap \alpha. \]

Then clearly

\[ \alpha = (\alpha \cap C) \cup \bigcup_{n \in \omega} B_n. \]

Also, \((B_n, \alpha \cap C) \in R\) for each \(n \in \omega\). Thus Definition 3.1.5 assures us that \(C \in \text{Shut} R\).

**Proof of 3.** Let \(G = \{sr \rho x n: n \in \omega\}\) and refer to Definition 3.2.2.

**Proof of 4.** Use 1, 2, 3, and Theorem 3.15.

One verifies without difficulty that, if \(R\) is the relation described in Theorem 4.4, then \(R \in \text{Separative}\) and \(\text{adt} R = \text{Adt} R = \text{Sepad} R\). Hence the conclusion 4.4.4 also follows from Theorem 3.12. Of course, \(\text{shut} R\) is not equal to \(\text{Shut} R\), since an element of \(\text{shut} R\) must also be an element of \(\text{dmn} R\), and hence bounded.

After pausing to prove the Bourbaki Theorem, we shall consider other applications of a topological nature which illuminate the differences between our main concepts. In each case we will be dealing with a relation \(R\) and will need to prove that \(R \in \text{Separative}\) or \(R \in \text{Separative}\). Since it will always be obvious that \(R \in \text{preseparative}\), we shall omit explicit mention of this fact from our proofs.

**Theorem 4.5.** If \(\mathcal{T}\) is a normal topology, \(\mathcal{J} = \sigma \mathcal{T}\), \(R = \{(A, B): A \cap B = 0\}\), and \(\varphi \in \text{adt} R\), then:

1. \(R \in \text{separative}\),
2. \(\text{Gdelta} \mathcal{T} \subset \text{shut} R\), and
3. \(\text{Gdelta} \mathcal{T} \subset \text{mbf} \varphi\).

**Proof of 1.** Assume that \(\bar{A} \cap \bar{B} = 0\). Since \(\mathcal{T}\) is normal, there exists a set \(A' \in \mathcal{T}\) such that

\[ \bar{A} \subset A' \quad \text{and} \quad \bar{A}' \subset \mathcal{T} \circ \bar{B}. \]

Hence \((A', B) \in R\) and \((A, \mathcal{J} \circ A') \in R\). Thus, for each \(\alpha \in \text{dmn} R\), \((A, \alpha \circ A') \in R\). Reference to Definition 3.1.2 completes the proof.

**Proof of 2.** Let \(C \in \text{Gdelta} \mathcal{T}\), and select such a countable subfamily \(G\) of \(\mathcal{T}\) that \(C\) is the intersection of the elements of \(G\). Then

\[ \mathcal{J} = C \cup \bigcup_{g \in G} (\mathcal{J} \circ g) \]
and, for each $g \in G$, we have $\mathcal{H} \bowtie g \cap \bar{C} = 0$. According to Definition 3.1.4, $C \in \text{shut } R$.

\textit{Proof of 3}. Use 1, 2, and Theorem 3.8.

In Theorems 4.7 through 4.16 we agree that $\mathcal{H}$ is a topology, $\mathcal{H} = \sigma \mathcal{H}$, and $R$ is the relation defined as follows:

\textbf{Definition 4.6.}

$R = \{(A, B): A \cap R = 0$ and $\bar{A}$ is compact\}.

We begin by examining the relationship between $R$ and the topological structure of $\mathcal{H}$.

\textbf{Theorem 4.7.} If $C$ is such a closed subset of $\mathcal{H}$ that $\mathcal{H} \bowtie C$ is a countable union of closed, compact sets, then $C \in \text{shut } R$.

\textbf{Proof.} Write $\mathcal{H} \bowtie C = \bigcup_{n \in \omega} A_n$ with each $A_n$ closed and compact, and apply Definition 3.1.4.

\textbf{Theorem 4.8.} $G$ delta $\mathcal{H} \subset \text{Shut } R$.

\textbf{Proof.} Suppose $C \in G$ delta $\mathcal{H}$, select such a sequence $A$ of elements of $\mathcal{H}$ that

$$C = \bigcap_{n \in \omega} A_n,$$

and let $\alpha \in \text{dmm } R$. Notice that

$$\alpha = (\alpha \cap C) \cup \bigcup_{n \in \omega} (\alpha \bowtie A_n).$$

Also, for each $n \in \omega$,

$$\alpha \bowtie A_n \cap \alpha \cap C \subset \mathcal{H} \bowtie A_n \cap C = 0$$

and

$$\bar{\alpha} \bowtie A_n = \bar{\alpha}.$$  

Since $\bar{\alpha}$ is compact, so is $\bar{\alpha} \bowtie A_n$ and hence $(\alpha \bowtie A_n, \alpha \cap C) \in R$, for each $n \in \omega$. The conclusion now follows from Definition 3.1.5.

\textbf{Theorem 4.9.} If $\mathcal{H}$ is either regular or normal, then $R \in \text{Separative}$.

\textbf{Proof.} We shall assume $\mathcal{H}$ is regular; the reasoning is similar if $\mathcal{H}$ is normal.
Suppose \( \bar{A} \cap \bar{B} = 0 \), \( \bar{A} \) is compact, and \( \alpha \in \text{dmn} \, R \). Use Theorem 10, p. 141 in [3] to find such an \( A' \in \mathcal{F} \) that \( \bar{\alpha} \subseteq A' \) and \( \bar{\alpha} \subseteq \mathcal{F} \). Since \( \bar{\alpha} \cap A' \cap \bar{\alpha} \cap B \subseteq \bar{\alpha} \cap \bar{B} = 0 \), \( \bar{\alpha} \cap A' \subseteq \bar{\alpha} \), and \( \bar{\alpha} \) is compact, we see that \( (\alpha \cap A', \alpha \cap B) \in R \). Moreover, because

\[
\bar{A} \cap \bar{\alpha} \cap A' \cap \bar{A} \cap \mathcal{F} \cap A' = 0,
\]
we have \( (A, \alpha \cap A') \in R \). Reference to Definition 3.1.3 completes the proof.

**Theorem 4.10.** If \( \mathcal{F} \) is locally compact and either regular or normal, then \( R \) is separative.

**Proof.** Suppose \( \bar{A} \cap \bar{B} = 0 \) and \( \bar{A} \) is compact. We use the fact that \( \mathcal{F} \) is locally compact by covering \( A \) with elements of \( \mathcal{F} \) whose closures are compact and then extracting a finite subcover to find such a \( U \in \mathcal{F} \) that \( \bar{A} \subseteq U \) and \( \bar{U} \) is compact. Next, we determine such a \( V \in \mathcal{F} \) that \( \bar{A} \subseteq V \) and \( \bar{V} \subset \mathcal{F} \). Letting \( A' = U \cap V \), we see that

\[
A \subseteq \bar{A} \subseteq A',
\]

\[
\bar{A} \cap \bar{B} \subseteq \bar{V} \cap \bar{B} = 0,
\]

and

\[
\bar{A}' \subseteq \bar{U}.
\]

Hence \( \bar{A}' \) is compact and \( (A', B) \in R \).

Moreover, since \( \mathcal{F} \cap A' \) is closed, it follows that

\[
\bar{A} \cap \bar{\alpha} \cap A' \cap \bar{A} \cap \mathcal{F} \cap A' = 0,
\]
for each \( \alpha \in \text{dmn} \, R \). Consequently \( (A, \alpha \cap A') \in R \) whenever \( \alpha \in \text{dmn} \, R \).

A look at Definition 3.1.2 completes the proof.

We are now in a position to obtain measurability results.

**Theorem 4.11.** If \( \mathcal{F} \) is locally compact and normal, \( \varphi \in \text{adt} \, R \), and \( B \) is an element of \( \mathcal{F} \) which can be expressed as a countable union of closed, compact sets, then \( B \in \text{mbl} \, \varphi \).

**Proof.** According to Theorem 4.7, \( \mathcal{F} \cap B \in \text{shut} \, R \). Hence Theorems 4.10 and 3.8 assure us that \( \mathcal{F} \cap B \in \text{mbl} \, \varphi \). The desired conclusion is at hand.

**Theorem 4.12.** If \( \mathcal{F} \) is locally compact and regular, \( \varphi \in \text{adt} \, R \), and \( B \) is an element of \( \mathcal{F} \) which can be expressed as a countable union of compact sets, then \( B \in \text{mbl} \, \varphi \).
Proof. Suppose $B = \bigcup_{n \in \omega} A_n$ and $A_n$ is compact for each $n \in \omega$. It is easy to check that, for each $n \in \omega$, $\bar{A}_n \subset B$ and $\bar{A}_n$ is compact. Hence $\mathcal{J} \propto B \in \text{shut } R$, and the measurability of $B$ follows.

**Theorem 4.13.** Suppose $\mathcal{F}$ is locally compact and normal, $C \in G \Delta \mathcal{F}$, and $\varphi \in \text{Adt } R$. If, in addition, for each $T \in \text{dmn} \varphi$ there exists such a family $G$ of closed compact sets that $\varphi(T \cap \sigma G) = 0$, then $C \in \text{mbl } \varphi$.

**Proof.** Theorem 4.8 assures us that $C \in \text{Shut } R$. Using the additional hypothesis concerning $\varphi$, the fact that each closed compact set is in $\text{dmn } R$, and Definition 3.2.2, we see that $\varphi \in \text{Adt } R$. Hence Theorems 4.10 and 3.15 ensure $C \in \text{mbl } \varphi$.

**Theorem 4.14.** Suppose $\mathcal{F}$ is locally compact and regular, $C \in G \Delta \mathcal{F}$, and $\varphi \in \text{Adt } R$. If, in addition, for each $T \in \text{dmn} \varphi$ there exists such a family $G$ of compact sets that $\varphi(T \cap \sigma G) = 0$, then $C \in \text{mbl } \varphi$.

**Proof.** In a regular space, the closure of a compact set is compact. Hence, $(A, 0) \in R$ whenever $A$ is compact, so each compact set is in $\text{dmn } R$. The conclusion now follows as in 4.13.

**Remark 4.15.** We observe that $R$ is not necessarily symmetric. As a matter of fact, if $R'$ is the symmetric relation defined by

$$R' = \{(A, B) : \bar{A} \cap \bar{B} = 0 \text{ and } A \text{ and } B \text{ are compact}\},$$

then Theorems 4.10 and 4.14 remain valid if $R$ is replaced by $R'$. Thus, if a measure $\varphi$ satisfies the additional hypothesis in Theorem 4.14, one may deduce that $G \Delta \mathcal{F} \subset \text{mbl } \varphi$ by checking that $\varphi$ is additive on compact sets whose closures do not intersect.

If one is unwilling to place this restriction on $\varphi$, but wishes to determine a nontrivial class of $\varphi$-measurable sets solely from the assumption that $\varphi$ is additive on sets which are separatively related, then the nonsymmetry of $R$ is essential in many cases. This is due to the fact that the only sets we are able to prove $\varphi$-measurable in such generality are the elements of shut $R$. If $R$ is symmetric, then shut $R = 0$ unless $\mathcal{F}$ is sigmacompact.

The above applies also to Theorem 4.13.

In our next theorem, we ask somewhat more of the measure than before. In partial compensation, we are enabled to drop the assumption of local compactness.

**Theorem 4.16.** If $\mathcal{F}$ is regular or normal,
\[ \varphi \in \text{adt } R, \ C \in \text{G delta } \mathcal{I}, \]

and, corresponding to each \( T \in \text{dmn}' \varphi \), there exists such a family \( G \) of compact elements of \( \text{G delta } \mathcal{I} \) that \( \varphi(T \circ \sigma G) = 0 \), then \( C \in \text{mbl } \varphi \).

**Proof.** We already know that \( R \in \text{Separative} \) and that \( \text{G delta } \mathcal{I} \subset \text{Shut } R \). In view of Theorem 3.12, we need only show that \( \varphi \in \text{Sepad } R \).

Let \( T \in \text{dmn}' \varphi \) and choose such a sequence \( K \) of compact elements of \( \text{G delta } \mathcal{I} \) that

\[ \varphi(T \circ \bigcup_{n \in \omega} K_n) = 0. \]

By taking unions if necessary, we may clearly assume without loss of generality that \( K \) is an increasing sequence. Because each \( K_n \) is closed and compact, we see that \( (K_n, 0) \in R \) and therefore \( K_n \in \text{dmn } R \), for each \( n \in \omega \). Moreover, for each \( n \in \omega \), \( K_n \in \text{Shut } R \), so by Definition 3.2.3, \( \varphi \in \text{Sepad } R \).

We conclude this paper by investigating a separative relation \( R \) whose definition is considerably different in character from those previously discussed. We employ \( R \) to deduce two measurability theorems which were proved in a quite different manner by Sion and Willmott in [5].

The following definitions which, for simplicity, have been slightly modified, are given on pp. 276, 279, and 280 of [5].

**Definitions 4.17.**

1. \( \mathcal{H} \) is a filterbase if and only if \( \mathcal{H} \) is a nonempty family of sets such that for every \( M \in \mathcal{H} \) and \( N \in \mathcal{H} \), there exists \( H \in \mathcal{H} \) such that \( 0 \neq H \subset M \cap N \).

2. \( \mathcal{H} \) is a filterbase in \( \mathcal{I} \) if and only if \( \mathcal{H} \) is a filterbase and for every \( H \in \mathcal{H} \), \( H \) is a family of subsets of \( \mathcal{I} \), \( 0 \in H \), and \( \sigma H = \mathcal{I} \).

In all subsequent definitions and theorems, we shall assume the hypothesis “\( \mathcal{H} \) is a filterbase in \( \mathcal{I} \)” to be affixed.

**Definitions 4.18.**

1. If \( x \in \mathcal{I} \) and \( H \in \mathcal{H} \), then \( H[x] = \sigma\{h \in H : x \in h\} \).

2. If \( A \subset \mathcal{I} \) and \( H \in \mathcal{H} \), then

\[ H[A] = \bigcup_{x \in A} H[x] = \sigma\{h \in H : h \cap A \neq 0\}. \]

3. \( \mathcal{F} = \{G \subset \mathcal{I} : \text{for every } x \in G, \text{there exists } H \in \mathcal{H} \text{ for which } H[x] \subset G\} \).

4. \( \mathcal{H} \) satisfies (5 II) if and only if for each \( H \in \mathcal{H} \), there exist \( H_1 \in \mathcal{H} \) and \( H_2 \in \mathcal{H} \) such that \( H_1[H_2[A]] \subset H[A] \), whenever \( A \subset \mathcal{I} \).

5. \( \mathcal{H} \) satisfies (5 III) if and only if there exists such an \( H \in \mathcal{H} \).
that \( H[A] \subseteq B \), whenever \( A \) is \( \mathcal{E} \)-closed, \( B \in \mathcal{E} \), and \( A \subseteq B \).

6. \( \mathcal{H} \) satisfies (5 IV) if and only if there exists such a sequence \( H \) of elements of \( \mathcal{H} \) that, for every \( N \in \mathcal{H} \), there exists \( n \in \omega \), such that \( H_n \subseteq N \).

Theorems 4.19 are for the most part taken directly from [5], p. 280. They are all immediate consequences of the above definitions.

**Theorems 4.19.**

1. \( \mathcal{E} \) is a topology and \( \sigma \mathcal{E} = \mathcal{I} \).
2. If \( H \in \mathcal{H} \) and \( A_i \subseteq \mathcal{I} \) for each \( i \in I \), then
   \[
   H[\bigcup_{i \in I} A_i] = \bigcup_{i \in I} H[A_i].
   \]
3. If \( H \in \mathcal{H}, K \in \mathcal{H}, A \subseteq \mathcal{I}, \) and \( H \subseteq K \), then \( H[A] \subseteq K[A] \).
4. If \( H \in \mathcal{H}, A \cup B \subseteq \mathcal{I}, \) and \( A \subseteq B \), then \( H[A] \subseteq H[B] \).
5. If \( H \in \mathcal{H} \) and \( A \cup B \subseteq \mathcal{I} \), then \( H[A] \cap |B| = 0 \) if and only if \( A \cap H[B] = 0 \).

We now define, for future use, a certain relation.

**Definition 4.20.**

\[
R = \{(A, B) : \text{for some } H \in \mathcal{H}, H[A] \cap B = 0\}.
\]

**Theorem 4.21.** \( R \in \text{preseparative.} \)

**Proof.** In view of Theorem 4.19.5, we see that \( R \) is a symmetric relation, and hence \( \text{dom} \, R = \text{rng} \, R \). Thus \( \text{rlm} \, R = \sigma \, \text{rng} \, R \).

Now suppose \( (A, B) \in R, (C, B) \in R, A' \subseteq A, \) and \( B' \subseteq B \). Let \( H \) and \( K \) be such elements of \( \mathcal{H} \) that \( H[A] \cap B = 0 \) and \( K[C] \cap B = 0 \). Using the fact that \( \mathcal{H} \) is a filterbase, we find such an \( L \in \mathcal{H} \) that \( L \subseteq H \cap K \). Now, using Theorems 4.19.3 and 4.19.2, we infer:

\[
L[A] \subseteq H[A], L[C] \subseteq K[C], \quad \text{and} \quad L[A \cup C] = L[A] \cup L[C].
\]

Thus \( L[A \cup C] \cap B = 0 \) and \( (A \cup C, B) \in R \).

Finally, from Theorem 4.19.4, we infer that \( H[A'] \subseteq H[A] \), and thus \( H[A'] \cap B = 0 \). Hence \( H[A'] \cap B' = 0 \) and \( (A', B') \in R \). Reference to Definition 3.1.1 completes the proof.

**Theorem 4.22.** If \( \mathcal{H} \) satisfies (5 II), then \( R \in \text{separative.} \)

**Proof.** Suppose \( (A, B) \in R \), and let \( H \) be such an element of \( \mathcal{H} \) that \( H[A] \cap B = 0 \). We invoke Definition 4.18.4 once to ascertain such members \( H_1 \) and \( H_2 \) of \( \mathcal{H} \) that \( H_2[H_1[A]] \subseteq H[A] \), and again to determine elements \( H_3 \) and \( H_4 \) of \( \mathcal{H} \) such that
Let $A' = H[A]$, and note that $A' \supset A$.

From the above inclusions, it is evident that $H[A'] \subset H[A]$. Hence $H[A'] \cap B = 0$ and $(A', B) \in R$. Moreover, we see that

$$H[A] \subset H[H[A]] ,$$

and thus $H[A] \cap (\mathcal{G} \bowtie A') = 0$. By Theorem 4.21 and Definition 3.1.2, $R \in \text{separative}$.

**Theorem 4.23.** If $\mathcal{H}$ satisfies (5 II) and (5 III) and $\varphi \in \text{adt } R$, then $\text{F} \sigma \mathcal{G} \subset \text{mb} \varphi$.

**Proof.** Suppose $B \in \text{F} \sigma \mathcal{G}$ and let $A$ be such a sequence of $\mathcal{G}$-closed sets that $B = \bigcup_{n \in \omega} A_n$. By Definition 4.18.5, for each $n \in \omega$ there exists an $H \in \mathcal{H}$ such that $H[A_n] \subset B$. Hence $(A_n, \mathcal{G} \bowtie B) \in R$, for each $n \in \omega$. Since $(\mathcal{G} \bowtie B) \cup \bigcup_{n \in \omega} A_n = \mathcal{G}$, Definition 3.1.4 assures us that $\mathcal{G} \bowtie B \in \text{shut } R$. The desired conclusion follows from Theorems 4.22 and 3.8.

**Theorem 4.24.** If $\mathcal{H}$ satisfies (5 II) and (5 IV) and $\varphi \in \text{adt } R$, then each $\mathcal{G}$-closed set is $\varphi$-measurable.

**Proof.** Suppose $C$ is $\mathcal{G}$-closed, and let $H$ be such a sequence of elements of $\mathcal{H}$ that, for every $N \in \mathcal{H}$, there exists $n \in \omega$ such that $H_n \subset N$. For each $x \in \mathcal{G} \bowtie C$ there clearly exists an $n \in \omega$ such that $H_n[x] \subset \mathcal{G} \bowtie C$. Let $A_n = \{x : H_n[x] \subset \mathcal{G} \bowtie C\}$, for each $n \in \omega$. From Definition 4.18.2 it follows that, for every $n \in \omega$,

$$H_n[A_n] = \bigcup_{x \in A_n} H_n[x] \subset \mathcal{G} \bowtie C.$$  

Hence, for each $n \in \omega$, $(A_n, C) \in R$. Since $C \cup \bigcup_{n \in \omega} A_n = \mathcal{G}$, we have $C \in \text{shut } R$. Consequently, by Theorem 3.8, $C \in \text{mb} \varphi$.

**Remark 4.25.** On page 279 of [5], Sion and Willmott construct a measure $\nu$, using $\mathcal{H}$ and such a function $\tau$ on a subset $\mathcal{G}$ of $\sigma \mathcal{H}$ to the nonnegative real line that $\tau(0) = 0$. They also prove that $\nu \in \text{adt } R$. Thus their Theorems 7.7 and 7.8 are corollaries of our Theorems 4.23 and 4.24.
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