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The earlier papers in this series have reduced the prob-
lem of characterizing the minimal simple groups to several
stubborn special cases. This paper handles some of these
special cases. Almost all the difficulties of this paper involve
groups of order 2¢.3° for which min(a,b) is rather small.

This paper is a continuation of its predecessors.” All of the
results of this paper are proved on the hypothesis that 2¢x,, and
most of the results are proved on the additional hypothesis that
e = 2.

For +=0, 1, 2, let g, be the set of all odd primes p in #(®)
such that e(p) = 7. By Theorem 13.8, 7#(®) = {2} U ¢, U 0, U 0.

We first record some useful results about ..

LEMMA 14.1. Suppose pemw, and P is a S,-subgroup &. If
P =1, then Z(P) is cyclic, and in addition, for each mon central
subgroup A of P of order p, 2,(C;N)) = A X X, where X = 2,(Z(P))
and Ay,AX) = A(¥), where & is the chain AX DX D 1.

Proof. Since 2e¢m, p is odd. Suppose Z(PB) is non cyclic.
Since P has no elementary subgroup of order p°, P has exactly 1 + p
subgroups of order p, each of which is ecentral. By Theorem 3.2 of
[5], B is metacyeclic. By 0.3.8, B’ = 1.

Suppose P’ = 1. By the preceding paragraph, ¥ = 2,(Z(P)) is of
order p. Let 2 be a non central subgroup of P of order p. Let
€ = Cy(YU). Since A = X, € is a proper subgroup of P. Also, AX =
2,(€). Since € has no elementary subgroup of order p° we get
AX = 2,(€) char €. Since € P, it follows that 4,(A%X) = 1. Since
Ay(AX) stabilizes AX >X o1, the lemma follows.

LeMMA 14.2. If pem,and p > 5, then every p-solvable subgroup
of © has p-length at most 1. If P is a S,-subgroup of &, then
elements of P are G-conjugate only if they are N (P)-conjugate.

Proof. We may assume that ¥ == 1. By 0.4.4, it follows that

1) Non solvable Finite groups all of whose local subgroups are solvable, I-IV; Bull.
Amer. Math. Soc., vol. 74, no 3, May, (1968), 383-437; Pacific J. Math., vol. 33, no. 2,
(1970), 451-536; Pacific J. Math., vol. 39, no. 2, (1971), 483-534.
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1,(8) =1 for every p-solvable subgroup & of &. Let ¥ = 2,(Z()).
If X is not weakly closed in P, then by Lemma 14.1 and the proof
of Lemma 0.8.10, SL(2, p) is involved in N(9) for some non identity
p-subgroup 9 of . As ® is an N-group, this is impossible, so ¥ is
weakly closed in P.

Let 9t = N(X). Since [,(N) = 1, elements of P are N-conjugate
only if they are N(P)-conjugate. Thus, to complete the proof, it
suffices to show that elements of # which are G-conjugate are N-
conjugate. Suppose P, Qe B, and for some G in &, P = Q° Let
C = C(P) 2 <X, X°. Since X is weakly closed in P, there is C in €
such that X =%, so GC = Ne%R. Hence, P°= P = Q° = @", so
that P and Q are M-conjugate. The proof is complete.

LEMMA 14.3. Suppose X is a non tdentity 2-subgroup of & and
&S s a S,-subgroup of NX). Let wn(®)={p, +--, .}, where
P> P> cee > P Then & is nilpotent and S has a Sylow series
of complexion (P, <+, D).

Proof. By Theorem 18.8, & has no elementary subgroup of order
p* for any prime p. Since |&S| is odd, the lemma follows from
Lemmas 0.8.5 and 0.8.14.

LeMmA 14.4. If peo, and & is a 2, p-subgroup of ©, then &
1s p-closed and every involution of & inverts 0,(S).

Proof. If X is a non identity 2-subgroup of &, then N (X) is a
2-group, since pe o, By Theorem 14.4.7 of [21], it follows that &
is p-closed. Taking X of order 2 shows that 0,(&)NC(X) =1, so
¥ = (I), where I inverts 0,(®).

LEMMA 14.5. Suppose peco,. Let B be a subgroup of & of
order p and let e U(DB; 2). Then one of the following holds:

(@) pem.
(b) Cy(B) contains no four-subgroup.

Proof. Set € = C(B). Suppose p ¢ w,. In this case, S,-subgroups
of € are non cyclic. Let & be a S, ,-subgroup of €. It suffices to
show that € contains no four-subgroup. Suppose false and ¥ is
a four-subgroup of ¥. Since peo, and S,-subgroups of ¥ are non
cyclic, it follows that 0,(%) = 1. Thus, P is represented faithfully
on 0,%). By Lemma 5.34, 0,(®) contains a subgroup ¥ of order p
which admits B and is not centralized by 3. Hence, <%, B) = X* is
elementary of order p*% Let B, = Cu(X), so that |B,| = 2. Hence,
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B, e U(B*; 2), against peo,. The proof is complete.

LEMMA 14.6. Suppose pec o, and B is an elementary subgroup
of & of order p* such that UB; 2) is non trivial. Then C(B) con-
tains no elementary subgroup of order p°.

Proof. Suppose false. Let § be a maximal element of U(B; 2).
By hypothesis, § = 1. Let R = N(9). By Lemma 13.1, 0,(N) = 1.
By maximality of &, we get 9 = 0,(9). Hence, B is represented
faithfully on §. Since e = 2, : has no elementary subgroup of order

P°.

Case 1. B contains a subgroup B, of order p such that Cy(B,)
contains an elementary subgroup € of order 8.

Let € = C(B,). Since € 2 C(B), € contains an elementary sub-
group of order p°. Let ® be a S, ,-subgroup of € which contains
(€, B>. Since D has an elementary subgroup of order p* and pe o,
it follows that 0,®) = 1. Hence, € is represented faithfully on
0,(®). By Lemma 5.34, 0,D) contains an elementary subgroup 9,
of order »* on which & acts faithfully. Then , =D, x D, X D,
where |D;| = p, and D; admits €, 1 =1,2,3, and C;(D,) = 1. Let
E; = Ci(D;), so that |€;|=4,1=1,2,3. Let G = & NE,. Then
D* = (D, D, B, is elementary of order p* and &, e U(D*; 2), against
pe€ g,. Thus, this case does not occur.

Case 2. Cy4(B) contains a four-subgroup L.

Let € = C(B) and let ® be a S, -subgroup of € which contains
B. Since D has an elementary subgroup of order »* and pe o, we
have 0,(®) = 1. Hence, B is represented faithfully on 0,(®). Let
D, be a subgroup of 0,() of order p which admits L and is not
centralized by LB. Then B, = Cx(D,) is of order 2, D* = (P, B) is
elementary of order p* and B,cU(D*; 2), against pe g,. Thus, this
case does not occur.

Case 3. p=5.

Suppose § contains a non cyclic abelian subgroup £ which is
normalized by B. Let B = Q,(R). Since Case 1 does not occur,
| C4(By) | < 4 for all subgroups B, of B of order p. Since p>5, B
centralizes Cy(B,) for all such subgroups %B,. Since

B = {Ce(B) | 1B, By,
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it follows that B centralizes L, so that Case 2 holds. This contradie-
tion shows that no such & exists. Hence, every non cyclic subgroup
of © which admits B is of symplectic type.

Let 8 = 2(Z(9)), so that | 3| = 2. Let M = N(B) 2 N($). By
Lemma 13.1, 0, (M) = 1. Since O,(M) = F(IM) is non cyclic, we get
that 0,(M) is of symplectic type. Here, we are using the maximality
of  to conclude that O,(M) & . Thus, if M, is a S,-subgroup of
M, then 8 = Q.(Z(M,)) char M,. By definition of M, it follows that
M, is a S;-subgroup of . Let M* be an element of _#Z<”(®) which
contains . Since M, is a S,-subgroup of & and 2¢m, we get
0,(M*) =1. Since HOLMM*)eU(B; 2), we also have 0,(I*) = H.
Since F(IN*) = 0,(M*) is non cyclic, it is of symplectic type. Now
Theorems 13.5, 13.6, and 13.7 yield a contradiction.

Case 4. p = 3em,

Since § = 0,(N(H)) and 0,(N(D)) = 1, it follows that N($) con-
tains an element U of %/ (2). Since C(B) contains an elementary
subgroup of order 3%, we have Bec .7 (3). Hence, Be ~Z*(@®), by
Theorem 10.8. Let I = M(B) 2 N(H). Since UL = M, Lemma 6.1
implies that O,(M) == 1. Hence, ¢(3) > 3, against e(3) = 2.

Case 5. p=3¢m,.

Since C(B) contains an elementary subgroup of order 3°, we get
3em. By Theorems 81 and 9.1, 2~ 3. Since B is represented
faithfully on §, it follows that  contains a non cyclic abelian sub-
group of order 8. By definition of ~, it follows that B contains
an element B such that C(B) contains no element of % (3). In par-
ticular, the center of a S,-subgroup of & is cyclic, by definition of
Z (3).

Case 5a. The four-subgroup B of § admits B.

Let B, = Cy,(B). Since Case 2 does not occur, |B,| =3. Let
B =B, X B,. Then BB, = A,. Let £, be a S,,-subgroup of C(B,)
which contains BB and let £ be a maximal 2, 3-subgroup of & which
contains ¥,. Since 2 contains an elementary subgroup of order 3°
and since 3¢ g, it follows that 0,(®) = 1.

Since 2+ 3, ¥ contains no non cyclic abelian subgroup of order
8. Let & be a S,-subgroup of £ which contains B, so that 8 = C,,(B).
As is well known, the equality forces £, to be of maximal class.
Since B = [B, Y], it follows that [,(¥) > 2. Hence, ¥, is dihedral of
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order 4 or 8. Furthermore, B0,(¥)/0,(®) is a chief factor of 2. Let
¥, be a S;-subgroup of € which contains B. Since &, is dihedral of
order 4 or 8, and since ¥ is not 3-closed, N, (&) is a maximal sub-
group of £, and SL(2, 8) is not involved in € By Theorem 1 of
[43], we have 8 = N,(Z(Z))N.(J(%)), and so either Z () <] or
J (&) {8 Since £ is a maximal 2, 3-subgroup of @, it follows that
&, is a S,-subgroup of ®.

Case bHa(i). O0,(%) contains a non cyclic characteristic abelian
subgroup 2L.

We may assume that 9 is elementary. Since U contains an
element of %/ (%), it follows that every element of 2 centralizes an
element of Z7(%;). Since C(V) contains a non cyclic abelian subgroup
of order 8 for all V in B and since 2~ 3, it follows that |Cy(V)| = 3
for all V in B*%. This implies that BV acts irreducibly on A. Since
B, & Z(BVB), it follows that B, centralizes A, so that (B, A is ele-
mentary of order 3'. Choose V in L% and let %, = Cy(V). Since B,
permutes B transitively, |2,| = 3. Hence, (2, By = €, is elementary
of order 3% and every element of €, centralizes an element of Z/(3).
Now C(V) exhibits 2 ~ 3. This contradiction shows that this case

does not arise.
Case 5a(ii). 0,(®) is of symplectic type.

Since &, is dihedral of order 4 or 8, and since %, centralizes B,
it follows that B, S 0,(8). Since 0,(8) is of order 3 and since
BB, = A,, B centralizes 0,(%)'. Hence, {0,(®), B, <%, since & =
0,(Q)B. If B, = 04(2), then (O(8), B,y € Z (&), so that 2 ~ 3. This
is not the case, so 0,(%)’ = B,.

Let W = 2,(0:(%)/8,, W,= Cy(B). If W,=1, then W, = B/PB,,
where 28 contains an element of Z7(%). This again gives 2 ~ 3.
Hence, W, =1. This implies that W is a free F,B-module. By
Theorem 1 of [41], C(B,) N2,(0:R)) covers Cp(B,). Thus, 0,(8) N C(B)
contains an element of %/ (%,). This is not the case, since C(B) con-
tains no element of Z/(3) for at least one element B of .

Case 5b. No four-subgroup of § admits B.

Let M be an element of _#Z<”(®) which contains N($). Since
N($) contains an element of 7Z/(2), Lemma 6.1 implies that 0.(I) = 1.
By Lemma 13.1, we get 0, (M) = 1. Since HO,(M) € U(B; 2), we get
0,(M) S &, by maximality of $. Thus, no four-subgroup of 0.(M)
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admits B. Since B is elementary of order 32, it follows that no non
cyclic abelian subgroup of O,(I) admits B. Thus, 0,(M) is of
symplectic type, against Theorems 13.5, 13.6, and 13.7. The proof is
complete.

LEMMA 14.7. Suppose pe 0, and B is a now cyclic p-subgroup
of & such that U(B; 2) is non trivial. Then Hypothesis 6.1 is satisfied
with B in the role of A, © = {p} and g any prime = p.

Proof. (a) is satisfied by our definitions; (b) and (c) are satisfied
since ® is an N-group. So we must verify that (d) holds.

To establish (d), we assume without loss of generality that B
is elementary of order p*. This assumption is justified, since

U@B; p") = U(B,; p')

for every subgroup B, of B.

Let QeU(DB; ¢) and let & be a p-solvable subgroup of & which
containg QB. Suppose by way of contradiction that Q & 0,.(S).
Since Q = (Cy(B,) |1 B, B) and since C,(B,) € U(DB; q) for all sub-
groups B, of B, we can choose a subgroup B, of B of order p such
that C,(B,) £ 0,.(®). Set Q, = C,(B), € = C(B,). By Lemma 0.7.8,
Q,=0,(@®). Let & be a S, -subgroup of € which contains Q5, and
let {€,, ¢} be a Sylow system for £ with B g, Q,&%&. By
Lemma 0.7.3, 0,.(%) = £n 0,(€), and so Q, £ 0,.(¥).

Let R be a subgroup of L, which admits B and is minimal sub-
ject to R 20,2). Let Ry=RNO(¥. Then B acts irreducibly on
R/R, and R, = D(R).

Let & be a subgroup of ¥ which contains R and is minimal
subject to R &L O,(R). Let {®, 8,} be a Sylow system of & with
BER, R&R,. Let $=8,N0,,(8). The minimality of & forces
& = 9B, and of course, &, = O,(R)R. For each subset &, of &K,
let & = 0,(R)R,/0,R). Thus, & = HRB. Also, since € = C(B,), we
get B, & Z(R), and so B, S Z(H).

If B 9, then we get (R, B =0, (RN NRE R, so that B
centralizes R/N,. Since R, = DR), it follows that B centralizes R.
By Lemma 5.12, R acts faithfully on C;(B), so by 0.3.6, R acts
faithfully on 2,(C;(®)). Hence, B 2,(C5(B)). Since C;(B) and Cy(B)
are incident, it follows that B Q,(C4(B)). This violates Lemma 14.6.
Hence, B Z $, so that B, = BN .

Since C;(B) and C,(B) are incident, it follows from Lemma 14.6
that B, = 2,(C,(B)).

By minimality of &, R centralizes every proper subgroup of

which contains B, and admits RB. In particular, R centralizes
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D), B,y. Furthermore, $ = [H, R] By, also by minimality of K.
Since B, & Z(H), Lemma 0.8.7 implies that D(H) & Z($H). From 0.3.6,
together with cl(9) < 2, it follows that © is of exponent p. Hence,
C,(B) = B,. Since K, = HB, it follows that C,(B) = B x D, where
D is a g-group. Since p is odd, Theorem 2 of [41] forces R < O, (R).
The proof is complete.

LEMMA 14.8. Suppose peco, and B is an elementary subgroup
of & of order p* such that U(B; 2) is non trivial. Let © be a mawi-
mal element of U(B; 2). Then the following hold:

(@) pem,

(b) N(Y) contains a S,-subgroup of O,

(e) If 1B, B and Cy(By) + 1, then N(9) contains a S,-sub-
group of C(B,).

Proof. Set N = N(O). We first establish (¢). Let € = C(B,).
By Lemma 14.7, C,(B,) = 0,(8). Let & be a S, subgroup of 0,(€)B
which contains C,(B,)B. Thus, & = B, where & = £, N0,(€) is a
S.-subgroup of 0,(€). Let 8 be a S, ,-subgroup of € which containg
%, and let {¥,, &,} be a Sylow system for & with &, = &,, B< &,. Then
2 =28N0,(C) <& and by Lemma 0.7.3, &, = 0,%).

Let § be a maximal element of M(Q,; 2) which contains &, and
let = N(®). By Lemma 14.7, § is a maximal element of M5(B; 2),
so by Lemma 14.7, 65 is a maximal element of U(B; 2).

By construction, C,(B,) = 1, C;(B,) = 1. By Lemma 6.2, there is
X in C(B) such that $ = $*. Since &F is a S,-subgroup of C(B,), it
follows that M contains a S,-subgroup of C(B,), namely, 2*. So (e)
holds.

Since B is of type (p, p), there is a subgroup B, of B of order
p such that Cy(B,) = 1. Let N, be a S,-subgroup of N which con-
tains a S,-subgroup of C(B,). Let &, be a S,-subgroup of & which
contains N,. If &, =N,, then both (a) and (b) hold, since peco..
So suppose by way of contradiction that RN, @,.

By Lemma 14.6, B 2 2,(Z(8,)) = 8, say. If Cy4(8) =1, then we
may take B, = 8 and conclude that N contains an S,-subgroup of
C(3), that is, N, = ®,. We may therefore assume that Cy(8) = 1.

Let B* be any elementary subgroup of %, of order p°. We may
apply all the preceding argument with B* in the role of B, since H
is a maximal element of U (B*; 2). We conclude that B* = (B*) x 3,
where Cy4(B*) = 1. However, we cannot assert that %, contains a
S,-subgroup of C(B*), but merely know that 2 contains a S,-subgroup
of C(B*).

Let B/%, be a chief factor of N, (%,). Since N, is non cyclic
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and p is odd, M, contains a subgroup B* which is elementary of
order p* and is normal in . Since |C(B*)|, = | Co(B*) |, < |N|, < B,
it follows that B* ¢ Z(%p).

Case 1. B* £ Z(N,). Since B* <P, we get [P: C,(B*) | = p, so
that |Cy(B*)| = |RN,|. Since |C(B*)|, = | Co(B*)|,, it follows that B*
is contained in the center of a S,-subgroup of N. Since 8 = 2.(Z(N,)),
we get {(B*>; Z. Let N be a S,-subgroup of C,(B*) which contains
%, where N, = C,,(B*). Then B* N, N;), N, maps onto the
stability group of B* >3 D1, and N} maps onto the stability group
of B* D(B*>>1. Hence, A4,(B*) permutes transitively the p + 1
subgroups of B* of order p. This is impossible, since Cy(8) = 1,
C,(KB*)) #+ 1.

Case 2. B* = Z(R,).

Since B* = ZNR,), it follows that A4,(B*) is a p’-group. Since
B* = (B*) x 8, 89 is a Frobenius group and B* is represented
faithfully on $, we can choose subgroups B,, B, of order p in B*
such that C;(B;) #1, 1 =1,2, B; = 8, and B, = B,.

Since B permutes transitively the subgroups of B* of order p
distinet from 3, it follows that B7 = B, for some Pe P — N,. Hence,
Cy(B,) # 1, and C,P(B,) = Cor(Bf) = (Co(B))* = 1. By Lemma 6.2,
© = 97¢ for some C in C(B*). Hence, PCe NN N(B*), so that A,(B*)
is not a p’-group. This contradiction completes the proof.

LEMMA 14.9. Suppose pe o, and P is a S,-subgroup of &. Let
© be a maximal element of U(P; 2) and let N = N(9). Then one of
the following holds:

() Elements of P are G-conjugate only if they are N-conjugate.

(b) B is abelian and if X, Y are elements of L which are G-
conjugate but are not N-conjugate, then either Cy(X) =1 or Cyi(Y) =
1.

Proof. Case 1. T = 1.

Let & = N(). Since P is an abelian S, -subgroup of &, elements
of P are G-conjugate only if they are 8-conjugate. Suppose X,Y e,
and Xr; Y, Xcgfa Y. Choose L in & with Y= X*. By Lemma 14.8
and Lemma 14.6, $ and $* are maximal elements of U(P; 2). By
Lemma 6.2, either C;(Y) =1 or C,.(Y) = 1, that is, either C,(Y) =1
or C,(X) = 1. Thus, (b) holds in this case.

Case 2. L' =+ 1.
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Let 83 = 2.(Z(B)). By Lemma 14.8, pem. By Lemma 14.1,
(8] =p. Let A be an element of B — 3 of order p, and let 3 =
{Z». By Lemma 14.1, A;«AZ”' for all 4. This implies that
C,(A) + 1, since <A, Z) is represented faithfully on §. Thus, by
Lemma 6.2,

(14.1) N(KA, Z)) = Na(K4, 27)-C(A, Z)) -

Case 2a. Every p-solvable subgroup of & has p-length at most

We first show that 8 is weakly closed in ¥3. Suppose false, and
G in © satisfies B°S= P, 3= 8. Set A = 3% B =98, and let €
be a S,-subgroup of C(B) N N(Z). Let P* be a S,-subgroup of
C () which contains €. Thus, € P*, and € is not a S,-subgroup
of N(8). Since pem, we have B = Q,(C) char €. It follows that
Ay(B) involves SL(2, p), so p = 3, and [,(IN(B)) = 2. This is not the
case, so 3 is weakly closed in 9.

Since B is weakly closed in 9B, elements of P are G-conjugate
only if they are N(8)-conjugate. Since 1,(N(8)) = 1, elements of P
are N(3)-conjugate only if they are N(P)-conjugate. Let ¥ = N(P).

First, suppose that 3 contains a non cyclic characteristic abelian
subgroup B. Let A = 02,(®), L =Cy;R). Then |A|=p* and
|B: Q| = p. Choose Le8 Then $ and H* are maximal elements
of M(Q; 2). Choose AcW — 8. Then Cyi(4) # 1, C;.(4) = 1. Hence,
by Lemma 6.2, we get $ = $*° for some C in C(). Let N =
LCeMN. Thus, L and N induce the same automorphism of Q. Since
1,(M) = 1, it follows that £ N N contains an element N, such that L
and N, induce the same automorphism of Q. Let M = N,L™'. Thus,
M induces an automorphism of P which centralizes Q. By Lemma
0.8.12, it follows that M induces an inner automorphism of L. Hence,
M= PD with PePB, DecC(). Since PeP< N, we get PD =
N.L™, or equivalently, DL = P7'N,eR. Thus, 8 = C(®)-N N Y),
so that (a) holds.

Next, suppose that P is of symplectic type. Here we get P =
BB, where B, = (P> is cyclic and P, is extra special of order p°
and exponent p. If Cy(P') = 1, then Lemma 6.2 implies that (a) holds,
so we may assume that Cy (') = 1.

Let B be an elementary subgroup of P8 of order »* and choose
LeQ Then $ and $* are maximal elements of U(B; 2), so by
Lemma 6.2, $ = $*° for some C in C(B). Let N = LCecN. Since
1,(N) =1, we can write N = N,D, where N,e 2NN, and De 0, (N).
Hence, LC = N,D, or equivalently, N7°L = DC™* = X, say. For
each B in B, XBX* = DBD™, since Ce C(B). Since Dec 0,,(N), it
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follows that B™'DBD ‘e 0,(). On the other hand, B'DBD ' =
B'XBX e’ since X = N 'Le N(3). Hence, X centralizes B. By
0.3.6, X induces an inner automorphism of 3, so X = PH with Pep,
Ec CB). Wenow get X = N 'L = PE or equivalently, LE™ = NP,
so that & = (8 N WC(PB), and (a) holds.

Case 2b. & has a p-solvable subgroup with p-length > 2.
By Lemma 14.2, we get p = 3.
Case 2b(i). [,(N) > 2.

Let Q = PCO,,,(N), N, = Np(Q). Thus, QP and N = N,0,(N).
The main difficulty here is to determine the isomorphism type of %.

First, suppose that Q contains a non cyclic characteristic abelian
subgroup . Let B = 2,(A) so that B char Q, |B| = 3. Let
Q* = Cy(B). Since B < N,, Q* is a S;-subgroup of C, (V). Since
B = 2,(0%), 0.3.6 implies that C, (B) is 3'-closed. Since 0,(C, (V) &
0..(N), it follows that Q = Q* By Theorem 3.2 of [5], Q is
metacyclic. Since ,(N) > 2, it follows that QO is a homocyclic abelian
group and that |: Q1 = 3.

If |Q] =38, then P is a non abelian group of order 27 and
exponent 3. Furthermore, by (14.1), if X is any subgroup of ¥ of
order 9, then N(X) = N,(X)-C(X). Since Q is the only subgroup of
B of order 9 such that A4,(Q) involves SL(2, 3), it follows that L is
weakly closed in 9. Hence, (a) holds.

Suppose | Q] > 9. Since ,(N) = 2, it follows that Q is the only
subgroup of P of its isomorphism type, so Q is weakly closed in %B.
Furthermore, if & is any 3-solvable subgroup of & which contains
B, then Q = 0, .(S).

Suppose X, Ye P and X~ Y, but X~ Y. We assume without
loss of generality that Xe Q. By a result of Alperin [2], there is a
subgroup N of P with the following properties:

(@) Ny is a S,;-subgroup of N(R).

(B) N contains elements which are N(R)-conjugate but are not
N-conjugate. Among all such R, let |R| be maximal. Let & = N(R),
E=VN R =R, N0, (&) 2N. Clearly, R, £ Q, since elements of
Q are G-conjugate only if they are -conjugate. If DN,) = 1, then
D) <[ <R, Q) = P In this case, N(D(R,)) contains %, so that
elements of P are N(D(R,))-conjugate only if they are N(Q)-conjugate.
This is not the case, so R, is elementary of order 9. By (14.1),
elements of R, are G-conjugate only if they are N-conjugate. Since
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elements of R are N(R)-conjugate only if they are N(R,)-conjugate,
we have the desired contradiction. Thus, if £ contains a non cyclic
characteristic abelian subgroup, then (a) holds.

Suppose that Q is of symplectic type. Then O = QQ,, where
L, = (@) is cyclic and Q. is extra special of order 27 and exponent
3.

Let N, = 0,,(M,), so that N, = QM, where M is a S/-subgroup
of N,. Since M/Cx(Q) is represented faithfully on L, and since
I(N,) = 2, it follows that IM/C,(Q) is a quaternion group. Let
A = Np(M). Thus, ANQ =Q, and AY/Q, is of order 3. Let I be
the involution of IM/C,(Q). By Lemma 5.36, {I)> is represented
faithfully on C. (). Hence, C,() = O, X ¥, where [X| =3 and
X x Q' is the unique element of %/ (). Since 3 € 7, Theorem 3.2 of
[5] implies that A . C.(W) = Cyx(X) is metacyclic. This implies that
A = (A) is cyclic and that Cy(¥) = 2 x X is of index 3 in .

Consider N(Q). By construction, we see that N(Q) = N,(Q) -
(NRQ)NN(P)). Since N(Q)NNP) & NEX x Q') (the containment holds
since £ X Q' is the unique element of Z (%)), Lemma 6.2 implies
that N(Q) = M N NE))C(L). Now Lemma 6.2 implies that elements
of P are G-conjugate only if they are M-conjugate, so (a) holds.

Case 2b(ii). ,(MN) = 1.

Let & be a 3-solvable subgroup of & such that (&) = 2, and
such that |©SNP| is maximal with this restriction. Let &, = &N P.
Since all conjugates of & have 3-length at least 2, it follows that
S, is a S;-subgroup of &. Let P = &, N 0, ,(©) so that Fc &,

First, suppose $ contains a non cyclic characteristic abelian
subgroup 9. Let B = 2,%), B, = C;(B). Thus, |$: R, >3, and
L(N(B)) > 2. By Lemma 6.2, NGB, = (NB) NN)C(R,). This equality
forces 1,(N) = 2, against [,(N) = 1. Hence, B is of symplectic type.
This implies that Z(&;) is cyclic, so that

UZ(S,)) = AZ(R) = A(ZD) .

Let & = N(Q,(Z(%))) so that [,(R) = 2. Since RN P = PB, we assume
without loss of generality that & = &.

Choose Le N(g), and let 1 be the unique element of Z/ ().
Then $ and $* are maximal elements U(L; 2), so § = H2° for some
C in C), by (14.1). Let N = LC. Since (%) =1, N= N,D,
where N,e 0 N N(PB), De 0,(N). For each U in U, NUN™ = LUL™,
Ce Cl). Hence, NUN~'eB. Since N = N.D, we get

NDUD'N'eR <.
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Also, N, U'N*e*p, since N,e N,(P). Hence,
N, U'N « NDUD'N* = [U, D'|""ePN0O,,MN =1.

Thus, D centralizes 1. We now get LC = N,D, or equivalently,
L = N DC~'. Since N,, D, C all normalize 1, so does &. That is,
N(R) < N1W). This is not the case, since L(N(R)) > 2, so that
1 < N(B). The proof is complete.

LEMMA 14.10. Retaining the notation of Lemma 14.9, one of the
Sollowing holds:

(a P=wW,

(b)) ¥ =1.

Proof. Since ® is simple, L =<Q'P|Q, PeP, P~ Q). If (x)
of Lemma 14.9 holds, then (x) of this lemma also holds, = a or b.

Hypothesis 14.1. o0, #* O.

Lemmas 14.11 through 14.26 are proved under Hypothesis 14.1.

Let r be the largest prime in o, let R be a S,-subgroup of &,
and let © be a maximal element of M(R; 2). This notation is preserved
through Lemma 14.26.

By Lemma 14.7, § is a maximal element of UR,; 2) for every
non cyclic subgroup R, of R. By maximality of §, we have $ =
0,(N(D)). Since read,, 9 +1. By Lemma 13.1, R is represented
faithfully on 9.

LEMMA 14.11. Omne of the following holds:
(a) $ contains an element of Z/(2).
(b) r =38 and $ contain an elementary subgroup of order 8.

Proof. Suppose (a) does not hold.

Let € be a Sy-subgroup of N(§) permutable with R, and let &,
be a S,-subgroup of & which contains £. Thus, § contains no
element of Z/(®,). Let ¥ = TN,

Since § = F(N(9)), it follows from the maximality of & that
H = F(&). Hence, Z(T) S Z(9). Since ¥ is a S,-subgroup of N(9),
it follows that Z(®,) < Z(L). By definition of Z/(®,), it follows that
Z(S,) is cyclic. Since Z(S,) < ©, it follows that T contains every
element of Z/(®,).

Let U be a fixed element of Z/(®,) and let U, =UN H. Thus,
n,cU, and so U, = UNZ@S, is of order 2. Choose Uecll — 11, and
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let U, =<U).

By Lemma 5.36, 2 contains an element R of order » which inverted
by U. Let R = <Ry, § = [9, R, $. = Cs(R). Since [§, U] = U,y
it follows that U, centralizes $/W, where W = 2,(Z(9)). Hence, R,
also centralizes $/TB, so 9, covers $/T. Hence, H, = [H, R,] = [T, R,
so that 9 = 9, x .. Since 9, is a free F,ll-module, and since
[$, 0] &1, it follows that | H,| = 4. Thus, » = 8. Since R is non
cyclic and R is represented faithfully on &, it follows that $,C 9.
Since §, is a four-group and is a direct factor of £, (b) holds. The
proof is complete.

LEMMA 14.12. Let q be an odd prime and let & be a 2, q-sub-
group of & which contains . Then 0,(S) = 1.

Proof. Let % = F(&) and suppose by way of contradiction that
& is a g-group.

By Lemma 6.1, together with 2¢ «,, it follows that every element
U of Z/(2) centralizes every element of U(1; 2'). Since § is represented
faithfully on , it follows that § contains no element of Z/(2). By
Lemma 14.11, » = 3 and 9 contains an elementary subgroup & of
order 8.

Since € is represented faithfully on %, it follows from Lemma 5.34
that ¥ contains a subgroup F, = F X B X & where |F:| = ¢, B
admits €, 7=1,2,8, and Cy(¥,) = 1. In particular, gexm, U 7w, so
q > 5. By definition of », we get ge o, U g,. However, Cy(E.F.) # 1,
and Cu(3.T) e U(BE B 2), so that g¢ o, U o,. This contradiction com-
pletes the proof.

LEMMA 14.13. Suppose q is an odd prime = r and B is an ele-
mentary subgroup of R of order v*. If QeWN(PB; q) and [Q, B] # 1,
then U(QB; 2) s trivial.

Proof. Suppose false. Let T be a maximal element of U(BQ; 2),
so that T = 1. Hence, geo, U0, Since [B,Q]#* 1, Lemma 14.3
implies that ¢ > r. By the maximality of », we get qe g, so Q is
cyclic.

Let B, = Cx(Q). Since B is elementary of order =%, it follows
that |B,| = r. Thus, B = B, X B,, where OB, is a Frobenius group.
Let & = N(Z). By Lemma 13.1, 0,(8) = 1. Thus, BQ is represented
faithfully on € = 0,8). By Lemma 14.7, TQ < 0,.(2).

Let ¥ be an element of U(B; {2, ¢}) which contains TQ and is
maximal subject to O0,F) # 1. Let F, = 0,F) and let & = N,
By Lemma 13.1, 0,(f) = 1. By the maximality of § and Lemma 14.7,
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% is a S, ,-subgroup of O0,(8). Let {B¥,, 8.} be a Sylow system of F
which admits B and satisfies FSF,, QE=F,. Since geo, and
Bo = 1, it follows that S,-subgroups of K are cyclic. Since B,Q is a
Frobenius group, so is BF, and F, is a S,-subgroup of K.

Since ¢ = 1(mod ), we have ¢ > 7. Since §, is eyclic, it follows
from Theorem 2 of [43] that either § = Cy(Z(F,) or § = NJ{J(F.)-
Thus, $, contains a characteristic subgroup € = 1 with € < H.

Let ® = N(€). By the maximality of § and Lemma 14.7, § is
a S, ,-subgroup of 0,(D). We will use this fact to show that . is
a maximal element of M(®B; 2). Suppose FpCFeM(B; 2). By
Lemma 14.7, ® N E, S 0,.(D). This violates the fact that § is a
S,,~subgroup of 0,(D). Thus, F is a maximal element of U(B; 2).

Let ®* = {B|Be¥, C,(B) #1}, ¥** ={B|Be¥, Cy\(B) + 1}.
Since BQ is a Frobenius group which is represented faithfully on
0,(3), it follows that B* 2 B — B,. Since B is represented faithfully
on 9, it follows that B**( {1} contains at least 2 subgroups of B of
order ». Hence, B* N B** = @¢. By Lemma 6.2, the application of
which is possible by Lemma 14.6, we get §, = ¢ for some C in
C(B).

Since € char $,, it follows that © 2 N(H)°. Since € = 1, it
follows that S,-subgroups of © are cyclic. Since B,Q is a Frobenius
group, B does not centralize the cyclic group 0, ,(9)/0,(D), while
D" does. Hence, B L D. All the moreso, B L N(9)'. By Lemma
14.10, R’ = 1.

Since F, = 99, it follows that B* = B**, Choose Nec NR).
Since |B*| = +* — », it follows that B* N B*¥ == @. By Lemma 6.2,
H = ¥ for some C in C(N). Hence, N(R) = (NR) N N(9)) - C(N).
The equality forces B S N(9), so B & D'. This contradiction com-
pletes the proof.

LeMMA 14.14. Let B be an elementary subgroup of RN of order
7%, Let € = C(B). Then € is v'-closed, $NE is a S,-subgroup of
€, and one of the following holds:

(a) 0,.(C) is permutable with 9.

by » = 3.

Proof. As we have already remarked several times, € is #'-
closed. Let © = 0,.(€) and let ®, be a S;-subgroup of ©. By
Lemma 6.2, ®, = $° for some C in €. Thus, § contains D', a Sy
subgroup of ®. Hence, Y N € is a S;-subgroup of €, and we choose
notation so that $ N € = D,. We may assume that » > 5.

Let & = {B|Be %, [Cy(B), B] = 1}, and let $, = <C,(B)| Be B).
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We first show that §, = . Namely, let §, = [, B]. Since B is
represented faithfully on §, it follows that §, = 1. Let V = $.,/9(%)),
and let V=V, x --- x V,, where each V; is an irreducible B-group.
Let B, = Cy(V3), and let %, = Cy(B;), 1 <1 < s. Since (9], |B|) =1,
%; covers V,. Since 9,=[9,, B], it follows that B, = {(B;) is of order
r and since [X;, B] = 1, we get B;e®B. Since H = C;(B) - O, we get
that = 9,

We next show that if Be®, then B centralizes every element
of Uc(B; {2, ). Suppose false, and Q is a {2, r}-subgroup of C(B)
which is normalized by % and is minimal subject to [B, Q] = L.
Thus, Q is a g-group for some prime ¢ # 2, », and Q = [B, Q]. Let
& = C(B) and let & be a S, -subgroup of O, (%) which is normalized
by B. Let (R, &} be a Sylow system for & which admits B.

By Lemma 14.7, Cy(B) S 0,.(3), L S 0,(8). Thus, B does not
centralize either R, or &,. By Lemma 14.9, we get that O0,(88) = 1,
and so O0,(R) = 1, as & <| &B.

Let &, = 0,R), so that &, is represented faithfully on &, First,
suppose that &, N C(B) contains a four-subgroup V. We can then
choose V is B* such that B does not centralize £ N C(V). Let Q, =
& N C(V). Then (V) eU(QB; 2), against Lemma 14.9. Hence,
&, N C(B) contains no four-group.

Next, suppose that &, contains an abelian subgroup &, which
admits B and satisfies [R];, B] = 1. Let K, be minimal with these
properties. Then & = [&;, B] and B, = Cx(R,) is of order r. Let g
be a subgroup of & which admits &% and is minimal subject to
[&, &] = 1. By Lemma 0.8.7, D(&) = Z(%,), and by 0.3.6, &, is of
exponent ¢. Since 7 > 5, it follows that for some X in &i, & NC(X)
contains an elementary subgroup of order ¢®. This violates ¢ = 2, so
this case does not occur.

Since B centralizes every characteristic abelian subgroup of &,
and since C,,(B) contains no four-group, &; is of symplectic type. Let
&, = [&],, B], so that K, is extra special. Since r > 5, the width of
£, is at least 2.

Let 8, be a subgroup of & minimal subject to admitting K5
and not centralizing &,. Then & is of class at most 2 and exponent
q, and &, = {I), where I inverts £/D(Z).

Let % be a four-subgroup of ®; which contains I, £ = (X X {I>.
Then X = XTI so that C,(X) and C,(XI) have the same order. Let
Y = Co(X), Y. = C(XI). Since I inverts &,/D(L), it follows that
9,90 =2%8. Let |9:9NDQR)| =¢q’. If f>3, then e¢> 3, since
g, is of exponent q. Hence, f < 2. Since r > 5 and since B does
not centralize &,, it follows that f =2, |€: D) =¢. Let 9 be a
subgroup of 9 which is elementary of order ¢°. Then (X)e nQ; 2).
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Also, Cﬂl@) contains an elementary subgroup of order ¢ This con-
tradicts Lemma 14.6. Thus, for each B in B, B centralizes every
element of Ug, (B: {2, r}).

Choose Be B, let & = C(B), & = 0,.(2), 9o = HNEL¥ By Lemma
14.7, DS 8, 9, & . Let D* be a S,-subgroup of ¥, which contains
D and admits B. Since B centralizes every element of U,(B. {2, »}),
it follows that [B, ©*] = 1. Thus, D*= € = C(B). By Lemma 14.7,
D* < 0,.(€), so by definition of D, we get D = D*.

Let ©, be a S,-subgroup of &, which contains §,. We argue that
o = . In any case, by Lemma 6.2, there is C in C(B) such that
9¢ = . Thus, 7 S 9., by definition of ©,. Hence, |9, ]| = | D], so
Do = i

We have shown that for each B in %, C,(B) is permutable with
D. Since § = (C4(B) | Be%}, the proof is complete.

LEMMA 14.15. Let B be an elementary subgroup of N of order
. Let € = C(B). Then 0.(C) is permutable with $.

Proof. Suppose false. By Lemma 14.14, we have » = 3, and so
o, = {3}.

Case 1. CyB) contains a four-group. Choose Be % and let
L = C(B), & = 0,(2). Choose ge7w(%), ¢ *2, and let & be a S,
subgroup of £, which admits B. Let {&, &} be a Sylow system of
& which admits 8. By Lemma 14.7, C,(B) S &, so &, contains a
four-group ¥ which is centralized by B. Suppose by way of con-
tradiction that [®,, B] # 1. We can then choose V in ¥* such that
C,(V) = &, is not centralized by ®. Hence, (V) e M1 (&P; 2), against
Lemma 14.13. Thus, B centralizes &,.

Let ©* be a S,-snbgroup of £, which contains ® and admits B;
D* exists, since by Lemma 14.7, © = &, Here, © denotes a S,-
subgroup of 0,(€). By the preceding paragraph, B centralizes D%,
so by Lemma 14.7, ®* = 0,(€). Hence, D = D*.

Since Cy(B) is a S,-subgroup of &, it follows that D is permutable
with Cy(B). Since § = {(Cy(B)|Be %*), the lemma follows.

For the remainder of the proof, we assume that C,() contains
no four-group.

Case 2. Cy4(DB) is not cyclic.

Let ©, = Cy(B). Since §, contains no four-group, it follows that
9, is a generalized quaternion group. Let

B = {B|Be B, [Cy(B), B] = 1} .
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As in the proof of Lemma 14.14, we get § = (Cﬁ(B)IBeé\S).

Choose B in . We will show that C,(B) contains an elementary
subgroup of order 8. Let Q = C,(B) and let B, be a subgroup of B of
order 3 distinct from (B). Thus, B, does not centralize Q, and of
course, QO H,. Let Q, = No(9D,), and let $,/9, be a chief factor of
£2,8,. Thus, $./9, is a four-group and §, = C;(B,) = C.(B,) = C,(B).
If &, is a direct factor of §, we are done, so suppose not. If & is
a characteristic abelian subgroup of $, and € & §,, then B, does not
centralize @, so B, does not centralize 2,(€), a four-group. This
forces 9, = 9, X 2.(€). Hence, every characteristic abelian subgroup
of ©, is contained in §,, so is cyclic; 9, is of symplectic type. Thus,
$. is the central product of §, and [9,, B,], and [,, B,] is a quaternion
group. As is well known, §, contains an elementary subgroup of
order 8.

Again, let Be®, let €= CB), & = 0,(%. By Lemma 14.7,
0 =CyB) & 2, and also ® & €. Choose gen(¥), ¢ # 2, and let &
be a S, ,-subgroup of &, which admits B and contains Q. Let {&;, &}
be a Sylow system of & which admits B. Suppose [&,, B] = 1. By
Lemma 14.13, we get 0,(&) = 1. Let & be an elementary subgroup
of © of order 8. By Lemma 5.34, O,(8f) contains a subgroup F =
T X B X F: such that |F;| = ¢, F: admits € and Cy(F) = 1. Thus,
CFF) = € =1, and EecUGF,; 2). This violates o, = {3}. Hence,
B centralizes ®,. Thus, B centralizes a S,-subgroup of &, so D is a
S:-subgroup of %, Since € ,(B) is a S,-subgroup of %, the lemma
follows.

Case 3. Cy4(B) is cyclic and U(DB; 2) is non trivial.

Let ¥ be a maximal element of U(DVB; 2). Since (D) = 0, U a,,
and since ® is a 3'-group, while g, = {8}, it follows that #(®) & a;;
so © is a Z-group. Let 9 = N(X). By maximality of X, we have
X =0,9). By Lemma 13.1, it follows that 0.,(9) =1. Let
D, = 0,(9). Thus, D < Y, by Lemma 14.11, it follows that D is a
S,-subgroup of 9),. By Lemma 14.7, 9,N $ = § is a S,-subgroup of
9,  Since .85/% is represented faithfully on O,,(%),)/X, and since
0,.(9,)/9 is a Z-group, it follows that B centralizes H/X.

Since C4(B) is eyclic, so is $/%. Thus, 7(D) contains a prime g
such that a S,-subgroup ®, of ® is permutable with § and such
that 9 = 0,(D,). Since ¢ > 5, either Z($) < HD, or J(&) < .,
by Theorem 1 of [43]. So in any case, $ contains a non identity
characteristic subgroup %, such that %, <] $D,B8. Let M = N(%,).
Suppose by way of contradiction that 6 C . Then 55 C H NM, since
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X, char 55 Let MM, = 0,(M) so that by Lemma 14.7, $ N M = M,
D,=M,. Let M, be a S, ,-subgroup of M, which contains HD,. Since
X is a maximal element of Uy(DB; 2), it follows that X is a maximal
element of N(D,B; 2). Hence, 0,(M,) & X. The reverse containment
holds since S,-subgroups of M, are cyclic, the cyclicity holding since
geo,. Hence, O,(M,) = %. But by construction, $ N M > H, so § is
not a S,-subgroup of IM,. Hence,

[0 (NE) > [9N M| > [§] = |0,(NE)) . -
This contradiction shows that $ = §, so that the lemma holds.
Case 4. Cy(B) is cyclic and U(DB; 2) is trivial.

First, suppose that for some B in 8¢, C4(B) contains an elementary
subgroup & of order 8. Let & = C(B), & = 0,(%). By Lemma 14.7,
(D, Cs(B)y = 8. Let ¢ be an odd prime in 7(%) and let & be a
S,,,-subgroup of &, which contains Cy(B) and admits B. Let {&,, &}
be a Sylow system for & which admits 8. Suppose [B, &] = 1. By
Lemma 14.11, we get O,(&) = 1. Since ¢ = &,, Lemma 5.34 implies
that ¢ € 0,, against o, = {3}. Hence, [B, &,] = 1, so that D is a S,-
subgroup of ¥, Since € & &, it follows that (D) & o, U 0,. Since
D is a 3'-group, and o, = {3}, we get w(D) & .. Since § is elemen-
tary of order 8, it follows that ® is a Z-group, Since U(BD; 2) is
trivial, F(8,) is of odd order, so is cyclic. Hence, (2,38) & F(2,). In
In particular, [Cy(B), 8] = F(&) N $ = 1. This is not the case, since
Cy(B) is cyclic. Thus, for each B in B, C,(B) contains no elemen-
tary subgroup of order 8.

Suppose Cy(B) = 1. In this case, it follows that every abelian
subgroup of § which admits B is cyclic. Let I% be an element of
A (®) which contains N(9). Since I contains an element of Z/(2),
it follows that 0,(IN) == 1. By Lemma 13.1, 0, (M) = 1. Hence, O,(MN)
is of symplectic type, against Theorems 13.5, 13.6, 13.7. Hence,
C,(B) = 1.

Suppose Be®* and Cy(B) is non abelian. Let ©, = Cy4(B), and
choose B,e®B — (B). Then 9$,(B,) is a Frobenius group, so Z(§,) is
non cyclic. Let & = C(B), ¥, = 0,(¥). By Lemma 14.7, (D, ) < L.
Let § = F(%). Since U(DB; 2) is trivial, |F| is odd. Since F is a
3'-group, and since g, = {3}, it follows that Cy(I) is cyclic for every
element I of 3. Thus if Ie Z($,), then ©; centralizes C,(I). Since
B =<KC(I)| I e Z(9,)*>, it follows that ©, centralizes F, so H; = BF.
Since |F| is odd, we conclude that C,(B) is abelian for every B in
Bf. Thus, for each B in B either Cy(B) = 1 or Cy(B) is homocyclic
on 2 generators.

Suppose the lemma is false. Since § = (Cy(B)|Be B, it fol-
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lows that for some B in B, Cy(B) is not permutable with ®. Let
£ = C(B), & = 0,(¥). Thus, by Lemma 14.7, D & &, and Cy(B) < &,.
Let §, = C;(B). Let ©, be a S,-subgroup of £, which admits B and
contains §,. By Lemma 6.2, there is C in C(B) such that H? = 9.
Since C(B) £ &, it follows that HF S ¥, s0 HI S & N Y = H,. This
implies that &, is a S,-subgroup of %,.

Let 2, be a S;-subgroup of ¥, which contains ®. Since 2, and
9, are permutable, it follows that © < &,. Let ¢ € n(%,) be chosen so
that a S,-subgroup of %, is permutable with £, admits B, and is
not contained in ®. Let § = $,0B. By Lemma 14.11, 0,%) = 1.
Since ¢ > 5, and since §, is abelian with m(9,) = 2, and since B is
elementary of order 9, it follows that Q <.

Since 0, = {8}, it follows that C,(H) is cyclic for every involution H
of §,. Since §, is represented faithfully on Q, it follows that C.($,)=1.
Let 20 be a minimal normal subgroup of ¥ with 2B = Q. Then 8B
is elementary of order ¢°. In particular, gqem, U ®,. By Theorems
10.2 and 10.8, it follows that .97 (¢) & . #™* (8). Let & = M(F), and
let & be a S,; -subgroup of & which contains ¥. Let {&, &, &} be
a Sylow system of & with $, =S K, BS R, Q= K,. Since 3co,, K,
normalizes &, By Lemma 14.7, §, S O,(8].8,). If the containment
is proper, let B,/9, be a chief factor of 0,(R,%)B with §, < 0,(&.R,).
Then §, = C3,(B) and B,/9, is a four-group. This implies that &, is
the direct product of §, and a four-group, since B acts faithfully on
H,. But O0,R) =1, so P, is represented faithfully on O,(R). This
implies that geo,. This contradiction yields that &, = 0,(&].8,).
Hence, 0,(8) = 98, so that &, char 0,(R) < &.

Since C, (H) is cyclic for all involutions H of &, it follows that
C. (D) = 1. Let X = 2(Z(&,). Thus, X is elementary of order ¢°
and is an irreducible ,B-group. We argue that £ = L. Otherwise,
<%, ) is elementary of order ¢° so that gqeo,. Hence, ¥ = 2.

We next argue that B centralizes &, Suppose false. Let &, =
K, N C(B). Thus, &, admits HB and &, K,. Let I be a subgroup
of &, which admits §,B and is minimal subject to [9), B] #+ 1. Then,
B centralizes D(%), and [9,{B)] =%. Hence, D) = Z(), by
Lemma 0.8.5. By 0.3.6, we get that 2 is of exponent q. If [9]> ¢,
then qeo,. Hence, 9 is elementary of order ¢°. This implies that
DX is elementary of order ¢°, so again we get g€ o,. This contradic-
tion forces &, = C(B).

Set (B) = B,, and let B, B,, B, be the remaining subgroups of
B of order 3. Since $,B; is a Frobenius group, it follows that
Cﬁq(SB,;) #1,4=1,2 8. By Lemma 6.2, it follows that

N(B) = N.(B) - C(B) .
Since B, = Co(0,.,,(©)/0,.(8)), it follows that B, <] N(B).



234 JOHN G. THOMPSON

Now B acts faithfully on &, so $,C 9. Hence, for some
1€{l, 2,3}, Cs(B;) # 1. We may assume notation is chosen so that
Ci(B) = 1. Set §, = C4(B,), so that H, is a homocyclic abelian
group with m(9,) = 2. Let £, = C(B,) and let &, be a S.,5,-subgroup
of € which contains C, (8)8. Let ¥ = 0,(&). By Lemma 14.7,
L & B, where Q,=C, (B,). As we have seen, Q, # 1. Also, $¢ is a
S;-subgroup of %, by Lemma 6.2, where C is a suitable element of
C(®B). Since m(H,) = 2, and ] = 1, it follows that F, is g¢-closed.
Since &, N ], #= 1, it follows that 0,F,) & &*, since ¥ (¢) & #Z*(®)
and C(X) contains an elementary subgroup of &, of order ¢* for
every X in R, Also, since ¥ (q) & #Z*(S), N(O,(F)) &S, so
$¢ = &. Since $?eU(B; 2), Lemma 14.7 implies that H? S 0,(S).
Since §, is a S,-subgroup of 0, (&), it follows that for some D in
C(B), H°? = §,. This is absurd, since B, centralizes H??, while HB,
is a Frobenius group. The proof is complete.

LEMMA 14.16. With the preceding notation, set & = § - 0,.(C(B)),
M = N(&). Then WM is the unique element of _#7(S) which con-
tains BL and L = 0,.(M).

Proof. By Lemma 14.15, £ is a subgroup of &. We will show
that 2 is solvable. Let 3 =Z($). We can then choose B in %f such
that 3, = C4(B) # 1. Let & = Cy(B) = 0,(C(B)) - C4(B). Thus, %
is solvable, and

Qﬁfz QBf:R_Q_SO;tI.
Thus, 8 = N(&). Since & is an N-group, N(R) is solvable. So % is
solvable.

Since 8 is solvable, I is solvable.

Suppose &€ SUG), TB<=S. By Lemma 14.7, 2 < 0..(8). By
maximality of ©, © is a S,-subgroup of O,.(&). Choose

q€7(0..(8)) — {2},

and let Q be a S,-subgroup of 0,.(5) which admits B and is permu-
table with $. Suppose [Q,B]%1. By Lemma 14.13, we get
0,(H0B) = 1, and so 0,(HQ) =1, as HQ < HVB. However, this
violates Lemma 14.12. We conclude that [Q, 8] = 1. This implies
that O0,.(C(B)) contains a S,-subgroup of 0.(8), and so 0,(&) =
2 <! &. This completes the proof.

We now indicate explicitly the dependence of % on the various
subgroups in question. Let B be an elementary subgroup of R of
order 7. Then let  be a maximal element of U(R; 2). Then set
M = IM((B, 9, R) = N - 0,.(C(D))).
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LEMMA 14.17. C(B) & M(B, 9, R) for all relevant H, R, B.

Proof. By Lemma 14.14, C(B) is r’-closed. Let M = JM(B, H, R).
Since M 2 0,.(C(V)), it suffices to show that M contains a S,-subgroup
of C(B).

Case 1. There is a S,-subgroup of R, of C(B) which normalizes H.

Since R, normalizes $ and 0, (C(B)), we have R, = I, and we
are done.

Case 2. N(9) contains no S,-subgroup of C(B).

Since R is a S,-subgroup of &, we have R’ = 1. By Lemma 14.1,
Z(R) is cyclic. Since rem,, B char Cy(B), as B = 2,(Cy(B)). Hence,
Ny (3B) D Cy(B), and so | B*| > r* — r, where

B* = (B|Be P, Cy(B) + 1} .

Let R be a S,-subgroup of C(B). Choose G in & such that
R = Re. Thus, B normalizes H¢ Since Ny (B) O Cye (B), it follows
that |B**| > r* — r, where B** = {B|Be®¥ Cyx(B) + 1}. Hence,
B* N B** = . By Lemma 6.2, we get = H for some C in C(B).
Thus, R normalizes $¢ and R’ normalizes $° = §. Since R is a
S,-subgroup of C(B), we see that this case does not occur. The
proof is complete.

LEMMA 14.18. Suppose B, B, are elementary subgroups of R of
order . Then M(B,, H, R) = MN(B,, O, N).

Proof. We may assume that B, =+ B,. Hence, R’ % 1, since
re€x,. Choose e Z (R). We assume without loss of generality that
B, = U.

Let R, = B,B,, a non abelian group of order »* and exponent 7.
Let R,, R, be distinct subgroups of R, of order »*. Let D; be a S,-
subgroup of O,(C(R;) which admits R, 7=1,2; D, exists since
0,(C(R)) I N@®K,) and R, & NR,). Then $D; = $0,.(CRy)), i = 1, 2.
Suppose we can show that R, centralizes ®,. In this case, we get
99, 0D, so by symmetry, |D,| = |D,|, so that D, = $D,. Thus,
it suffices to show that R, centralizes ..

Since 99, is a solvable group which admits R, for each prime
qen(®d,), there is a S,-subgroup L of ®, which admits R, and is
permutable with §. Suppose by way of contradiction that [R,, Q] + 1.
By Lemma 14.12, 0,(9Q) = 1. So 0,(9QR,) = 1, as HQ ] QHR,.
This violates Lemma 14.13. The proof is complete.
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We may now write IR(B, H, R) = M(H, R), without ambiguity.
LEMMA 14.19. N(9) = M(H, R).

Proof. Set M = M(H, R), N = N(), N, = 0,.(N). Since $ is a
maximal element of U(R; 2), § is a S,-subgroup of N,. Let B be an
elementary subgroup of R of order ), and let ®, be a S,-subgroup
of N, which admits B. By Lemmas 14.12 and 14.13, B centralizes
Dy 50 Dy & 9 - Or’(C(%)) c M.

Case 1. R = 1.

Here we get N,B <IN, so it suffices to show that NV,(B) & M.
Since N,(B) normalizes C(B), it follows that N,(B) normalizes $ and
0..(C(3B)), so Nyu(B) = M.

Case 2. R =+ 1.

Let R, =RnO,, N, so that 0,, M) = RNR,. First, suppose
that R, is not of symplectic type. Let U be a non cyclic character-
istic elementary subgroup of R,. Thus, N = N,N,(11). Since O,.(M) =
$ - 0,.(C), we get N,N) = M. We may therefore assume that
R, is of symplectic type. Let R* = Q,(R,). By Lemma 14.17,

0,(M) = $0,.(C(R*)) ,
80 N,(R*) = M. Since M = RN,N(R*), the proof is complete.

LEMMA 14.20. For each elementary subgroup B of R of order v,
0,(M)Be # * (8), where M = M(H, RN).

Proof. Set 9, = 0,(M). We first show that B centralizes H/9..
Let & = 0,(M), so that & = $0,.(C(B)). Hence, B centralizes
F(&/9,), since |F(2/9,)| is odd. Hence, [B, ] centralizes F(2/9,).
Since [B, ] = , it follows that [B, H] S C.(F(8/D) N O = Doe

Since [9, B] & 9., and since B is represented faithfully on H, B
is represented faithfully on £, In particular, §, = 1.

Let &= {&|S e Sol(®), $B = S L M}. Suppose by way of con-
tradiction that .5+ @. Choose © in .&¥ such that |& N |, is maximal.
Set &, = 0,.(&). Since SN LeU(B; 1), we get SNL=S,NL 2 H,
Let §, be a S,-subgroup of &, N & which contains §, and admits B,
and let §, be a S,-subgroup of &, which contains §, and admits B.
Suppose §,C H,. Since 9 is a maximal element of U(B; 2), it follows
that $,c . Since B centralizes §H/9,, we conclude that Cy(B) = 1.
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By Lemma 6.2, ©,< $° for some C in C(B). Hence, $. <= 8, so
$:.=S8NG =8NS, against [H.| > [D:]| =8NS |,. We conclude
that 9, = 9..

We next argue that N($,) & M. This is clear if $, is a S;-sub-
group of €, by Lemma 14.18. Otherwise, [ N(9) N &, > SN L), so
by maximality of {& N 2}, we get N(9,) & M. Since & = SN (D)),
it follows that &, £ IX.

Since 9, & M and S, £ M, it follows that for some odd prime
g, &, contains a S,-subgroup &, which is normalized by 9B, is per-
mutable with ©, and satisfies &, £ M. By Lemma 14.13, 0,(HS,) =1,

since 0,(9,8,) € U(S,B; 2).
Case 1. r = 3.

Since ¢ = 8, it follows that geo,U o,. Since §, is represented
faithfully on Q = 0,(9,8,), it follows that C,(I) is eyclic for all
involutions I of §,. Hence, §, contains no elementary subgroup of
order 8, by Lemma 5.34. On the other hand, B is represented faith-
fully on 9,, so §, contains a four-group L. Since C.(V) is eyclic
for all V in %%, it follows that m(Q) < 3. Thus, $,B is isomorphic
to a subgroup of GL(8, ¢). This is not the case, since B is represent-
ed faithfully on 9,.

Case 2. »r # 3.

Choose B in %* such that B does not centralize C;(B). Since
r = 5, it follows that C,(B) contains a four-group € Let Q, be a
subgroup of L which admits (€, B) and is minimal subject to
[Q,, B] # 1. The minimality of Q, guarantees that Q, is of exponent
g. We argue that ¢ >r. Otherwise, we get m(Q,)>3. Since Q, =
C.,(E) for some E in &%, this forces q¢o,U 0, U 0,. Hence, q¢ > 7.

By maximality of », it follows that geo,U g, Hence, Cy(EF) is
cyclic for all E in &%, Hence, m(Q) < 3, and ,B is isomorphic to a
subgroup of GL(3, g). This is not the case, since B is represented
faithfully on §.. The proof is complete.

LEMMA 14.21. For each elementary subgroup B of N of order
one of the following holds:

(a) Be Z*O).

(b) C;(B) contains no four-group.

Proof. Suppose B is a four-group contained in C(B). Choose
Be® and set €E=CB) 2BV =BxB. Let €, =0,(€). By
Lemma 14.7, €, contains every element of M. (B; ). In particular,
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B<=C,. Let ¢ be an odd prime in 7n(€,), and let €, be a S,,-sub-
group of €, which contains ¥ and admits B. Let {€, €} be a
Sylow system of €, which admits B and satisfies 8 = €,. Suppose
by way of contradiction that [®8, €] = 1. By Lemma 14.13, U(BQ,; 2)
is trivial. Hence, ¥ is represented faithfully on 0,BC), and B is
represented non trivially on Q,(8€,). Choose V in 8% such that B
does not centralize 0,(BE) N C(V) = Q, say. Thus, (V) eUBQ; 2),
against Lemma 4.13. This contradiction implies that B centralizes
every element of U (B; {2, r}). Since B is an arbitrary element of
Bf, it follows that B centralizes every element of U(B; {2, r}).

Choose @€ .<0l (B), B=S. Let &, = 0,(8). By the preceding
argument, C,(¥) contains a S,-subgroup of &, Since Cy(B) # 1,
Lemma 6.2 implies -that for some C in C(B), &, N ¢ contains a S,-
subgroup of &, Since 9 S M(H, N)° = M(H, N), it follows that
S, & (Y, R).

If R =1, then &B J&. Since Cy(B) # 1, it follows that
M(H, R) covers N(B)/C(B). Since C(B) = M(H, RN), it follows that
N(B) = M(H, N). Since & = &, - N,(B), we get S = M(H, N), and we
are done.

Suppose R’ == 1. Let X be a S,-subgroup of & N WM(H, N) which
contains B and let ¥ be a S,-subgroup of & which contains X.
Suppose X 9. Let X, be an elementary subgroup of ¥ of order »*
with ¥ © Ny(X,). By Lemma 14.14 applied to X,, we get

CE) = M (D, N) .

Since at least » subgroups of X, of order » have non trivial fixed
points on §, Lemma 6.2 implies that N($) covers N(%,)/C(X,). Since
N(©) = M(9, N), it follows that NEX) < M(H, N). Hence, X = 9.

Let 2, =%Xn0,. (%). If X is not of symplectic type, then X,
contains a non cyclic characteristic elementary subgroup %X,. As above,
we get N(X,) S M(H, N). We may therefore assume that %, is of
symplectic type. Since X[ C 9B, it follows that Cy(¥X}) = 1. By Lemma
6.2, it follows that N($) covers N(X)/C(X,). Since N(9) & IM(H, N),
it follows that & = M(H, R). The proof is complete.

LEMMA 14.22. Suppose B is an elementary subgroup of N of
order r*, Be ¥ and Cy(B) contains an elementary subgroup which s
normalized by B dbut is not centralized by B. Then N((B)) < M(H, R).

Proof. Set B, =<(BY, N = NB,), N, =0,N). Let & be an
elementary subgroup of C,(B) which admits B and is not centralized
by 8. Set §=1[ B], B=B, x B.. Then B,F is a Frobenius
group.
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Choose q e n(N,), q¢ # 2, and let N, be a S, ,~subgroup of N, which
contains ¥ and admits B. Let {N, N,} be a Sylow system of N,
which admits B with § & N,. Suppose by way of contradiction that
[R,, B] # 1. By Lemma 14.13, 0,(NB) = 1, so F is represented faith-
fully on O,(NB). Let € = C(B) N O,NB). Since B, centralizes N,,
and since B,F is a Frobenius group, it follows that <(F, & contains
an elementary subgroup of order ¢°. On the other hand, {§, ¢ < D,
where ® = 0,.(C(B)), by Lemma 14.15. Since 0,(9D) = 1, we get
e > 3. This contradiction shows that B centralizes a S,-subgroup of
N, N,. By Lemma 6.2, there is C in C(B) such that N, N H° contains
a S;-subgroup of RN,. Thus, N, = M(H, R).

Let 9 be a S,-subgroup of N which contains B. By Lemma 6.2
applied to 9 N M(H, N), we get that P & M(Y, R). Let

2.=9n0,,.@).

By Lemma 6.2 applied to N, we get Ny(P,) & T(H, R). The proof is
complete,.

Hypothesis 14.2 o, & {3}.

Lemmas 14.23 through 14.26 are proved under Hypothesis 14.2.
We retain our earlier notation. Hence, r > 5. In the following
lemmas, R is a S,-subgroup of &, § is a maximal element of UR; 2),
M = MY, R), T is a S,subgroup of M which is permutable with R,
9o = 0,(M), and B = 2,(R,(M)), € = Cyp(V). Since T <J M e _ZF(0),
it follows that € = C(B).

As in §13, let 7= 7 (M) be the set of all involutions I of M
such that Cy(I) e .# *(®), and let .//7\ (M) be the set of all involutions
I of IN such that

(@ 7]l Cu(D)],

(b) the normal closure of [ in I is abelian.

All of this notation will be used without further comment.

LEMMA 14.23. $2,(R) <M and if RS W, then H,R < M.

Proof. Let % = 0, (M) By Lemma 14.2, ¥R <{IM. Also, & =
PO, where D is a S,-subgroup of £ which admits R. By Lemma
14.16 and 14.18, 2,(R) centralizes ©. Let § = F({ mod £,), so that
T = 9B ND). Thus, 2,(R) centralizes F/H,. Since

C.(B/%) = Z(F mod &) ,

it follows that Q,(R) stabilizes the chain £/9, = F/H, =2 1. Since L is
a r'-group, 2,(R) centralizes /$,. Hence,



240 JOHN G. THOMPSON

'Qx(m)g/@o = 2/@0 X Ql(%)@o/‘g’o s

so 2,(N)9, char LQ,(R) char ¥R <] IM. This establishes the first as-
sertion. If [R, D] =1, the second assertion follows by the same
argument. Suppose [D, R] = 1. Let L be a S,-subgroup of ® which
admits R and satisfies [Q, R] = 1. By Lemma 14.3, we have ¢q¢ > r.
By definition of r, & is eyclic and is a S,-subgroup of M. Thus, O
is incident with O, ,(M)/0,(I) and is not cetralized by R. Hence,
R Z D', since M’ centralizes 0O, (M)/0,.(M), and R does not. The
proof is complete.

Lemma 14.24. If R is any subgroup of N which is permutadble
with T, then R = RN C)RN NJIR)). Furthermore, every charac-
teristic subgroup of N is permutable with <.

Proof. By Lemma 14.2, (M) = 1, and so the final statement
of the lemma holds.

Since r > 5, Theorem 1 of [43] applied to TR implies that R =
(RN CZER)R N NUJE)). Thus, it suffices to show that

RNCZR)<EC.

Let & = TR,, where R, = RN C(Z(X)). Since TR is a group by
hypothesis, we get € = C;(Z(T)).

Case 1. R IN.

By Lemma 14.24, we heve $H R <| .- Hence, H N, <] 8 Since
B < R,(M), it follows that H, = €. Thus, we may view B as a
¢/9~module. Hence, [L, R] <8 If [T, R} = 1, then

[B, RN ZE) =1,
against Z(T) < C(R,) and [B, RN CR,) = 1.

Case 2. R Z I,

By Lemmas 14.10 and 14.19, we get R’ = 1. Let B = QR).
Sinee R is an abelian Sylow subgroup of ®, 4,(B) = A,(R). Hence,
B contains elements B,, B, which are ®&-conjugate but are not M-
conjugate. By Lemma 14.19, we conclude that C,(%) =1. By
Lemma 14.23, 9B <| M, and so B centralizes /&, Since Cy(B) = 1,
we get O = 9,

Since 1, (M) = 1, we get HM <JITR. We conclude that HR <] &,
so the argument of Case 1 applies. The proof is complete.
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The next lemma is the heart of the matter, and is difficult.

LEMMA 14.25. _7 (D) S 7 (M).

Proof. Let &2 be the set of all solvable subgroups & of & such
that

(a) ©<Z M.

(b) There is I in ‘//% such that & contains a S, ,-subgroup of
Co(I). Suppose .= @. Then Cu(I)e Z*(®) for all I in 7
and so the lemma follows by definition of .~ We may assume by
way of contradiction that & = @&.

Among all elements of &% choose & such that

(@ 1enNM>[6,nW|, for all &, in &

b) if S e and |SNM, =S, N M|, then S|, > |S, |,

() if e and |BNM,=|6SNM|, and |S|, = |S,|,, then
|7(®) | = [7(S) |

Choose I in .} and a S, ,-subgroup & of Cyu(I) such that & = &.

Case 1. S,-subgroups of & are non cyclic.

Let B be an elementary subgroup of & of order 7*. Since B S
and &£ M, it follows that B¢ M*(©®). By Lemma 14.21, Cy(B)
contains no four-group. Thus, I is the only involution of Cy(B).
(Note that by definition of 7 we have <IY = $, = O,M) = &.)

Let M, be a S;,,-subgroup of M N & which contains & and let &,
be a S, ,-subgroup of & which contains M, Let N, = 0,(M,). By
Lemma 14.7, N, is the subgroup of M, generated by all the elements
of U, (B; 2). Suppose N, 0,(S,). Since BH,c .~ *(@), it follows
that 9, £ S. Hence, N, NH,. Hence, | Np(Ry) . > | M|, On the
other hand, since N, 0,(S), it follows that N(R,) L M. Hence,
NR)e s and [INR)NM|, > |SN M|, against our choice of &.
We conclude that R, = 0,(&,). Here we are again using Lemma 14.7
to conclude that N, = 0,(8,).

Since BH, e #*(®), we get H, £ S. Hence,

| Na(@) | > (€N M.,

and so N%,) € M. In particular, &, = M,, and so S is not a 2 »-
group. The minimality of | 7(®)| implies that & = &Q, where Q is
a g-group for some prime q # 2, 7.

Let {&,, &,} be a Sylow system of &, which is permutable with
2. Let & =6&,Q0. We argue that 0,(%) == 1. Suppose false. Now
C;(I) =&, and I is the only involution of Cy(B). On the other
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hand, by definition of Lfé: the normal closure of I in I is abelian, so
C;,(I) contains an elementary subgroup € of order 16. Thus, € is
represented faithfully on 0,(%), so by Lemma 5.34, &* contains an
element E such that 0,(%) N C(E) contains an elementary subgroup
of order ¢°. Since {E)>eWN(0,® N C(E); 2), it follows that

qgeo,Uo, Ua;.

This contradiction implies that 0,(%) = 1.
Since C,(B) = 1, Lemma 14.7 implies that

NE®) = C(B) - (N(B) N N(D)) -

By Lemmas 14.17, 14.18, and 14.19, we get N(B) < M. In particular,
B does not centralize Q. Since 0,(8) # 1, we get g € 0,U0,. Suppose
g < r. In this case, since .“en,(Q) = @ and n,(S,) = @, it follows
that &, <]6,Q, by Lemma 0.8.5. Thus, &, is non abelian, since
B4SQ If &, is of symplectic type, then &, =B and since
C,(&!) +1, Lemma 14.7 implies that N(&,) = M. This is not the
case, so &, contains a non cyclic characteristic elementary abelian
subgroup B,. Since I is the only involution of Cy(B) and since B,
normalizes B, it follows that B, centralizes I. Thus, we may assume
that B, = B. This contradiction forces q > r.

By maximality of », we get geo, and so & is cyclic. Since
g >r, we get Q <{0S,. Let & =N = 0,(8). Since N, contains
a four-group, we get 0,(&") = 1. Hence, 0,(&) == 1. Since Q & IN,
we also have [Q, B] = 1. This violates Lemma 14.13.

Case 2. S,-subgroups of & are cyclic.

By definition of f , a S,-subgroup &, of & is a non trivial cyclic
group. Let A = 2(R,), and let B be an elementary subgroup of IN
of order #* which contains 2. Since B does not centralize I and
since {I)" is abelian, Lemma 14.22 implies that N(X) =< In.

Case 2a. S,-subgroups of M N & are non cyclic.

Again, let MM, be a S, .-subgroup of M NS which contains &
and let &, be a S,,-subgroup of & which contains MM, Let N, =
0,(M,). By Lemma 14.20, $, £ N, s0 | Nup(®Py) . > | M, .. This implies
that N(R) & M and that M, = S,. By minimality of |7(S)|, we get
S = &, where L is a ¢-group for some odd prime ¢ # 2,7. As
above, we get a contradiction to Lemma 14.13.

Case 2b. S,-subgroups of M N & are cyelic.



NONSOLVABLE FINITE GROUPS ALL OF WHOSE LOCAL SUBGROUPS 243

Again, let M, be a S, ,-subgroup of M N &S which contains £ and
let &, be a S, ,subgroup of & which contains I, Let {1, M,},
{&,, ©,} be Sylow systems of M, &, respectively with &, = M, = &,.
Since N) < I and M, is cyclic, we get M, = &,.

Since M, = &,, it follows that 0,(WM,) = 0,(S,).

Case 2b(i). 0(M) = 0,(S)).

In this case, we get N(O,(IM,)) L M, so by maximality of
1& N M|, we get that I, is a S,-subgroup of Ny(0.(M,)). In particular,
Do S 0(M,).

We assume without loss of generality that M, =T, M, = R.
Since M, is a S,-subgroup of Ny z(0,(M,)), it follows that 0,(M,) is a
maximal element of U,(; 2), and so 0,(M,) 2 H. Hence, 0,(M,) is
permutable with R and with Q2,(R). By Theorem 1 of [43] applied
to 0,(IM)2,(R), it follows that 0,(M,) contains a characteristic subgroup
X # 1 such that Ny(X) is non cyclic. Since 0,(IM,;) C 0,(8,), it follows
that N(X) £ M. This is not the case by Lemma 14.20.

Case 2b(ii). 0,(M,) = 0,S)).

Since &, = M, is cyclic, &, = 0,(S,) N, (A), and so &S, = M. By
minimality of |7(&)|, we get & = &,Q, where Q is a g¢-group for
some prime ¢ =+ 2,7, and where Q is permutable with &, and with

We argue that 0,(8,Q) # 1. Suppose false. Since R =&, it
follows that &, contains an elementary subgroup & of order 8. Since
§ is represented faithfully on 0,(&.,Q), it follows that there is F in *
such that 0,(&,Q) N C(E) is non cyclic. Hence, g€ 0,. By definition
of r, we get r > ¢, and by Lemma 14.8, we get gem,. By Lemma
0.8.5, we get M, M, Q, and so L & M. This is not the case, so
0,(6,Q) + 1.

Since 0,(&,Q) = 1, we have ge o, Uo,. If geo, then by Lemma
14.8, q € 7, and by definition of », we get ¢ < r. By Lemma 0.8.5,
we get M, < M,Q. This implies that QO & M. We conclude that
q € o, so that Q is cyclic.

Since Q £ M and NQ) < M, it follows that M, is a Frobenius
group with kernel Q. This implies that Q N I = 1, since A central-
izes a S,-subgroup of O,.(IM).

Since U does not centralize Q, A does not centralize 0,,,,(&)/0,.(&)=
L, and so AZLS'. Since A= 2,(M,), it follows that M, Q <] S.
Since ¢ = 1 (mod 7), it follows that ¢ > 7.

We next show that 0,(M,Q) = 1. Suppose false. Let D = 0,(©),
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so that ® # 1. Let &* = N(®). Then 2,(Q) & &*, and so &*e .~
This implies that M, is a S,-subgroup of &*, by the extremal nature
of &. By Lemma 13.1, 0,(&*) =1, so by Lemma 0.7.3, U..(M,) is
trivial, against O,(M.Q)eMU..(M,).  This contradiction shows that
0,(IM,Q) = 1.

Since ¢ > 7, it follows from Theorem 1 of [43] that I, contains
a characteristic subgroup ¢ # 1 such that 9 <] M, Q. Hence, 9 < S,
since M, M, is 2-closed.

If M, is not a S,-subgroup of &, then M, is not a S,-subgroup
of N(®). Since S= N®), we have |[SN M= |ND)NM|;, and
since |S,= | M|, < | N®)|, the extremal nature of & is violated.
We conclude that MM, = T is a S,-subgroup of ©.

Let %, = Z(2), %X, = J®), %, = Z(J,(3)). Let

N={|1Z7Z3, Ny, is non cyclic},
N ={l1=27<3, ¥ <20},

Suppose NN N’ = ¢. Choose 1€ NN N'. By Lemma 14.20, we get
Ny(X) e #Z*(®), and so © & M. This is not the case, so NN N’ =
@. Since ¢ > 7, Lemma 5.53 implies that |[N'| > 2. Hence, [IN| < 1.
Since A = N,(X,) for 7 =1, 2, 3, Lemma 5.53 implies that » = 5. Also,
Ny(T) is cyclic.

Suppose 1¢ N and that ¥ centralizes Z(Z). Then 1¢ N’, so &
contains a minimal normal subgroup which is not centralized by Q.
This implies that 2 does not centralize Z(¥), by a well known
property of Frobenius groups. We conclude that either 1¢ N or
[Z(Z), A} =+ 1.

Case a. A < 2,(R).

Let B = 2,(N), &= ITYB, so that H$B < L. Since A normalizes T,
it follows that each element of ¥ induces an automorphism of HB/HA
of determinant 1(where we have identified $B/HU with a 2-dimensional
vector space over F,). Thus, T/9 is isomorphic to a subgroup of
SL(2, 5), whose S,-subgroups are quaternion. If 20 does not centralize
G, it follows by an easy omitted argument that J(¥) & $, which
gives | N| > 2. This is not the case, so U centralizes B, so that A
centralizes Z(¥). Hence, 1¢ N. Since the unique involution of </9
inverts HB/HA, it follows that J(T) =& &, so that | N| > 2. This
contradiction shows that this case does not arise.

Case 5. A Z B and R =1 (where B = Q,H)).

By Lemmas 14.10 and 14.19, we have R & I’. By Lemma 14.2,
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R = N,(R)'. By 0.8.4, one of the following holds:

(i) R is the central product of a cyclic group and ®B.

(ii) R =gp<4,B|[B,A]=C, [C,A]=B*""", C*=[B,C]=
A*=B" =1, n>1, (s,5) = 1).

Here we also have used 0.3.8 to conclude that R is not metacyclic.
If B(i) holds, then R’ = %', and if B(ii) holds, R' = <C, B* . In
both cases, Y* is non cyclic.

If [%,B] =1, then since L <M, we get [A", L] =1, and so
le N, since Z(%) & R,(IM). This is false, since we have already
shown that either 1 ¢ N or [¥, Z(T)] = 1. We conclude that [, 8] = 1.

Suppose 1 ¢ N. Then 2, 3¢ N. But the proof of Lemma 5.53 shows
that R= RN NE,) RN N®E,)), and so either 2e N or 3e N. It
follows that 1¢ N. By Lemma 5.53, we get 2¢ N, and so 3¢ N.

Now U normalizes ¥, and so A & (TB). But A = M, and so
A = Mi, where M, = Ny(R). This implies that A,(B) is not a {2, 5}-
group, and so 3|| A;(B)|. Thus, $B/HB’ is a chief factor of IN.
Let W be a S,;-subgroup of Ay(B/B'), where W 2 A, (B/B) = BW,.
Thus, 28, is a S,-subgroup of W, and T may be identified with a
subgroup of GL(B/B’), and AB'/B’ is a 1-dimensional subspace of
B/B" which is centralized by ,. This implies that 2B, is cyclic of
order 2 or 4. Since 3| | W], it follows that LT = 3.

Since $.B/H,B’ is a chief factor of M, it follows that [R, B] = B/,
and so Q(i) holds.

Since 3¢ N, it follows that J,(T) £ H, and as we have seen,
|T: 9| = 2. Hence, T = 9T, where F = 1 and m(®) > dX) — 1.

Let & be a S,-subgroup of M which is permutable with £ and
with R. Let M* = TRQ. Then H is a S,-subgroup of O, (M*). Let
£ = Np.(D) = TRQ,, where O, = Q. Then HB/HPB’ is a chief factor
of 8. Since 1¢ N, it follows that & has a minimal normal subgroup
@€ such that C,(€) & B'. Since H$B <| K, we have € = [§, B]. Choose
feF — 9, and let e R — B’ be chosen so that f inverts xH. Since
m(B) > d-1, it follows that |@: Ce(f)| < 4. This implies that
[G, x)] = €, is of order 2. Let y be a 3-element of Ny (B) chosen
so that B = (&, 2*). Thus, G, = (€, G,v) is of order £ 2° and B
centralizes /&, Since € = [, B] we get & = E. Thus, |E| = 25,
B = C(€), and precisely 2 subgroups of B/B’ of order 5 have non
trivial fixed points on &. This is impossible since 3 || 4,(B/B')|.

Case v. R =1.
Case v(i). 3|]|Ax(R)].

Since Ay(R) = Ax(B), where B = 2,(R), and since A,(B) centralizes
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A, it follows that A,(R) = Y, and so HB/H is a chief factor of
Ny(9). The preceding argument may now be used to show that
J(D) S $, so that | N| > 2. Thus, this case does not arise.

Case v(i). 3} |Ax(®)]|.

In this case, it follows that A,(M) = A;(R), and so RZL M.
Hence, A,;(R) c A4(R). We argue that A4,(R) is a S,-subgroup of
Ayg(R). Namely, as we have already remarked, $ CZ, so 4,(N) = 1.
Hence, o is the only subgroup of R of order 5 which is centralized
by Au(R). Since N, q(A4x(R)) normalizes A, and since NQ) & M, we
get that 4,(R) is self normalizing in 4,(N). This implies that | 4,(R) | =
2, A,R) = J3,.

Let &2 be the set of all subgroups of R of order 5 which have
non trivial fixed points on . Let X be an element of AyR) of
order 8. Hence, # N .Z#* =@, #N.A*" =@, by Lemma 14.9.
Since B has exactly 6 subgroups of order 5, we get | &#| <38, If
| #| =38, then we get | Z|¥ =|Z|*", so that &= #¥, as X
has order 3. This is absurd, so | &Z | < 2. Since B acts faithfully
on , we get | #| =2, #Z={R, R}.

By Lemma 5.58, it follows that § = , x ©,, where §,; = C;(R)).
Since A e <&, we choose notation so that A = R,. Since # admits
Ay,(R), it follows that Ay(R) normalizes R,. Thus, A,R) = U,
where U inverts R,. Also, $;<]ZITR, ¢ =1, 2, since R; <{ Nxy(R), 7 =
1, 2, and since §; <] 9.

Since Cy(Z(T)) = 1, it follows that J(T) <{ TR. Hence, J(T) 4 S.
This implies that Q centralizes Z(T). Hence, Q centralizes $.N Z(T)+~1.
Hence, R, <, Q> = C(H.N Z(X)), so that (R, T, Q) is solvable.
Thus, <R, T, =C6e A Also, [ENM|,=[T|=[6nM|, and
&, =|Z| =[S, For each prime ¢ in (&), we may repeat all the
above arguments with a suitable S,,,-subgroup of & in the role of
&. We conclude that £ <]{TR,. This is not the case, so the proof
is complete.

LEMMA 14.26. [B] < 4.

Proof. Suppose false. We will use Lemma 14.25 to imitate the
plan of §183.

Let B = {Ve®, r divides | Ch(V)|}. By Lemma 14.25, it follows
that

(14.2) B 7.

Since r > 5, it follows that
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(14.8) if W is a subgroup of B of index at most 4, then BWNY = @,
so in particular,

(14.4) CTW) = M for all subgroups W of L of index at most 4.

Let € be a S,-subgroup of I which is permutable with R, and
let ®, be a S,-subgroup of & which contains . Then 2,(Z(®,)) = B.

If 2.(ZS,)) N B+ @, we get T = G, by (14.2). Suppose
QEZGHNB = .

In this case, R acts faithfully on ¥. Let R, = RN C(Z(T)). Then
RIT is a group, since HM <{IR. Let B, = [R,, B]. Thus, since
B = Z(DH,), it follows that B, <]{ZT. If B, ~# 1, then LN Z(®) = 1, so
B, NCR,) = 1. This is false, and so B, =1, whence R, =1, as R
acts faithfully on 8. By Theorem 1 of [43], it follows that J(T) <] TR.
Hence, by Lemma 14.20, N(J()) & M, and so we have shown that

(14.5) T is a S,subgroup of .
We next prove the analogue of Lemma 13.6 which we need:

(14.6) if B, is of index 2 in B and I is an involution of M such
that Cy(I) = B, then [V, I] = {J), where Je. ~.

Namely, §, centralizes 8, and R <] M, so I normalizes H,R. If I
does not centralize H,R/H,, let X be an element of H,R of order » which
is inverted by I. Since r > 5, and since Cy(I) is a hyperplane of B,
we get that X centralizes B. Thus, Bt = B < . 7 and (14.6) holds.
If I centralizes $R/9, then R normalizes {J) = [B, I], and so K
centralizes J, whence Je® & 7. This is (14.6).

Let B* = V(cclg(B); T). We will show that

14.7) B Z(B¥.

Suppose false. Choose G in & such that X =28 %, [% B] = 1.
The various portions of Lemma 13.6 which are required in the proof
of Lemma 13.7 have been established, and so (14.7) follows.

Next, we see that the analogue of Lemma 18.8 is available:

(14.8) M = C(B) - Nyu(B*),
(14.9) One of the following holds:
(i) .~

(ii) Np(B*) e 7Z*(®).
Namely, (14.8) is an immediate consequence of (14.7). As for (14.9),
if N is not faithful on B, then (14.9) (i) holds by Lemma 14.25. If
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R is faithful on B, then R = N(B*), so (14.9) (ii) holds by Lemma
14.20. Next, we get as in the proof of Lemma 13.9 that

(14.10) NI =M.
Continuing, we will show that
(14.11) Lemma 13.10 holds.

Namely, we may assume that B*<Z .7, and so we get that R is
faithful on B. We may also assume that A < T, so that Y normalizes
HR. Suppose U acts faithfully on HM/H,. By Lemma 5.34, there
is then A e 2* such that A inverts BH,/H,, where BN, and B is
elementary of order #*. Since r > 5, and since BH,/9, acts faithfully
on B, it follows that |B: Cy(4)| > 2'. This violates the hypothesis
that |¥: 8| =2 So A contains an element A which centralizes
DN/, Hence, R normalizes [L, A], which is of order 2 or 4, so R
centralizes [B, A]. Let B,=C,) 2B. If VeB, then since
[B, A = 8, (14.11) follows. We may assume that B, in a hyperplane
of B which contains V. Since ¥ is a hyperplane of 8B,, and since R
normalizes ¥, it follows that U centralizes H,R/9H,. This implies that
(14.11) holds, since we may take A to be any element of 2* which
does not centralize V.

We have already shown that Lemma 13.11 holds, and the proof
of Lemma 13.12 can be carried over verbatim, as it alluded to nothing
other than Lemma 5.34.

In order to show that Lemma 13.13 holds, we need a substitute
for Lemma 5.20:

(14.12) If U is an odd order subgroup of A,(%L), and [A, B, W] = W
is a 4-group, then B =& A

Namely, since U S 4,(LB), we have |U| = 3. We may assume that
B* £ . #, and so RN is faithful on B. Let P be a cyclic 3-subgroup of
9 which maps onto 2, and let & = H;RP. We assume without loss
of generality that P normalizes R. Since [P, L] is a 4-group and
C,(B) = 1, it follows that [P, R] = 1. Hence, N centralizes [P, V] =
W, so (14.12) holds.

In proceeding through the proof of Lemma 13.11, we get that
2 is elementary of order 3. Since y > 2, we get that 3 € g,, whence
it follows that 3em,. If P is any 3-group with .“en,(P) = @, it is
easy to check that every 2-subgroup of Aut(P) is generated by 2
elements, this being true for every 2-subgroup of GL(2, 3). Hence,
we conclude that y = 2.

Since A is elementary of order 3% it follows that 9) centralizes
the S, -subgroup of F(M/C(L)). In particular, 9 centralizes RC(V)/C(L),
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and so does 2. Since |[B, A ]| = 2, and since [B, A] admits R, it
follows that [, A} & B = .~ Hence, as %X, is of index 2° in B¢, it
follows that ¥, N.7¢ « @, and so C(%X,) & M. Thus, B < M° and
so [B, B =1, against X = W N VLY We have thus shown that

(14.13) if Ge® and [Be: BN M| < 2, then B¢ < M.
Next, we proceed to show that

(14.14) either N(8*) S MM or M = NL(B*) - Np(B,), where
W, = Z(W,) and W, = AW |U & T and for some
G in @, U is of index 2 in B.

Namely, if N(8B*) & I, then r || C(®)|, and so B¥ = .~ We can now
follow the proof of Lemma 13.16 to obtain (14.14). Lemma 13.17 now
follows, and we must establish Lemma 13.18. We need to show that
NT,) < M provided N(B*) & M. Let R, = Ny(TW,), R, = Ny(B*), so
that RR, = R. Thus, R, is eyclic, by Lemma 14.20, together with
the assumption that N(B*) £ M. We may assume that R, is also
cyclie, since otherwise Lemma 14.20 implies that N() < M. Now
o, is generated by subgroups 11 which contained in ¥ and are hy-
perplanes of B¢ By (14.13), we get that B < I, and so [VE, B] =
[U, B] =1, so B* = C(W,). If r]||Cyu(W,)|, then W} < 55 < .7 and
by Lemma 14.25, we get C(T3,)c M*(®), whence N(T) = M. We
may therefore assume that r/t|C,(,)|. Hence, R = RN, & N(B*),
against N(B*) & M. This gives us Lemma 18.18, and the proof of
Lemma 13.19 suffices to complete a proof that |LB| < 4.

THEOREM 14.1. o0, = {3}.

Proof. Suppose false, so that = >5 and Hypothesis 14.2 is
satisfied. We retain the earlier notation.

If every normal abelian subgroup of I is cyclie, then Theorems
13.5, 13.6, and 13.7 yield a contradiction. Suppose every normal abelian
subgroup of M is generated by 2 elements and that 2 is a non cyclic
normal abelian subgroup of M. Since r > 5, R centralizes A, and so
every involution of 9 is in ._#, by Lemma 14.25. This violates
Theorem 13.4. Hence, I contains a normal elementary abelian 2-
subgroup of order > 8. Let ¥ be such a subgroup of minimal order.
By Lemma 14.26, § L B, and so § is not a minimal normal sub-
group of M. Let F/E be a chief factor of M. By minimality of F,
we get 2 < |E| < 2. Thus, R centralizes €. Let € = C®), M, =
C;(®), © = 0,(M, mod B).

Let M be the set of elements of M of order . Let T be a Se-
subgroup of M permutable with R.
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We will use the preceding results of this section to follow the
plan of § 13. However, this is not completely straightforward, so we
proceed carefully. We need the analogues of Lemmas 13.26 through
13.28.

By Lemma 14.25, we have
(14.15) if Te and Co(I) N M = @ , then Te. 7 .
(14.16) GR=

Note that (14.15) is weaker than (a) of Lemma 13.26, but it will
suffice for our purposes.

If R is not faithful on ¥, then F* < .~#. If R is faithful on §,
then since » > 5, and since & =+ 1, it follows that (¢) (ii) of Lemma
13.26 holds. Hence,

(14.17) One of the following holds:
(i) A
(ii) $ is generated by subgroups U of order 16 such that
AW A

The proof of Lemma 13.27 carries over verbatim, and the analogue
of Lemma 13.28 is

(14.18) One of the following holds:

(@ Fs. A

(b) Cu(®) is an r-group.
We turn to the proof of the crucial Lemma 13.29. We must be con-
tent with a more elaborate statement.

(14.19)  Suppose J is an involution of M — Cu(F). Let F, = C;(J),
27 =% Bl

(@) If &L B, then [F,JIN S = .
(b) Suppose € = B
(i) If f<2 then [}, JF S A~
(ii) If f= 8, then one of the following holds:
@ [&JFs A
(B r=1, |R| =T, and the image of R in A, (F/C)
is a self centralizing normal subgroup of A,(F/C).
Furthermore, |%/E| = 2%, where £ = 2 or 3.
Namely, (14.19) (a) is a consequence of (14.16). From now on, we
assume that € = &, and that f < 3.
Since R <M, it follows that J acts on HNR/H, and since
9y = 0,(M), we have [, F] S E. Let R, be the subgroup of R such
that R,9,/9Dy = Crg,is,J)- Then R, normalizes [F, J] €. If Cy ([F, J]) =1,
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then [F,J)Jf =~ and (14.19) (b) (ii) (o) holds if f =3 and (14.19)
(b) () holds if f<2. We may assume that Cy ([T, J]1€) =1. We
may also assume that R acts faithfully on §. Since » > 5 and f < 3,
it follows that J does not invert RH,/H,, and so R, = 1. Since R,
centralizes @, it follows that R, acts faithfully on [, J] &/E. Hence,
r = 7. This implies that f = 3, so that (14.19) (b) (i) holds.

Let R, be a subgroup of 9N of order 7 which is inverted by J.
We assume without loss of generality that R, & Cy;(R,). Since f = 3,
it follows that [F, R.] = F° is of order 2%, and F° 2 [F,J]. Thus,
Cy(R,) acts on F°, and if C(R,) D RN,, then Cy(F°) # 1, which gives
8% =< 7, so that (14.19) (b) (ii) (o) holds. Hence, we may assume
that C;(R,) = RN,. If RR, C R, let R* be a subgroup of R of order 7°
which contains R,R,. Since R* is faithful on ¥, and since R* is non
abelian, it follows that |[[R,, §]| > 7. This is false, and so R =
R, x R, is of order 7.

Since F° admits R, it follows that R is faithful on F. Let &
be a S,-subgroup of O, (M) which admits R. Then R centralizes &,
and so ® normalizes {°. Since S;-subgroups of GL(6, 2) are self
centralizing, it follows that & centralizes ¥°. Since HR <{IM, and
since ¥/€ is a chief factor of M, it follows that & centralizes F/C.

Let 8 = A,(%/€), let & be the image of R in 8, so that R =
€, <] 8 Furthermore, 0,(8) = 1, since F/E is a chief factor of M.
Hence, the Fitting subgroup of € has odd order, and so O, (F(®) = 1,
as & maps onto 0,(F(8). Thus, (14.19) (b) (ii) (8) holds, provided
we can show that |F/E| = 2° or 2°.

If R, <{ Ny(R), then N,(R) normalizes F° = [F, R.], and since F/E
is a chief factor of M and M = Cu(F/C) « Nyu(R), we get |F/E| = 2°
Suppose R, 41 Ny (R). Choose M & Ny(F), M¢ N(R,), and set R* = R
Thus, R = R, x R Since F/E is a chief factor of M and R= 8, <] 8,
it follows that R has no fixed points on &/&. Hence, § = - F° . F,
and so | F/€| = 2%, where 2 < k < 4.

Suppose k=4 so that =€ x §° x F¥. Since [R? F] = T,
and since §° admits R, it follows that [F°, R = 1. Thus, by Lemma
14.25, we have {§* <= .7, and so (14.19) (b) (i) (@) holds. This is
(14.19).

Next, we need the analogue of Lemma 13.30:

(14.20) Suppose Ge® and F¢< M. Then F° < €.

Suppose false. We argue that there is an involution J of M. such
that [, J] is of order 8, and [§,JJ* £ .~ If this is not the case,
then the possibility (14.19) (b) (ii) (8) does not trouble us, and we
may copy the proof of Lemma 13.30. Thus, we may assume that
(14.19) (b) (ii) (B) occurs for some J.
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Let §* = ¢ M* = IMF, * = §%, D* = DY, *N 7% We as-
sume that [, §*] = 1. Hence, ;M = IM*, and so .~ N F* = O.

As in the proof of Lemma 13.20, we get F* £ D. We also get
that $* centralizes @. Since RD/D is a self centralizing normal sub-
group of M/D of order 7% it follows that F* = (F* N D) x P*, where P*
acts faithfully on RD/D. If some element of Y* inverts RD/D, it
follows that §/E has order at least 22, aginst | F/C| < 2°. So no element
of P* inverts RP/D, and so P* = (Y*) is of order 2.

Since |&| < 2%, it follows that if Fe%, then C.(F) is of index
at most 2 in F*, and so by (14.17), we get § = I*.

Let 7 =%*ND, and let F, = F N D*. By symmetry, [F: S| =
2. Since [FF, BJ=ENE*, and since A N.7*= @, we have
[BF, 8] =1. Choose Ye% — F,. Then

[3, YT =L<Y" YD < [3F, YI=<[Y* YD x €,
[, Y*] = <Y, Y*I) x [&, Y*] =Y, Y] x €.

This is so, since | [F, Y*]| > 2°, and since [F,, Y*] < G*. In particu-
lar, we have |G| =2. Let U =I[F T]=C x & x Y, Y*]), so
that U S FNF* and U] = 2°. Let R, be subgroup of N such that
RD/D = Cyeo(Y*), so that |R,| =7, R, normalizes U, [R, E] =1,
and N, is transitive on (1/€)*. By symmetry, N(1) has an element
of order 7 which centralizes &* and is transitive on (1/&*)* Let
g = N()/C(1). Since the only subgroups of 1l which admit R, are
either contained in ¢ or contain [U, N,], symmetry implies that 2
acts irreducibly on U. Since ||, = 7, it follows that £ is not solvable.
This is (14.20).
Here is the analogue of Lemma 13.31:

(14.21) One of the following holds:
@ ¥Fs A
() C(FE) & M for every subgroup F, of index 16 in F.
(¢) »=1T and if B is any elementary subgroup of I of order
7%, then Cy(B) = € is of order 2.

Namely, (a) holds if R is not faithful on §. Suppose R is faithful
on F. If |Cy(M)| > 2 for some Me R, then C; (M) # 1, and so (b)
holds. We may assume that |Cy(M)| <2* for all Mef. Since
€ < C;(M), it follows that | C; (M) | < 16/| €| for all Me . Hence,
|G| =2, =T and (c¢) holds.

We get the precise analogue of Lemma 13.32:

(14.22) One of the following holds:
(@ Fs A
by If Ge® and |F°: F N M| <2, then < M.
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If (14.21) (a) or (14.21) (b) holds, we may follow the proof of Lemma
13.32 to obtain (14.22), the reference to Lemma 13.29 (b) (i) being
replaced by (14.19) (b) (i). So we may assume that (14.21) (¢) holds.

Choose G in & such that [F:FNM| =2. Let IM* = MS,
&* = g% and let FF = F* N M. By (14.20), we have F £ IM*. Hence,
SNg =0, FNE =g.

Let F=FNM*, so that F<F. Choose FeF — F. Let
&= CEF)NGr and let 2/ = [F: FF . If £ =2, then [F*: FF| =2,
so that C(F}) < M*, whence FeM*. This is false and so f > 3.
Since |E| = 2, if follows that FF £ D.

Let R/® be a subgroup of M/D of odd prime order which admits
¥+ and is not centralized by §r. Let TF = FN CR/D), so that
(B T = 2. Let §,/G be a subgroup of /G which admits RF and
is minimal subject to [F,R] L G Then [FF, F] S G an FF does
not centralize $,/&. Choose F' in ¥, such that &g is not centralized
by ¥r. Since [FF, F] = G, and since || = 2, it follows that FF =
Br N C(F) is of index at most 2 in FF, so is of index at most 2 in
&*. Hence, FeC(@F) < M*. Hence, [FF, FISE* NF =1, and so
B = B is of index 2 in Ff.

By (14.19) (b) (i) applied with F in the role of J, IM* in the role
of M, T in the role of F,, F* in the role of F, we get [F*, FFs ~C.
In particular, [§}, FF < ¢ But 1C[F FISS so FNF = 0.
This contradiction gives us (14.22).

The proof of the crucial Lemma 13.33 gives no difficulty, and
there is then no difficulty in deriving the final contradiction to com-
plete a proof of Theorem 14.1.

15. The case 0, = {3}. All results of this section are proved
on the hypothesis that 2em, and ¢, = {3}. So many of the preceding
arguments break down when r = 3 that it has seemed essential to
start afresh. We retain the following notation: R is a S,-subgroup
of @, $ is a maximal element of U(R; 2), M = M(H, R), H, = 0(IN),
T is a S,-subgroup of M permutable with R, T = 2,(R.(M)). Note
that M(H, RN) is well-defined by Lemmas 14.15 through 14.18.

Lemma 15.1. If |B] >8 and By is of index 2 in B, then
C(B,) = M.

Proof. Suppose false. Let €, = C(B,) 2 E = C(B). Since M =
N(L), we have €, D C,

Case 1. 3]|€|.
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Let U be a subgroup of € of order 3 and let B be a subgroup
of C,(Y) of order 3 with B = A. Thus, AB is elementary of order
9. Let B=<(B), and let & =<(C, €2 €>. Then L centralizes
B, N BNV # 1, so & is solvable. Hence, (8, B) = LB is solvable.
Since HAB = LB, we get LB = I, by Lemma 14.20.

Case 2. 3/ |€| and |€, = |€,|..

Let T, =% NE. Thus, T, is a S,-subgroup of € and of €, and
R normalizes T,, since &, = RTNE and € M. Thus, if D, is any
non identity characteristic subgroup of %, then HR S N(D,), so that
by Lemma 14.20, N(®,) & M. By Theorem 1 of [43], it follows
that |€,: €| is a power of 3. Since €€, S;,-subgroups of €, are
not 1.

Let €, be a S,,-subgroup of €, which contains ¥, and let &, =
0,(€). Thus, %, is not characteristic in ¥,, so in particular, T, NZ,.
Let B be an elementary subgroup of I of order 9, and let

B = (BeB|[B, Cy(B)] = 1} .

Since B is faithful on L, we get <’f5> = B. If B normalizes T, so
does B, so that N(¥) contains $B. By Lemma 14.20, we get
NE) = M, and so €, & M, whence €, = IM. We may assume that
B in ¥ has been chosen so that B¢ N(T,). Let € = (G, BY). Then
L normalizes B, N C(B) = 1, so ¥ is solvable. Since Be%, Lemma
14.22 implies that N((B)) & M. Since L Z M, Lemma 14.20 implies
that S,-subgroups of & are cyclic. Since Z, is normalized by a sub-
group of & of order 3, it follows that T, = 0,(%). Hence, Tf = 0,(9).
Since T, = (<, TF), we get T, & 0,(¥). Hence, T, = €, N 0, (¥) < C.
This contradiction shows that this case does not occur.

Case 3. 3y|€C| and |€|, = |C,|,.

Since € €,, we get |€,<|C,],. Again, let T, = C€N L. Since
R normalizes T,, we get N(T,) =< M. Since T, not a S,-subgroup of
€,, we can choose a 2-element X of N, (<) — T,. Since X¢ €, we
get B, = Cy(X).

Since B is 2-reducible in M, it follows that 0,(A,(B)) = 1. Since
B, = Cy(X), it follows that X inverts a subgroup 2 of A4,(T) of order
3 and that B, = Cy(W) is of index 4 in B. Since 3y |€|, M has a
subgroup 9, of order 8 which maps onto . Let B be an elementary
subgroup of M of order 9 which contains 2[,, Then B normalizes
B, = Cy(A). Hence, €, = Cy(B)) =< Ny(V,)). By Lemma 14.20, we get

Ny(B,) = M. The proof is complete.
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Hypothesis 15.1.

(a) % is not a S,-subgroup of &.

(b) %] > 8. '

Lemmas 15.2 through 15.15 are proved under Hypothesis 15.1.

LEMMA 15.2. If 1cD LT and | ND)|, > |T|, then NzD) is
cyclic.

Proof. The lemma is a consequence of Lemma 14.20.

LemMmaA 15.3.
(@) %/ has no quaternion subgroup.
(b) (M) = 1.

Proof. (a) Let R, be a subgroup of R which is minimal subject
to (i) OR, TR, (i) C.(HNR/D) = . Since RN 0,,(TR) satisfies (i)
and (i), R, exists. By Lemma 5.18 and 0.3.6, it follows that R, is
of exponent 3. Since 3em, we get m(R,) < 2. Suppose by way of
contradiction that T,/9 is a quaternion subgroup of T/$. In this
case, we get m(R) = 2, so that T/H is isomorphic to a subgroup of
GL(2, 3), and 9R,/HD(R,) is a chief factor of TR,. Hence,

C,(Z(%)) = D(R) .

Let % be an abelian subgroup of £ such that m() > m(¥,) for every
abelian subgroup 2, of T and such that A L . Notice that A
exists by Lemma 15.2. Let %, = A N . Thus, W/A, = AH/P is either
cyclic or is a four-group. Let LB, be minimal normal subgroup of
TR, which is not centralized by R,.

Case 1. D(R;) centralizes B,.

Since T,/$ permutes transitively the subgroups R,H/D(R) of
order 3, it follows that for every subgroup R, of R, of order
3 DRy, [[By, R]|>2° and [[B,, R]| > 2°. Since m(AA) < 2, it
follows that 2 centralizes a subgroup B, of index 4 in B, so
9 [A, R]/O centralizes a subgroup of B, of index 2'. This is not the
case.

Case 2. [DR;), B,] = 1, and A =S Z,.
In this case, m(A/A) = 1 so that A centralizes a hyperplane of

B,. This implies that $ [R,, A}/ centralizes a subgroup of B, of
index 4. This is not the case, since 9 [R,, A] = HR,.
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Case 3. [DR,), L] =1 and A £ L.

In this case, /9 is isomorphic to a S,-subgroup of GL(2, 3) and
[B,| = 2°. Since m((Q/A,) < 2, A centralizes a subgrouy of L, of
index 4. Hence, H[R,, A/ centralizes a subgroup of LB, of index 2°.
This is not the case, since Cy (R) =1 and R; & HIR,, A]. Thus, (a)
holds.

Since 3¢, (b) is a consequence of (a), since TR/0,,(TR) is iso-
morphic to a subgroup of GL(2, 3).

LEMMA 15.4. Suppose X is an involution of Ax(B), |B: Cp(X) | =2
and Cy([B, X)) L M. Then R is abelian of type (3, 3%) for some a =1
and Si-subgroups of Cn([B, X]) are cyclic of order 3°.

Proof. Let T be a 2-element of M which maps to X. We assume
without loss of generality that TeZ. This assumption is justified
since it suffices to prove the lemma for some M-conjugate of Cy(X).

Since X centralizes a hyperplane of B, X centralizes 0, (4,(8)).
Hence, T¢ 0,,(M), so T¢ H. Let 8 = YRT), & = A (¥). By Lemma
15.3(b), I,(]) = 1 (since 3||R]). Let &, be the normal closure of X in
K. Since X centralizes 0, (A4,(B)), so does K,. Since 0,(4,(B)) =1
and 3 ¢ 7,, it follows that & = 2,. Hence, 8 =&, x &, where & = C,(RK,).
This implies that &, centralizes the four-group [8, &]. Let ¥, be the
preimage of & in 8. Thus, ¥ <{¥% and ¥/8, = & = J,. Hence, Z,NNR
is of index 8 in R. Since [B, X] [, &] = C&, NNR), and since by
hypothesis, Cy([B, X]) £ M, Lemma 14.20 implies that &, N R is cyclic
of order 3¢ for some a > 1, Since |R: 8 NR| =3, R is metacyclic.
By 0.3.8, R’ = 1. The proof is complete.

Let W = V(cely,(B); ).

LemMmA 15.5. WL E, where € = CB).

Proof. Suppose W=C., Let T, =T NE so that WSE,. Since
B is weakly closed in T, we get N,(T) S N(W). By Lemma 15.2,
NA{B) = R, is eyclic.

Since 2,(Z(%)) =V, Lemma 15.2 implies that R N € = N, is cyclic.
Since R = RR, and R, <R, it follows that N is metacyclic, so by
0.3.8, W' =1. Since 3em, RN;+1,7=1,2. Since 2,N) = (2,(R)NE).
(2, N NEY), it follows that R;NR, = 1. Hence, N =R, x NR..

Let €, = 0,(TR,). Thus, T, <{TR. Since € <IN, we also have
TR, <]ER, as TR, = €N TR. Hence, TR, = ¢ is a group. Let & =
0,(3)2%,. Since {,/T, is represented faithfully on HR/ON,, we get
[8.:%,|£2. We argue that V(ccly(B); &) = V(cel,(B); T,). Since ¥, 2%,
we have V(ccly(B); &) 2 Vicely(B): T)). Suppose Ge® and VYL,



NONSOLVABLE FINITE GROUPS ALL OF WHOSE LOCAL SUBGROUPS 257

Since £, &%, we have BE =S W=C. Since T, =L N E, we get BT,
So V(cely(B); ) = Vieely(B); ). Hence, Ny(V{ccly(B); &,)) contains R,
so by Lemma 14.20, Ny(V(ccly(B); &) < M.

Let ©, be a S;-subgroup of & which contains T. Since Z(&,) S N(9),
Lemma 14.19 implies that Z(®,) =%. Hence, Z(®,) & Z(¥). Since
2(Z(%)) =B, it follows that we can choose Z in Z(S,)!NB. Let
& = C(Z) 2R,

By Lemma 14.22, N(2,(R,)) =M. By Lemma 14.20, it follows
that S;-subgroups of & are cyelic, since SZ I. Hence, & & 0.(8),
since R, &S. Let &, be a S,;-subgroup of & which contains TR,
and let {&,, &,} be a Sylow system of &, with T&£6&,, R, &&,. Thus,
&, is cyclic and &, &M, by Lemma 14.22. Let &, = 0,(&,), so that
&, 28,. Since &, is cyclic, we get &, = & N (R,). Since S, E M,
and NR)=M, we get S, £ M. Hence, &, D 8,.

Since (&, N M)T is a 2-subgroup of M, we get S, N M =<, Hence,
S, NIM = &,. Since N(V(cely(V); &)<, we conclude that N, (€)M,
This contradiction completes the proof.

LemMA 15.6. RS .

Proof. By Lemma 14.10, we may assume that R’ = 1. Since
3em, Ay(R) is a 2-group. Since R= N@R), it follows that N(R)
contains an element X which inverts R. Since X normalizes every
subgroup of R, Lemma 14.22 implies that XeIN. The proof is
complete.

LemMMmA 15.7. Suppose X is an involution of T and |B: Co(X) | = 2.
Then B = 0(C(IB, X1)).

Proof. Let ¥ = C(%), where 9 = [B, X]. Since |B: Cy(X)| = 2,
we get [9]| = 2. Let 9% be a subgroup of O,(M/€) which is of order
3 and is inverted by X. Then [®, %] =4, and [V, A] D Y. Since 3em,
and since [B, 2] admits Ny c(N), it follows that M contains a subgroup
B of order 8 which centralizes [B, %]. By Lemma 14.22, we have
N(B) = IN.

We assume without loss of generality that X Z M. By Lemma
14.20, S,-subgroups of ¥ N M are cyclic. Since B X, and N(B) = I,
S;-subgroups of X are cyclic. By Lemma 15.4, R’ =1 and R is of
type (3,3%. By Lemma 15.6, R .

Since RS M, N (R) contains an element I which inverts .
Hence, I normalizes [¥, A]. Since <X, I) is a 2-group, we get IeX.
Hence, BSX'.

Since 0, = {3}, BS X and NB) S I, it follows that M N X con-
tains a S,-subgroup ® of X. Since L e, (D;2), we get B = 0,(%),
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as required.
LemMMA 15.8. If B, is a hyperplane of B, then |Cy(L¥): €| < 2.

Proof. By Lemma 15.3, C(8,) S I. Since C(B)/C stabilizes
L>P, o1, it follows that C(B,)/€ is an elementary 2-group. Since
C(B,)/€ is represented faithfully on O, (I/C), the lemma follows.

LEMMA 15.9. Suppose B, is of index 4 in B. Then Cyu(V,) does
not contain a four-group € such that

(@ ENE€ =1

(b [, €] = 2.

Proof. Suppose false. By Lemma 5.34, I/ contains a subgroup
D=, x D, such that |D,| = p;, is of odd prime order, ®; admits
G, t=1,2, and C,(D) = 1.

Let B, = ]G, D], B, = Cy,(€). Thus, |B,: B,| <4 and |[B,, ]| = 2.
Since D is represented faithfully on %B,, the inequality is an equality.
On the other hand, & contains a subgroup &, = (E> of order 2 such
that E inverts ©. Hence, 8, is a free F,&-module, so if [L,] = 2%,
that |[Q,, §]| = 2°. This implies that w <1, since [, €] <[, €],
and |[%, €]| = 2. This is absurd, since ® is represented faithfully
on B,. The proof is complete.

LEMMA 15.10. If Ge® and VISE, then |B: BV NE| < 2.

Proof. Let L* = L9, L =B*NE, and let 2 = |BV*; B |, Suppose
by way of contradiction that ¢ > 2. By Lemma 5.34, It/€ contains
a subgroup ® =D, X «++ X P, such that |P;| = p; is an odd prime,
D, admits B*, 1 <7 < a, and such that 0,(D)B7.

Let £ = [, D], X, = C:(D;). We argue that X,=1, 1 <i=<a. Suppose
false. Since ¥%; admits © and B*, and since C,(D) = 1, we can choose j
such that [%;, ®,;] = 1. Let D; = €;/D, where €, D€, and let Y;; be a
subgroup of [%;, ®;] which is minimal subject to admitting €,;L*. Let
BF = Coe(D;), so that |V*:BF| = 2. By minimality of 9),;,, we get
B, 9.1 =1. By Lemma 15.1, we have ¥,,=IM% and by Lemma
15.8, [9:;:9:;; N €% <2, Hence, |9;| =3, and |9;;] =4. Choose
De; —Di;NEC% and let 3=1[Y,8* =<Z>. By Lemma 15.7,
LS 0,(C(Z)). On the other hand, D, = €,/€ and €, centralizes Z.
Hence, [€;, B*] is a 2-group, against C,(B*) = 1. Hence, %; =1,
1515,

By Lemma 5.47, X is a free F,8*/8f-module. Let X =%, x -+« x X,,
where each X; is isomorphic to F,8*/8F as L*-module. Since a > 2, %,
contains a subgroup ¥ of order 8 which admits B*. Since|C, (¥*)] = 2,
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it follows that |Cy(B*)| = 2. Hence, [J, B*] = Cy(B*). Since Y =
{Cy(B)>, where B range over all the hyperplanes of $*, Lemma 15.1
implies that 9= M This contradicts Lemma 15.9. The proof is
complete.

The next lemma is delicate and elaborate.

LEMMA 15.11. |W: WN €| = 4, where T = V(celx(BV); £).

Proof. Suppose false. By Lemma 15.5, we get [T: BN E| = 2.
Let W, =WNE. LetZT, =TNE, T =IW. Thus, T, <%, 1=0,1,
and [T %] = 2.

Since |W: BW,| = 2, there is G in & such that B* = V<, and
B*ZE. Hence, W = WB*, T, =T B*. Let BF = B*NE, so that
LBy is a hyperplane of B*. By Lemma 15.8 applied to IN%, we have
[B: Co(B*)| = 2, and by Lemma 15.1, LB < IN°.

Let 8 =<Z) = [B, B*], so that |8] =2, B=BVNBV*. Since W <] T,
we get WE/C <T/€. Thus, WE/C = W/, is a central subgroup of
Z/C of order 2. Let ® = [0,(M/C), W]. Thus, D admits . Since
[B: Co(B*)| = 2, it follows that |D| = 3 and that B = B° x B, where
B = Cy(D), B = [V, D], and B* is a four-group containing J. More
explicitly, both B° and®B! admit T and [T, V'] = 3 = [V*, V'] = [T*, V.
Since |B| > 8, it follows that B° =+ 1. Hence, Z(T) is non cyclic since
2(Z(T) = (2(Z(Z) N T) x 3.

Let © = E/€ and let @, be a S;-subgroup of & with & S R. Since
€ <M, @, exists. By construction, & covers D. Since B = [TB, ],
it follows that L' admits Ny(&,), a non cyclic group. Since |L'] =4,
we can choose a subgroup 2 of Nu(G,) of order 3 such that [T, U] = 1.

We next show that N(@) S M. Namely, let B be a subgroup of
Ny (&) which is elementary of order 9 and contains 9. If B central-
izes B!, then Be _~*(S), by Lemma 14.21. If B does not centralize
LB, then N2l & M, by Lemma 14.22. Thus, in both cases, N(®) S M.

We have succeeded in showing that C, ([, £*]) contains a subgroup
A of order 3 such that NQ) S M. By symmetry, Cue([B, TL*]) con-
tains a subgroup A* of order 3 such that NR*) S M. This symmetry
exists, since if T* is a S,-subgroup of IM¢ which contains L and
B = V(ccly(B); T*), then |W: W n €(B*)| = 2.

Suppose by way of contradiction that C(B) & M. Then A*<= M,
so S,;-subgroups of IM N IS are non cyclic. Since 0,(IM°) < C(B), it
follows from Lemma 14.20 applied to ¢ that M = M. However,
B*LE, while BL=EC., We conclude that C(8)Z M. In particular,
S.-subgroups of C(8) are cyclic, by Lemma 14.20.

We next show that © <]{I/€. Since © admits T and since
D= F(I/C), it follows that D <] M/€ if and only if D <JCR/C. Here
we are using 3em, to conclude that A4«(¥) is a 2, 3-group for every
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section ¥ of ®& which is a 3-group. Since [D, B] is of 4, it follows
that ® is normal in RE/E.

Since ® JM/C€, it follows that B' <M. Since S;-subgroups of
Cx(8) are cyclic, it follows that Cy(L') is cyclic and of index 3 in R.
Thus, R is metacyclic, so by 0.3.8, R = 1.

We next show that T/9 is elementary of order 2 or 4. Namely,
R =1, HR <{TR, and T/H is represented faithfully on RH/H. Since
B* L 0, (M), we get HC T,

Since B < Z(H,), we may view B as a ITR/H-group. Let R, =
2,(R), so that T/H is represented faithfully on HNR,/H. Since R,
centralizes a S,-subgroup of 0,(M), it follows that [H, K]S ..
Hence, R, <{TR. To obtain our assertion that T/ is elementary
of order 2 or 4, it suffices to show that R/, contains a subgroup
of order 3 which admits . If ReNn€=1, then [(R,NE| =3 and
DR N €)/H, admits T. If RykNE€ =1, then € is a 3’-group; and
since ® <{M/C, we get that |R, N E = 3. We conclude that T/ is
elementary of order 2%, where a = 1 or 2.

Choose X in Z(R)*N V. We will show that C(X)<S IM. Suppose
false. Let &, = Cp(X), & = C(X), D = E/€ and let ¥, be a S;-subgroup
of &, which contains a S,-subgroup &, of ©. Since C(X)ZM, [, is
cyclic. We assume without loss of generality that V* in B* inverts
%s. This assumption justified since each element of L* — B inverts
D and D] = 3.

Let E be an element of &, of order 3 and let B be an elementary
subgroup of M of order 9 which contains E. Then BLF,, so B does
not centralize X, so N((E)) & M, by Lemma 14.22. Since B* inverts
E and centralizes X, we get Ec&'. Since 0, = {3}, it follows that
&N C(FE) contains a S,-subgroup £ of &. Thus, 8E M, since
N(KE)) < M. Let &, be a S,-subgroup of & which contains £ and is
permutable with @,. Thus, £ C&,, since & £ M. Let R, = 0,(RFy),
so that &3, = &Noys,(KEY). Since & & M, so also & ;c_am Let
No—@ NZ. Thus, % .B*, as V* inverts E and | &, <2
Since &, £ M, we get TN &, Let W= V(cclg(%), NO) Notice that
N(B) & M, since W is weakly closed in €, and &, &,. Since 8 & B,
we have 8 = 1. Now §, is a S,-subgroup of Cu(X), so ¥, contains
a S;-subgroup of €. Suppose 3||€|. In this case, Ec€. With this
assumption, we will show that DY & €. If this containment does not
hold, then since | 8: W N €| = 2, we get B = (BW N 6)IB, which implies
that &8 does not centralize ®. But [, fﬁ] is a 2-group contained in
&, and @, covers D, so B centralizes ©. Thus, if 3||€|, then B < 6.
Since I8 is normalized by @, and by NuC NZ), it follows that R
normalizes 8. This is impossible, since N() & M. We conclude
that 3} |€|.
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If BZE, then W = (BN C)W, since | V:WNE| =2, and so W
does not centralize ©. This is not the case, since [QNB, ®,] is ‘a 2-group
and @, covers ®. Hence, I8 < 6.

Since ¥, is the subgroup of ¥ generated by all elements of
U.((E>), it follows that &, contains TN E. Since W < €, we get
B = Vieely(B); ) = Vieel(B); TN €) <] TR. Hence, N(W) < M. This
contradiction shows that C(X) < IN.

We next show that € is a 3’-group. Suppose false and €, is a
subgroup of € N RN of order 3. Then HC, TR, and 0,ZC,) = I° is
of index 1 or 2 in . Also, N(€;) & I, by Lemma 14.22. Let & be
a S,;-subgroup of C(8) which contains €, and let {&,, &} be a Sylow
system of ® with T8, €, & &. If & is non cyclic, then so is
LNM, so C(B) = M, by Lemma 14.20. This is not the case, so &
is cyclic. Hence, T, = 0,(8), and & = N(C,) = M.

By Lemma 15.6, we get 2°C Z. Since T C X, we get €, = C(B)'.
By Lemma 14.22, together with o, = {3}, we conclude that C(8) N M
contains a S,-subgroup of C(8). Hence, T &,. Since & = 0,(Y)N,(C,),
it follows that 0,(8) £ MM, so T°C 0,(¥). Let T'/T° be a chief factor of
0,(8)€, with T S 0,(8). Since N(€,) & Ik, it follows that TE,/T° = 4..
On the other hand, €, centralizes Z(¥), and so centralizes Z(Z°).
Hence, T centralizes Z(¥). This is not the case, since C(X) <& I,
for all X in Z(T)* N B. We conclude that € is a 3'-group.

We next show that T/9 is elementary of order 4. Suppose false.
Then |[Z: 9| =2 and T = 9B*. Since [R, B*|H/H is of order 3, it
follows that R &£ I, against Lemma 15.6. Hence, T/9 is elementary
of order 4.

Let % = R, x %, where R,/$ = [}, B*]9/9 and R,9/ = Cyo\s(B).
Let &' = C,(R;9/9), so that [H:H| =2, 1=0,1, ' = 9B*, and
Z/H = YO x /9. Since 31| €|, it follows that |R,| = 3, and that
R, centralizes B', as does 9°.

Let © = ZR,. Then 0,(Q) = ', and ' does not centralize B'.
Suppose U is a four-group contained in zZ(9Y), U <L, and ZcUl. We
argue that 1S Z(%). Namely, choose Uecll — (Z>. Then U= U'U*
with U'e®'. Since B* < 9', we get [U, B*] = 1. Since Vi admit T,
it follows that [U? B*] = 1. Hence, U'e 8 & Z(Z). Hence, [U, ] &
B3NV =1, so the assertion holds.

Since R, centralizes B and R, does not, it follows from Lemma
14.22 that N(Q,(R)) < M, and since R = WM, we get R, = NQ,R))'.

Let 8 = C(B) 2 TR,. Since & £ M, S,-subgroups of & are cyclice,
so R, is a S,-subgroup of & Let & be a S,;-subgroup of & which
contains TR, and let 8, be a S,-subgroup of £ which contains T.
Lemma 14.22 implies that & N I contains a S,-subgroup of &, so
LS M. Let & = 0,8 2 H'. Let H/9* be a chief factor of L2, R)-T
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with §* < 8. Since N(R2,R,)) & M, it follows that L02,R,)/H' = A,
LO2MR)-T/O = S

Let X = 2.(Z(9")), and let 2, =N C®H28. If 038, let U
be a four-subgroup of X, with 1> 3, 1 <{<¥. By a previous argument,
we get U & Z(%). Hence, 1NV~ 1. Choose UeU NV, U=~1. By
a previous argument C(U) & M, against H* L M. Hence, %X, = 3.

Since X 2 2,(Z(%)), it follows that X D%, Let X,/%X, be a chief
factor of £,2,(R)T with X, = X. Then [H? X,] S X,, since H* <] LR,
Let X, be a four-subgroup of X, which contains 3 and admits $. By
a previous argument %, & Z(¥). Choose Xe¥, NB, X =1. Then
C(X) & M, by a previous argument. Hence, C;:(X) = $*, since $* N
M = 9. On the other hand, H* stabilizes the chain ¥,D83>1, so
C.:(X) is of index at most 2 in §*. This contradiction completes the
proof.

LeMmA 15.12.

(a) |[R|I=09.

(b) </ is dihedral of order 4 or 8.
() |WWNEC| =4

(d) 3f[€J

Proof. By Lemma 15.11, |W: W N E| = 4. Choose Ge& with
L=V, B* L CE, and let Bf = B* N €. By Lemma 15.10, B} is
a hyperplane of B*, so by Lemma 15.1, 8L & M Let 3 = [T, B*]
so that 8 =<Z)> is of order 2. Choose V*e®B* — B, let & = TR
and for each subset & of &, let © = &9/9. Thus, 0,(Q) = 1. Since
3em, it follows that ¥ is isomorphic to a subgroup of GL(2,3). By
Lemma 15.3, R <{ & Thus, B* normalizes HR.

Since a S,-subgroup of 0, (M) is a Z-group, it follows that
[9, R] = .. Thus, YR/H, is 3-closed, so V* normalizes RH,. Let
X = (B* R, Do/D.. We may view L as a X-module since B & Z(H,).
Let R, = [R, B*19./D0y R = Cigys,(B*), and let B = C(R), V' =
[B, R,]. Thus, [T =4, and B3CB'. Since 3 = [B, B*], it follows
that R, centralizes 3, and also Cy(8) is of index 3 in R,. Hence,
C,(8) is of index 3 in R.

Suppose Cy(8) is non cyclic. In this case, C(3) & M, by Lemma
14.20. In particular, Cye(8) S M. But Cye(3) contains 0,{(IN) and
also contains a subgroup 2A* of order 3 with NE®I*) & MM by sym-
metry. Hence, I N M has non cyclic S,-subgroups, against Lemma
14.20. We conclude that C,(3) is cyclic. Hence, R is metacyclic, so
is abelian, by 0.3.8. More precisely, R has a cyclic subgroup of
index 3.

We next argue that |R,| = 3. Suppose |R,|=9. In this case,
C:(3)9./9, contains elements of order 3 which are inverted by B*
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and also contains elements of order 8 which are centralized by V*,
so that C,(8) is non cyclic. Hence, |R,| = 3, and so B* centralizes
DR/D:2,(R).

Since R’ =1, we get HR <{ TR, and we may view HM/H, as a
T/H-group. Since WH/$H is generated by involutions, and since T/
acts faithfully on HR/$H, it follows that BH/H is dihedral. We
argue that ¥ < €. Namely, B is generated by involutions which
centralize hyperplanes of B. Suppose I, L e, Co(l) =B, 1 =1, 2,
and B; is a hyperplane of 8. If [I, L] ¢ €, then <I,, ,)€/€ is dihedral
of order 8. This implies that {I,, I,)&/€ is represented faithfully on
0,(IN/€), so 34/|€[, and Q,R)EC/C <] M/€. Now Lemma 5.47 gives
a contradiction, since (I,1,)* also centralizes a hyperplane of L. We
conclude that (¢) holds, and that (b) holds, by Lemma 15.3 and
Lemma 15.11.

Since WE/E is a four-group and is represented faithfully on
0,(IM/€), and since WE/E centralizes RE/2,(N)E, it follows that [R| =9
and that 8} |€|. The proof is complete.

LemMMmA 15.13. I = IR,

Proof. Suppose false. Thus, I is not a 2, 3-group. Let D be
a Spg-subgroup of M which is permutable with &, and with R.
Since D is a Z-group, and since ® <] DR, and since R = M’, it follows
that [, R] = 1.

Choose G in ® such that B* =V < T, B* £ €, and let By =
B* N €, a hyperplane of B*. Let R, = [R, BL*|H N R, so that |R,| = 3.
Let B =8 x B, where B = C,(R,), B = [TV, R,], so that T is a
four-group. Let R, H/9 = Cons(B*), with R, & R. Thus, R, | =3,
R =R, x R, and RD centralizes B.

By Lemma 14.5, ©® is a S-subgroup of ®, #n(®) =7z, and by
Lemma 6.2, © & M. Hence, D is cyclic. Since |B*| = 4, it follows
that N(®,) & M for every non identity subgroup ®, of ®. We omit
the details of this argument, which is an easy consequence of Lemma
14.13.

Let 8 = [8B, T*] = [, B*] = (Z). Thus, B3=TB* and Cyue(B)
contains a subgroup A* of order 3 with N(*) < MF. Hence, C(8) =
8L M.

Since R,D = & and NR) & M, and R, =& W/, it follows that RD
is a S,-subgroup of & Let &, be a S,-subgroup of & which contains
C.(8) and is permutable with R, and with ©. Let & = 0,(®), &, =
K NC(8). Thus, T, = NI, and T, CR,. Let T,/T be a chief
factor of ® with T, = ®. Then T,DR/T, is a Frobenius group, so
12,08, | = 16.

Let 8 = [B,R]. Since |W: WNE| =4, we get || =16, and
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B =B x B, where B = Cy(M). Choose G, in & such that WH =
(9, B, B, Then B = (BN B) x B, and C,(8) = HI, so that I, =
$B*.  This implies that Q,(Z(T)) = (Q(Z(T)) N V) x 3 x (BN B).
Since R centralizes B, we get C(X) < M for all X in B Hence,
Z@E)N B =1. Since AUZE)) = (AU(ZE))CH) x [B, N,], and since
[B, R] is a four-group, it follows that either 2,(Z(T,) N [f? RNl =1,
or 2(Z()) 2B, N]. If AZET) 2B, R, we get N(B, R £ M,
against N9, < ML, R]). Hence, 2(ZIT) N[V, K] =1, so that
QUZE)) S 3 X (Q(Z(EZ)) N ®). This implies that 2,(Z(I)) = 3.

Let %/8 be a chief factor of IT,RD with ¥ & Z(T,). Thus,
X2[8,N] or XN % == 1. Both possibilities give contradictions, since
g, stabilizes x> 3>1 and [2,: T, | = 16. The proof is complete.

We now introduce the following notation. Choose G,, G, in &
such that 9B = (O, VB, By, Let X, =V%, 1=1,2, Write R =
R, X R,, where R;9/H = Cypo(X;), 2 =1,2. Choose V;€X, —C, 7 =1, 2.
Thus, V; inverts HNR,_;/H. Write L = B° x B, where B’ = Cy(N),
B = [, R, so that | V| = 16. Let B = [L, R;], ¢ =1, 2, so that T =
B! x B, and R, centralizes V}_;, ¢ =1, 2. Since V; inverts HNR,_,/9,
it follows that [X;, L] = [%,;, Bi_;] = (Z3 o, 1=1,2, Since 7, ;c¥%,, it
follows that C(Z,_,)) £ M, 1 = 1,2. Since N, centrahzes Z, ;, as does
W, we get R, & Cp(Z,_)'. Let 8, = C{Z,_;), t=1,2. Since N(R)SM,
it follows that &, = R, T;, where T, is a S,-subgroup of &; which con-
tains C(Z,_;). Furthermore, C,(Z,_;) = 9, and |T: HBW| < 2. Final-
ly, 0.(Cu(Z,—)) = 9F;, and Cy(Z,)/D%; = X, Let & = 0,(&;) D HX..

LEMMA 15.14. If ie{l, 2}, then | N, ($%,): 9X:| =4, and (Z,_ ;) =
QU(Z(N,(H%))))-

Proof. A repetition of the argument of Lemma 15.13 yields the
assertions of this lemma.

LEMMA 15.15. 2/ s dihedral of order 8

Proof. Let & be a S,-subgroup of & which contains N, (9X,).
Then 2,(Z(®)) S Z(N,,(9%,)), so we get {Z, ;> = 2,(Z(®")). Hence,
CZ,_;) = &R, 1 =1,2. Since Z, ~ Z,, it follows that R, ~NR,, and
so R, and R, are N(RN)-conjugate. It suffices to show that R, and K,
are M-conjugate. Suppose false. Let T* = N (R). Thus, T*/Co.(R)
is a four-group, and R, and R, are the only subgroups of R of order
3 which admits T*. Hence, N, m(A:(R)) permutes (R, N,}. Since
C.R) =1, t=12, it follows that RN, by Lemma 14.9. The
proof is complete.

THEOREM 15.1. If | 8] > 8, then T is a S,-subgroup of &.
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Proof. Suppose false. We retain the preceding notation. Set
N; = N, (9%,), so that N,/H%; is a four-group on which W acts non
trivially. Let 9, = 2,(Z(9$%,), so that 9, =B x LB} x {Z,_,>. Let
.= 9.0 ZM). Since N(BY) = M, it follows that Vi .. Hence,
BN P: =1, since | B =4 and B! = [V, R;]. Since P; admits R;, we
get 9, = (Z,_.> (as we have already shown earlier). It follows that
B <2, and if |B°] = 2, then 9, is a free F,N;/H¥,-module. In any
case, N; normalizes B} x (Z,_ .

Set W=<{Z, Z,>. Thus, N, stabilizes the chain &";: U DZ,_> D1,
so Cy,(N) is of index 2 in M; and N; maps onto A(%";),1 =1, 2.

We next show that Nyis,(9B) = $-Cy,(N). Let N; = Nyiy (9B).
Since B does not centralize ¥,R,/Y;, it follows that N: is a 2-group,
and so %, = @%(5@ N ). Thus, N, normalizes H$W N L = HX;, so
N, = N.. Since N,/HTY; is a four-group on which W acts non trivially,
we get 9, = C,, (1), as C,(1) is the only subgroup of MN; of index 2
which contains $%, and admits $IB. Thus, the assertion holds.

Since T/H is dihedral of order 8, we can choose Te¥T — HI.
Thus, T normalizes 1 and normalizes 9T, and Z7 = Z,. Hence,
Nog, (OT)" = Nyzg (§).  But Ny, (D) centralizes 1, and so

N@ﬂmg(@%) S @)1%1 .

We conclude that Ny, (9T) is independent of 4, ¢+ = 1,2. Hence, T
normalizes Nyiq (YT). Since Ny, (HW) normalizes 2,(Z(H¥,)), it follows
that Ny (9T) normalizes <{Q2,(Z(9HX)), 2,(Z(9DX,))) = 2.(Z(9)), since
Q(Z(9%)" = A(Z(9E,)), and Ngg (W) = Ny, (P). This is impos-
gible since N(2,(Z(£))) = M. The proof is complete.

Hypothesis 15.2. < is not a S,-subgroup of &.

Lemmas 15.16 through 15.26 are proved under Hypothesis 15.2.

Let ®&, be a S,-subgroup of & which contains ¥, and let 8 =
2.(4(8,)). Thus, 3& 2(ZR®)) =B. By Theorem 15.1, we have
[B] £8. Let R, = Cpx(B). Since 8 =L, and &, £ I, it follows from
Lemma 14.20 that R, is cyclic. Since L] £ 8, we get |R:R,| =38,
and so R =1, R=R, x N,, where |[R,| =38, R, < N,R). Thus,
Nz(R)/Cr(R) is elementary of order 2 or 4 and R & M.

LEMMA 15.16. Ny(R)/Cu(R) is a four-group.

Proof. Suppose false, so that | Ny(R)/Cyu(R)| = 2. Since R = W/,
and C(B) <{M, it follows that C(V) has a normal 3-complement. In
this case, § is a maximal element of Uy,(N;; 2), and since N(H) < I,
$ is a maximal element of M(R; 2). But R, & R.T), and by Lemma
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14.22, N(Q,(R)) & M. Since a S;,;.-subgroup of C(8) is a Z-group,
it follows that R, centralizes some S, -subgroup of C(8), and so
®&,R, is a group. Since $ is a maximal element of N(R;; 2), and
since § & ©,, it follows that § = 0,(&,R,). This gives &, & N(9) = M,
which is false. The proof is complete.

Lemma 15.17. |B| = 4.

Proof. Suppose false. Since R does not centralize LB, we have
|B] > 2. By Theorem 15.1, we conclude that || = 8. Hence, L =
B x B, where B = C,(N) is of order 2, and L' = [L, R] is a four-
group, normal in M. Thus, 2,(Z(%)) = B® x B,, where 3, = Z(T) N B
is of order 2. Also, 8 is a subgroup of B°3, of order 2 distinct from B°.

Let T, = C.(R,H/9), so that T/H =T,/ X T,/H, and [T,;: 9| = 2.
Thus, £, = 0,(TR). Set M, = TR,. Since R, = M, and N(L,(R)) =M,
it follows that C(8) = &,(C(8) N M). Furthermore, 0,(M,)Cy, (V) = M,,
since T, centralizes B. Let W = 2,(Z(X)). Then W N L = B°F,. Let
D be a S, -subgroup of M permutable with R. Then RD = R x B,
since D is a Z-group, and RS WM. Let M, = TRD, so that M, is
of index 2 in M. Let W, = W™. Since T normalizes W, it follows
that W, <{M. Let € = Cy(W,). Then /€, has no non identity
normal 2-subgroups, by Lemma 5.10. We argue that R, centralizes
BW,. If Cu(W,) D Gy (TW,), then M/Cy(W,) = M,/Cy,, (TB,), and so W, is
2-reducible in M, by Lemma 5.10. If W, is 2-reducible in I, then
by definition of B, we get W, = L = CR,). Thus, we may assume
that 2B, is not 2-reducible in M. Set €, = C;,(W,) = Cy(W,), and let
D,/C, = 0,(M/C,). Since D, N M, =€, and [WM: M,| = 2, if follows
that |D:€, | =2, Let®,=%ND, sothat T = D,T,. Since D, £ L,
it follows that ®, does not centralize R0, (M)/0, (M), and so R, is
contained in the normal closure of ®, in M. Since D, & D, <] I, we
get D, 2 R,. Since |D,: €,| = 2, we then get €, 2 R,. Thus, in every
case, R, centralizes W,.

Set & = G,R,, so that &, is a group. Since T, it follows
that T, C 0,(8). Let T = Ny, (T,). Since N(2,(R)) & M, it follows
that R, acts frobeniusly on *T'/%,. Since WS W, and since T
normalizes W = 2,(Z(T)), it follows that IT' centralizes TW. Hence,
TS OW) = OB & M, against T, = 0,(8) N P T. The proof is
complete.

We introduce the following additional notation: R, = 2,R),
L= C(8). Let D be a S, ;-subgroup of P which is permutable with R,
and let 8 = DR =D x R. Then &, = Co(8) =R, x D. Since NR) = M,
it follows that 8 = &,&8,. Now I, = IR, is of index 3 in M, and is thus
a maximal subgroup of M. We argue that if X S I, and X is a
subgroup of I which is permutable with &,, then ¥ = IR,. If false,



NONSOLVABLE FINITE GROUPS ALL OF WHOSE LOCAL SUBGROUPS 267

we get that ®, is permutable with <%, TR,> = M, and so L* = MG,
is a group. Since B = @, it follows that ®, contains a non identity
normal subgroup of £* and since & is an N-group, 8* is solvable.
Since M e 7.7 (®), we get &* = M 2 G,. This is false, and so TR,
contains every subgroup of % which is permutable with &,.

LEMMA 15.18. GR, e 7%, and Le 2Z.F(®).

Proof. Suppose £* is a solvable subgroup of & which contains
®,R,. Since R, = (G,R,), it follows that 2* = G,(L* N M). By the
preceding argument, *N M = TR, and so &* S L The proof is
complete.

Next, we show that

LEMmA 15.19. N(Q,() < IN.

Proof. By Lemma 14.22, we have C(2,(R)) = NR) < M. Let
A be the set of all subgroups of R of order 3 which have non trivial
fixed points on §. Thus, R, €. #. Suppose XeNKR,R), X ¢ M.
Then Z N #* = @, and so | # | < 2. Since R acts faithfully on
©, we conclude that | 2| = 2. Since 2 is normalized by N,(R), it
follows that < = {®,, R,}. Since R, and R, are the only subgroups
of R of order 3 which are normalized by N,(R), and since we may
assume without loss of generality that X normalizes N,(2,(R)), it
follows that <& = <#*. This contradiction completes the proof.

LEMMA 15.20. If & s a 8-subgroup of & which contains R,, then
N(©) & N(R,).

Proof. We may choose C in C(R,) such that &° < R. Thus, we
may assume at the outset that & = R. We may also assume that
SO NR,. Hence, & =R, x &N R), and so & 2 2,(R), whence 2,(&) =
2,R). Since R, <] N(R) by construction, this lemma follows from
Lemma 15.19.

LEMMA 15.21. T ¢s a S,-subgroup of every solvable subgroup of
& which contains IR,.

Proof. Suppose false, and & is a solvable subgroup of & which
is minimal subject to

(a) % is not a S,-subgroup of &.

(b) TR, c&.
Then & is a 2, 3-group. Let {&,, &;} be a Sylow system of & with
TCS, RS6,. Let & = 0,(©), so that & = & N.(&,). By Lemma



268 JOHN G. THOMPSON

15.20, R, <] N(&,;), and by minimality of &, we have &, = R,. Since
R, = (TR,), we have &, = 8, and 50 |&,: &| =2, and RO & N M = R,
say. Now &, =&, satisfies |2:%,|=2=|%,;: §|. Also LS 2,(Z(T))).
Since Z(T) is cyclic, it follows that B = 2,(Z(T,)). Since M = N(V),
¥ is forced to be a S,-subgroup of &, since N(&) = N(E,) = M. The
proof is complete.

LEMMA 15.22. | G,: T| 1s a square, and |®,;: T | = 4.

Proof. & = &R, is a group, and & = 0,(G,R,) is of index 2 in
©,, and ©, = .. Hence, |8,: T | = L: L, |, since T, = T N 0,(8). Let
T=BWcCcW,cC --- W, =& be a chain of %l-admissible subgroups
of &, such that 5}}1 acts irreducibly on L&;,,/8;, ¢ =1, ---, s — 1. Since
N(§%1) < M, it follows that each such quotient is a four-group. The
lemma follows.

LemMa 15.23. If € <8, €/3 is a chief factor of & and @ is
elementary abelian, then € = O,(M).

Proof. Since BeWU(R; 2), we have L < 0,(9), and so [¢, 8] =
8 < B. Hence, € = N®B) = M.

Let €, = €N 0,I). Thus, E/E, acts faithfully on 0, (IM)/0,(M).
Since &, is of index 3 in &, and since & N 0,,.. (M) covers 0,,,.(M)/0,(M),
it follows that /& has order at most 2. Suppose by way of con-
tradiction that |&:@,| = 2. In this case, Ci(®) > 8, and since /3
is a chief factor of ¥, it follows that & is a four-group, &, = 3.

Choose FFe& — 3. Then we can choose an element F' of I of
order 3 which is inverted by E, and since {F') is M-conjugate to R,,
we assume that R, = (F'>, without loss of generality. Since [, &] =3,
it follows that § = B x C;(R,). Since R, <{ Ny(R), it follows that
C,(R,) <|Z. Since Z(T) is cyclic, and 2,(Z(%)) < B, it follows that
Z(Z) N Cy(R,) =1, whence, Cy(R,) = 1. This means that $ =BV is a
four-group, which is false, since R acts faithfully on . The proof
is complete.

Since 8¢ _#7.#(®), Theorems 13.5, 13.6, 13.7 imply that & contains
a non cyclic normal abelian subgroup. So & contains an elementary
abelian normal 2-subgroup & such that /8 is a chief factor of 2.
We retain this notation.

LEMMA 15.24. If @, is a hyperplane of &, then C(G,) = L.

Proof. Suppose false. Then 83 £ @, and so & = &, x 8. Let
€, = CB), DJE, = 0,8/€,). Since 3 = 2,(Z(®,)), we have €, NZL.
Suppose D, = €,. In this case, 0,(¥C€) =,/ = 1. Let & be a
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S,-subgroup of ®,. Thus, since &/3 is a chief factor of &, it follows
that 8 = Cy(D,), and so & = 8 x [D,, €], whence [§, D,] <{ ¥ This
is false, since 8 = Q,(Z(®,)). Hence, ®,/€, # 1. Since &/3 is a chief
factor of &, we have 8 = Ci(D,), and C;,(€) = €, [, D] = B. Hence,
¢/3 and D,/€, are in duality, and so ©, permutes transitively the
hyperplanes of & which do not contain 8. Thus, we assume without
loss of generality that & & N(G).

First, suppose R, centralizes €. Since & <|®,, there is a four-
group U <]@§2, UNsE@. LetU,=E NN, so that [U,| =2. Let ®, = Cs, (1)
so that ®, is of index 2 in ®,, and U = 2,(Z@,)). Since &R, = N(W),
it follows that N(1) < &, and so ®, is a S,-subgroup of C(l1,).

Suppose that C(ll,) has a normal 3-complement €. In this case,
R, normalizes ®,, and if T is any non indentity characteristic sub-
group of &,, it follows that &%, < N(), and so N(B) < &, by Lemma
15.18. This in turn implies that 0,(C(1,)) = € = 8, since € = € n
C(Z(@Z))-(@ N N(J(@z)). Thus, if 9, is a S;-subgroup of CI1,) which
contains R, then D, & & This in turn implies that ¥, <& M,
[ D DN L] =3, and so 3% = B = %', Hence, C(1l) & M, and s0
1T > |, =6,|/2, against Lemma 15.22. We conclude that C(1,)
has no normal 3-complement.

N Suppose & is an elementary subgroup of C(l1) of order 9 with
R, = ©. We assume without loss of generality that ©®, = & is a
group. Let $, = 0,(8). Since C;(R) # 1, and C,(R) = 1, &, is con-
jugate to a subgroup of . If H, is conjugate to O, we get |T| =
|(§52], which is false. Hence, 9, is conjugate to a proper subgroup of
9. Since I@zz 9. £4, it follows that |®,: | <4, against |T:H|=
This contradiction shows that S,-subgroups of C(ll;) are cyclic.

Since C(,) has no normal 3-complement, it follows that %, SC(1,)'.
Since a S, ,-subgroup of C(Il,) is a Z-group, it follows that C(1l,) N
CR,) contains a S,-subgroup of C(l,). Since D= LN M, it follows
that if & is a S;-subgroup of C(11,) which contains R, then & < M,
S Z 2 Hence, 8% =8 =B, so & = NB) <M, whence || =
|®,| = |®,|/2, which violates Lemma 15.22.

We may now assume that [}, ] = 1. Inthis case, 1C[@, ?R] < &,
and so [’?ﬁl, @,] contains a 4-group U which admits R, and such that
U8 < @,. Since C(E) £ &, so also N = NU) £ & Let N, = N, (1),
so that ¢, is of index 4 in G,.

Since R, does not centralize @, and since ©/8 is a chief factor of
2, which 2}%02(8) <@, it follows that R, =@, ?Rl)', and so N(1) =
NN N C(ERI)) = NFNW) N M), where Ny is a S,-subgroup of N(I)
which contains ,. Since R, does not centralize 1, it follows that if
& is a S,-subgroup of N(I1) which contains R, then R, is a direct
factor of &.



270 JOHN G. THOMPSON

Suppose GO R,. In this case, we get |&| =9, since R, <] N®R),
and [R,| = 8. We then get that * = N;S is a group. Furthermore,
C.(R) is a S,-subgroup of C(?ﬁl) and since C,(R,) normalizes U3, C.(R)
also normalizes [118, R,] =U. Thus, N, contains a S,-subgroup of C(R)).
This implies that either N} = N, or N is a S,-subgroup of &. Since
8 € N, it follows that 0,(N*) is conjugate to a subgroup of §. If
0,(N*) is conjugate to a proper subgroup of &, we get |H|=
2/0,(N*) | = |NF[|/2=108,|/8, whence |T|=|®,|/2, against Lemma
15.22. Hence, O,(N*) is conjugate to O, whence N, =S, and |G,: T|=4.
This in turn implies that 1 ~ B, since U = 2,(Z(N,))°, and BV =
2(Z(®)™. Let &, = C.(1), so that [&,| =3, and &, ~ R, This
implies that & contains more than one conjugate of R,, which is false,
since R, <JIN®HR). So R is a S;-subgroup of N(11).

Since R, =< W', it follows that N = NF(M N N), and since R is a
S;-subgroup of N, M NN = 8. Thus, NF £ &, so that N, N NF. Since
Ct(gi) is a S,-subgroup of C(é)v‘tl), and since C.(R,) normalizes U, it
follows that ¥ is a S,-subgroup of @.

Let 2% = MR, L = 0,2%, L, = 0,MRK). Thus, & & and
2X/8, is a four-group. On the other hand, since | OZ(@ﬁz?)N‘tl): 2] = 4, and
since ¥, contains a S,-subgroup of C(g%l), it follows that £, < 02(65297%1).
Since G,R, = 02(®29N%1)-%28~%1, it follows that ®,R, < N(2,), and so
N@®) < 2. Thus, % =8 Since Nr =LrMRK), it follows that
NW) = 8. The proof is complete.

LEMMA 15.25. N(B) S M for every subgroup B of M of prime
order p, and every p = 5.

Proof. We may assume that R = C(P). Thus, BR = NP) = N,
say. Since S,-subgroups of I are cyclic, we have R < N'. Also,
B = 0,(%), since &, centralizes L. Since V¥ is permuted transitively
by M, it follows that L = 0,(C(V)) for all involutions V of B. This
implies that 0,N) = 1. Hence, N centralizes some S,,,; -subgroup of
RN, and so N = N, (M N N), where N, is a S;-subgroup of N permutable
with R. Since C(R) & M, and since there is C in C(R) such that
0,(NR)° < 9, and since TR = O,(T,R) - N,,x(R), it follows that N, = M.
The proof is complete.

LeMMA 15.26. There is G in & such that G =%, G LT, =
0,(TXR,).

Proof. Let X = V(cely(®); T). By Lemma 15.23, we have € & X.
If X<, then N®X) 2 IR, and T is not a S,-subgroup of N(¥),
against Lemma 15.21. The proof is complete.
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Choose G in @ such that F=6°<S %, FLI,. Let F.=FNI,
so that &, is a hyperplane of . Then B = CE,) & N(E), and so
B3=[%B,F) =Y. Itisimportant to show that 3~ 3% Suppose 8= 3°
In this case, § =@F. By Lemma 15.23, € < 0,(IMM), against € Z T,. So
8 # 3% Choose Ve®B — 8. Thus, V normalizes § and V is not 1 on
$/3°  More precisely, [F, B]=8+= 8% Set &*=2% and 3*=3°% Let
X = Co(F/3%), and let Y = L*/X. For each subset & of 2*, let S be
the image of & in . Then V = 1, and V is a transvection on F/8*.
Let B = F(8*), so that V acts faithfully on 8. Since a S,-subgroup
of 8* is a Z-group, it follows that every subgroup of B is charac-
teristic in {*. Since V is a transvection on $/8* it follows that
[B, V] =B, is of order 3, and that [F/3*, B,] is a four-group. Since
[B/8* B,] admits {*, it follows that |§| = 8. Hence, |&| = 8, ond &
permutes transitively the 6 involutions of & — 8. Since 8 %= 8¢, it
follows that all involutions of & are fused to Z in ®, where 8 = {Z).

Let &, = C,(®), so that |®,:8,| =38. Choose U< G, NSE U
a four-group, and let @, = Cy,(), so that ®, is of index a in ©,.
Also, since Z(®,) is cyclic, we have I = QI(Z@Z)), and since all involu-
tions of 1 are fused to 3, we get N(1)/C() = Aut (). Let N =NW) 2
&,8%,. Obviously, N &£ &, since 8 4 N. Hence, by Lemma 15.18, we
have R, ¢ N(). This implies that &, = R,, since &, is of index 3 in
.. Let & be a S,-subgroup of N(1I) which contains &,. Since &, is
now a 3’-group, it follows that if &, # 1, then N(&,) < I. Suppose
&, == 1. In this case, we get & < I, and by a previous argument,
we then get & = TR, whence & & 8. This is false, since N(1I) is
transitive on Uf. We conclude that £, = 1. This means that I = TR
and |R| = 9.

Let &, = {§|Feccly®), F= M, [F, LBl =3} Thus, &,# O,
and R,T normalizes F,. Let

F ={eF,|T contains an element F which inverts R,}.
Choose &, ¢ .#,. Then §, Z C(B), and so F, does not centralize HR,/H.
Choose F, e, — T N C(B). Then F, inverts an element R of HNR, of
order 3. Hence, (R) = RZ for some H in $ and so FI ' = Fe 7.
Thus, . &# # Q.

Choose e .. Let @ =FNCE®), and let FeF invert R,.
Thus, § = & x <F>, and B < CE) = NE), whence [B,F] = 3 = F.
Let § = 6% If 8 = 8% then & = 6% = §, against Lemma 15.23. So
8% =(Z)> + B, and <{Z, Z) is a four-group in {.

Since N(®) is transitive on § — (Z.), it follows that NE) n CZ)
is of index 6 in N(®). Let &, be a S,-subgroup of NE) n C(Z), and
let &} be a S,-subgroup of C(Z) which contains ®,. Since C(Z) = G,R,,
we have ®* = ®F for some R in R,. Set § = F*". Then GF ' is a
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S,-subgroup of C(8) N N(F) and &' <@, Also, Fe.&#. Thus, F
has the following properties:

(a) [, 8] =38, &= C¢eccls (©).

(b) N NG, is of index 2 in ®,.

(¢) <(Z)=238°+3.

(d) T = Cy(B) x (F'), where F inverts R,.
Set T, =T N NE). Since T= @, and &, N N@) is of index 2 in G, it
follows that £, is of index at most 2in &. If T, = £, then 8% & Z(T),
as Z(®) is cyclic. This gives 8¢ = B8, against (¢). Hence, |Z: T,| = 2.

Set $,=9NZTy £, =19, K], &= C@(ERZ)' Let |9.: 91| = 2%,
Then f is an integer and |C;5:(F) | = 2/. Since ¥, normalizes ¥ and
centralizes U = (Z, Z,», it follows that C;(F') is of index at most 4
in Z,. Hence, |Z: Cy(F)| =< 8. In particular, f < 3.

Case 1. f=3.

We argue that 8 Z .. Suppose false. Let Y be a subset of 9,
of cardinal 8 such that the image of ¥ in ©,/9! is a transversal to
Cos)(F) in ©,/9, and let B, be a subgroup of BV of order 2 distinct
from 8. Then |Y)B,| = 16, and distinct elements of YT, lie in distinct
cosets of Cy(F'). This violates | H: Cy(F)| <£8. So NV = 1. Since
L is the only minimal normal subgroup of I and since §; <] M, we
have $; = 1.

Let $,0 = 91N Yo, so that H,, is of index 2 (or 1) in §,. Since
1§, = 2, we have |[$u, F]|= 2 But [§,, F]S §.NF S C(D) =
{Z, Z)y, and so [9., F|=<Z, Z). Thus, , = C(Z) = N(E), and so
[9,, B] &B. Since [F| =8, we have § = [H,, F], which is false,
since § & 9.

Case 2. f =2 and $,/9, is the direct product of 2 cyclic groups
of order 4.

Since Z, centralizes a subgroup of index 2 in L, it follows that
Z,€9. Let Z, = H H,, with H;€ ;. Then since Z, centralizes 9,, =
$.N Py |so does H, Since Cy(H,) admits R,, and since Cy(H,) is of
index at most 2 in §,, it follows that H,e C(,). Hence, Z, ¢ C(9D,),
and so §, S C(Z) = N(E). Hence, [H,, F] = H. This is false, since
% is elementary, and [9,, F'] is cyclic of order 4. So )+ 1. Since
L is the only minimal normal subgroup of M, we have B = $..

Let &, = [9], ©.]. Then 9}/9, is cyclic, so is centralized by R,.
Choose He & such that $,H is a generator for $!/9; and set , =
[Ds, D.]. Then §; = [9,, H]9. and R, has no fixed points on £./P..
Let ©, & 9. 9., with .@3/353 a chief factor of TR,. If B < H,, we
get |9,: C; (F)| = 16. Hence, B & 9,, and since B is the only minimal
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normal subgroup of ITR,, we get 553 =1. So cl () =38, and &) is
abelian of type (2% 2,2) for some a > 1. If ¢ > 1, then $! has a
characteristic subgroup of order 2, against the fact that % is the only
minimal normal subgroup of M. So a = 1.

Since §, is generated by 2 elements, and since §, <] M, R does
not act faithfully on ©,. Since C(9,) <] M, it follows that C(H,) has
order divisible by 8 but not by 9, and so R, = C(9,). Let ' =
[9, K] <M. Thus, $' = 1, and so L < $'. Since [H,, R] =1, it
follows that $'N , & [9', H'], and so R, centralizes HY/[H*, $']. Thus

[R,, §'] = 1, against L & .
Case 3. f =2, /9, is elementary and §] = 1.

If Z, centralizes ©,, then [$, F] = CB) =<Z, Z,y. This is
impossible, since | [, F19:/9.| = 4, and Ze §]. So Z, ¢ C($,), whence
T =%9,. Let W= {Z>" so that | W] =4, and W = (Z,, ZE) for
some H in . Thus, Z = Z,Z7. Let T* = W%, so that W* TR,
W*HPB, and | W*/BV| < 2. Since [H, 2] S B, it follows that &’
centralizes *. We argue that T®* is abelian. Suppose false. Now
W* = (B, Z,, ZF, Z"">, where (R) = R,. Since Z, centralizes a sub-
group of W* of index 2, and [Z,, Z%] = 1, we get [Z,, ZFZ7'] = 1, and
so [Z,, ZF| = [Z,, ZF e B*. Thus, [Z, ZF'|® = [Z7, Z] = [Z,, ZF], so
that [Z,, ZF] e B N C(R) = 1. so W* is abelian.

If |[2W*| =8, then W* = W, X B, where W, = (W) = Cu(R,) is
of order 2. This implies that Z, = WZ, since R, £ C(Z,), and Cy(F) =
Wy Z>2(Z>. If W and Z, are fused in §, say Z, = W", then
RE centralizes Z,, so that F centralizes REH/H = R,9/H, which is
false. Hence, W and Z, are not fused in $. This implies that §
centralizes B and does not map onto the stability group of the chain
W*DOBDO1. Hence, W* & Z(§). Since TR, = §-Nyy,(R,), it follows
that B, & Z(T), which is false. Hence, |*| = 2.

Since <(Z,B) | H, it follows that |[TW* R,}| =2 and so
| [8&*, R, F]| = 2% Since [B*, R, F1 S FN V) =<Z, Z,), it follows
that * = [TW*, R,] is of order 2. Since |H: Cy(Z)| = 2, it follows
that |§: C(T*)| <4. Let & = C,(T®*). Then [H, F] S F N C®) =
(Z, 7,5, and so F centralizes $/T*, whence R, centralizes $/T8*, and
so § = C,(R,) x W*, Since Z<c H), it follows that W*c §,, and so
R, does not centralize ©/H, whence $/9 is a four-group. Choose
HeCyZ)— 9, and let K=H*, Z, = Z®. Then [H, Z]=1=[K, Z] =
[HK, Z,Z,), and so |[9, TW*]| < 2. Since [, W*] =B, and [, T*]
admits R,, we get $ = . This contradiction shows that this case
does not arise.

Case 4. f =2 and &, is elementary.
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Write Z, = H H,, where H;e ;. (Since Z, centralizes a subgroup
of index 2 in ©, it follows that Z € $.) Since Z, centralizes a sub-
group of §, of index 2, so does H,. Since Cﬁl(Hz) admits R, it follows
that H, e C(9,), whence Z, € C(§,), whence [$,, F]S C®) N § = <Z, %),
and so [9, F] =<Z,Z). Let 9, = Cy,(9). Then &, <M, and
9. NV =1, whence, $, = 1. Suppose H, = 1. We can then choose an
involution H of ©, which is centralized by F. Hence, He CKF, Z)) =
N(F) = C(Z,), and so C; (H) contains B properly, whence H centralizes
9, This violates §, = 1. We conclude that §, = 1, and so § = 9,
is elementary of order 2‘. But then & is 2-reducible in IR, against
|B| =4. We have thus completed a proof of the following result.

THEOREM 15.2. £ is a S,-subgroup of ©.

The preceding theorem did not come easily, but we would not be
able to save any effort by first considering the elements of _7 .57 (®)
which contain a S,-subgroup of ®&. The configuration we have just
analysed is wunavoidable within the framework of the present
techniques.

We must once again turn to the model given in § 13 to complete
the analysis of the present situation. We have already done most of
the hard work, but there are a few alterations necessary in the argu-
ments of §13. Also, there is some difficulty in determining enough
information about the isomorphism class of R. This difficulty arises
because of the possibility that R may be of maximal class. So we
must bring to bear the detailed results of Blackburn about the 3-
groups of maximal class.

We retain the notation introduced at the beginning of this section.
The argument of Lemma 15.6 still applies to give us R = M’. Thus,
if © is a S,-subgroup of M permutable with R, then DN = D x R.
Set & = DR. Of course, D is a Z-group.

We need some additional notation. Let R, = RN 0, (M), and
choose R, char R, R, of exponent 3, R, = ZMN,), such that
ker (Aut (R,) — Aut (R)) is a 3-group. Let X = O, (M)R,/0,.(M)D(R,).
Since |R,| = 3 or 8, it follows that |X| = 3% and Cu(X) S O, ().

Lemma 15.27. SR, < .

Proof. We note that since $/9, acts faithfully on 0, (IN)/D,
and since $/9, centralizes a S,-subgroup of 0,,(M)/H,, while a S,-
subgroup of 0,.,(M)/H, is a Z-group, it follows that [H, N] & H.
Hence, HR, = O0,(IR mod §,). Since M = TRD, and [N, D] = 1, the
lemma follows.
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LEMMA 15.28. If Cu(DB) is cyclic, and T/ contains a quaternion
subgroup, then J(T) = J(9), and N(J(X)) < M.

Proof. Since 9N, <{ M, so also N, <] M. Let M, = TR,. We
may view L as a F,IM,/H,module. Since H,R,/H.D(R,) is an irreducible
module for %/9, it follows that C, (B) & D(H,). Since HR,/H, =
D190 X RDo/Des the P x @Q-lemma implies that if B, = Cyx(H), then
Cy,(By) = Cy (B) < D(R,). Let A be an abelian subgroup of T of
maximal order (or rank), and let B = %N H. Then A/B is isomorphic
to a subgroup of GL(2, 8). Let®B, = AN B, = BN L, so that |/B| =
B ]-]8B,: B, |, and since BLEB is abelian, we get

[ Bo: B, | = A: B .

If |2A:B| =8, then A/B is cyclic. Since A/B acts faithfully on B,
we have |8, B,| = 2. If A/B is cyclic of order 4, then the only
possibility is that 8, = LB, x B,,, where B, = 9, and B,, is an indecom-
posable F,2-module of order 8. Thus, if % = (B, T), then Cy(T?) is
a hyperplane of B,. This is false, since T? inverts X. If /B is a
four-group, there are two cases.

Case 1. |R,| = 8 and R, acts faithfully on B,.

Since /B is a four-group, and A/B = NAH/H, it follows that A
has an element 7 which inverts R.9,/H.,. Since |[B,, R]| = 2°, we
have |B,: Co(T)| = 2°, and so |By: B, | = |By: Co (T) | > | A B,

Case 2. R,/Cy(LB,) is of order 3°.

Since D(R,)) = C(B,), we may view L, as a F,X-module. Since
Z/$ contains a quaternion group, £ permutes transitively the 1-dimen-
sional subspaces of ¥. Hence, |[8B,, ¥]| = 2°% Since A/B is a four-
group, there is T in ¥ which inverts X. So |B.: B, |= |B,: Co(T) | =
2> | A B

If |9A/B| =2, then A= (B, T), and Cy(T) is forced to be a
hyperplane of B,, This is false, since | [®B,, R] = 2* for every subgroup
R of N, which does not centralize B,, and since T inverts .@057%/.@0 for
soma such R. So J&) = J(9). Since HR = N(J(Z)), the proof is
complete, by Lemma 14.20.

LEMMA 15.29. Suppose B is a mon cyclic 3-subgroup of I,
9, eUx(DB; 2), and H, contains an elementary subgroup of order 8.
Then $Be #Z*.

Proof. We assume without loss of generality that |B| = 3% Let
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={8|9B=S<=G, & is solvable, & & IM}. Suppose & + .
Choose & in & with |[& N M|, maximal, and with this restriction,
minimize &. Let &, = 0,(8), and let &, be a S,-subgroup of &,
which admits B and contains a S,-subgroup &, of 0,(&) N M. We
argue that N(¥) & I for every non 1dent1ty characteristic subgroup
@ of &,. This is clear by Lemma 14.20 if &,e Ni(B;2), so suppose
S, ¢ Ni(B;2). Since $, S 0,(8) (as 3emw), it follows that &, = 1,
and so [Nu(D)|.>|SNWM[;, whence NP) M by maximality of
&N PM|,. Since NE,) = M, we get &, = ©,. Since & = 0,(®) is a
3'-group, minimality of & gives & = &,Q, where Q is a ¢-group for
some prime ¢ = 5, and Q admits B. Since H, contains an elementary
subgroup of order 8, we get that O is cyclic. Hence, 0,(S&) = 1.
By Lemma 14.18, [B, Q] = 1. Since C(B) = M, we get O = M, and
so & & M. The proof is complete.

Let M = (M| Me 9 R, M has order 3, M is real and NKM>) <
;my.

LEMMA 15.30. Suppose Mc M, B = (M, and Cu(B) is cyclic. If
L e UE(B; 2), then the following hold:

(a) M is real in Nyx(2).

(b) N <M.

(c¢) 8Be._z*

Proof. Let &% = 0,(M)¥B. Since &* has a normal 3-complement,
#(B; 2) = (&% Ce C(B) N 0,(M)}, and so & contains a S,-subgroup of

2*, We assume without loss of generality that 8 =%, B = R. Thus,
H = 8. Since B < H N, it follows that [, Bl = &N HN, = H,. Since
L e Ni(B; 2), it follows that 8/9, is a S,-subgroup of Cy(B). Since
M is real in %, there is X in I with M* = M. Let Cy(B) =
DMo/Dos and let M, = (M, X>. Let &, be a S,-subgroup of M, which
contains €. Thus, |€: 8| =2, and 9B <] &B. Thus, (2) holds.

Let i = N(J(®), and suppose (b) is false. Since J(8) char g,
we have N & M. Let N, be a S, -subgroup of N NI which contains
B, and let N, be a S,.-subgroup of 9 which contains N, Let
LSS, BSB, & B, where &, is a S,-subgroup of N;, and B; is
a S,-subgroup of R,. If B, is non cyclic, then B is contained in an
elementary subgroup B* of B, of order 9. Since Me i, we have
B* < M. Since H, S L =N, Lemma 14.20 gives N = IN. Thus, B,
is cyclic, and B, = C(B) < .

Let & = 0,(M). Thus, N M = 8, since L e Ni(B;2). Suppose
8, = 8 Since &' is of index 2 in &, we get from (a) that N, = M.
Since BN and a S, -subgroup of N is a Z-group, we have
N =N,-Cp(B) < M.

Suppose &' D 8. Since C(B) & M, we get that | L 2] is a square,
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and |®: 8| =4. Hence, |2:%|=8. By Lemma 14.20, we have
LD 9, and so0 | &: H| = 16. Since T is a S,-subgroup of &, |T: H | = 16.
Thus, £/$ contains a quaternion group. Since S LS F, we get
J(E) = J(R) = J(§), and so (b) follows from Lemma 15.28.

Now suppose LB < &, and & is a solvable subgroup of ®&. If
S;-subgroups of & are non cyclic, then since C(B) < MM, S,-subgroups
of &N M are non cyclic, and so we get & = M, by Lemma 14.20.
Suppose &, is a cyclic S;,-subgroup of & which contains B. Then
G, =CB) = M. Thus, & is a S,-subgroup of &, = 0,(5). Since
N4(2) contains a S, ;-subgroup of &, we get that [&:S N M| is prime
to 6.

Suppose & &£ . In this case, there is a prime p = 5 such that
a S,-subgroup P of & is permutable with B and with 8 and is not
contained in M. Since o, = {3} and 0,() = 1, P is cyclic. Since
CB) =M and P EL M, BP is a Frobenius group. Hence, B L &,
and so & is a S,-subgroup of &. Let &* = 2B. Since p = 5, there
is Pe{Z(®), J®) with 9 <|&*. Let & = N(). Then SZ M, S is
solvable, and B & &'. The preceding argument applied with & in the
role of & completes the proof.

LEMMA 15.31. Suppose Me M, Cu(B) is cyclic, and $, is a sub-
group of §, normalized by M. If 9, contains an elementary subgroup
of order 8, then . (M)e _#*.

Proof. Let & =9 M=S< @, & is solvable, & £ M.}.
Suppose & = @. Choose &¢.5” such that |&n P, is maximal,
and & is minimal with this restriction. By Lemma 15.29, S,-sub-
groups of & are cyclic. Since Me M, C(M) = M, and so |[S: &SN M|
is prime to 8. Let &, = 0,(&), and let &, be a S,-subgroup of &,
which contains a S,-subgroup &, of &, N M. Since §, =S, N M, we
have @z 1. If @2 € Ni(M; 2), then by Lemma 15.30, we have & < M.
So €, & N&((M)); 2). Maximality of [& N M|, then gives N(Q) = M
for every non identity characteristic subgroup 9 of &,. Hence, &, = S,.
Minimality of & gives &, = &,Q, where Q is a ¢-group for some prime
g = 5. Since §, contains an elementary subgroup of order 8, we get
that £ is cyclic. Hence, 0,(&,) = 1. By maximality of |&n M|,
it follows that 0,&,) 2 .. Hence, 0,(&,) = 1. But then, &, =
(&, N C(Z(S))(S, N N(J(&,)) = M, so & = M. The proof is complete.

LemMma 15.32.

(a) If R, contains an elementary subgroup B of order 9 such
that Nu(B) contains an element which inverts B, then M = @ .

(b) If 12/9] +# 2, then M = &.
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Proof. (a) By Theorems 13.5, 13.6, 13.7, 9N contains a non cyclic
normal elementary abelian 2-subgroup ¥. So B normalizes some four-
group & of M. Let B, = Cy(€). If B =B, then every element of
B is in M by Lemma 14.21 If |B,| = 3, then B, = <B) and Be I,
by Lemma 14.22. So (a) holds.

As for (b), since R = M’, we have | T/H| = 2. Suppose |T/H| =4.
As /9 acts faithfully on 9R/9, (b) follows from (a) if |R,| = 3%
Suppose |R,| = 3. Let &, be the largest subgroup of T whose ele-
ments induce automorphisms of HYR,/HD(N,) of determinant 1. Thus,
[2:Z,] £2, and so T, D H. Choose TeZ, — 9 with T°e€ . Thus, T
inverts YR/HOD(R,). It follows that every element of R, — D(R,) is
M-real. Furthermore, there is Re R, — DR, such that Cy(R) con-
tains a four-group, so we are done by yet another application of
Lemmas 14.21 and 14.22.

LEMMA 15.33. If |B| =8 and M = @, then C(B) = M for every
subgroup LB, of B of index at most 4.

Proof. Suppose false, and C(LB,) £ M, [B:B,| < 4. By Lemma
14.20, Cy(®) is cyclic. Choose Me. Let B, =B, N BVrn V2, If
B, =1, we get C(B) = C(B) < N(B), and BM) = N(B,). Thus,
N(B) = M, by Lemma 15.31. We conclude that B, = 1.

Since | B: B,| = 2° < 4, we have | L: B, | = | V| < 2 < 64. Hence,
|B|=2"and 3= v < 6.

Suppose R’ = 1. In this case, every element of R is IM-real, and
so every element of Cy(®B) of order 3 is in M. We conclude that
C;(B)=1. So v=4,5 or 6. Since v =6, it follows that |R|=3% as
GL(6,2) has no abelian subgroup of type (37 3).

Suppose Cy(R) = B° = 1. In this case, there is R e R* such that
|Co(R)| =8, and so BN BN BF " = 1, as Cy(R) = 1. Since Re i,
this is impossible. So Cy(R) = 1. Hence, v = 4 or 6.

Case 1. v = 6.

Write 8 = B, x B, x B,, where B; is a four-group which admits
R. Let RN = (R = Cx(L;). Since B, N C(R’) =1, it follows that
R, N, N® are all distinet, and R’ e M. Since L, N CRY) = 1, it follows
that B, N B,,B,,, is a four-group for every permutation ¢ of {1, 2, 3}.
By Lemma 5.31, each of these 4-groups is normalized by a subgroup
of N of order 3. Since C(BV,) £ M, it follows that for each permuta-
tion ¢ of {1,2, 3}, N(B,NDB,,,By) & M. Since R e M, Lemma 15.31
implies that Nu(L, N B,118,) = R* is the remaining subgroup of R of
order 3. Since B, = (B, N BB,) x (B, N B,B,), it follows that R* = N(B,).



NONSOLVABLE FINITE GROUPS ALL OF WHOSE LOCAL SUBGROUPS 279

Since $/9, X RH,/D, acts on B, it follows that $ normalizes B,
1<1<8, and so § S C(B). Since Cy(B) =1, it follows that $ is
a S,-subgroup of Cu(B,). Since N($) & M, it follows that § is a
S,;-subgroup of C(B,). If C(B,) is a 3’-group, then since N(X¥) & M
for every non identity characteristic subgroup ¥ of 9, we get C(B,) =
(C(B) N CZ(©))-(C(B) N NJ(B)) S M. Hence, 3||C(By)|. Since
Rt = N(D,), it follows that N(B,) contains a Sysubgroup R of & with
R = R, and with R permutable with . Also, | C(B,): C(B,) < M| = 3.

Since 9 is a S,-subgroup of C(B,) which is permutable with R,
it follows that & is permutable with § = R, R < CRY. Let & = $F.
Since F = C(RY), § is solvable. Since & = HF, so also & = ,F, where
g = HR.  Since

N =NYK2R

Xeg Xeg
it follows that & is solvable. By Lemma 14.20, we have & & .
Thus, 3} |C(B): C(B,) N M|, so this case does not arise.

Case 2. v = 4.

Let 8 = B, x B,, where B, is a four-group which admits R. Let
R = (R = Cy(B). Thus, Re, and so BNV, =1, i =1,2. Let
R = <(RY = N,(By). By Lemma 5.31, we get |R°| =3, If § is a
S;-subgroup of Cy(B,), we can repeat the argument of Case 1. Thus,
we may assume that © is properly contained in a S,-subgroup §, of
C(B,).

Let &, = N;(R), T, =9 N Z,. Since R, R* are the only subgroups of
R of order 3 which have fixed points on %, it follows that T,/%, = Z/9
ig isomorphic to a subgroup of a dihedral group of order 8.

We argue that R is real in Np(8B,). Namely, ¥, contains an
element 7 which inverts R. Also, B, =<V, Vi), (1 =1, 2), and

%0 = <V11 Vzu Vi V22> ’

for suitable generators V;;, and we may assume that T centralizes V,,,
since Te N(R). Let (W) = Cg(T), and choose ReR such that

WE = V,,. Then T = E'TR inverts ® and centralizes both V. and
Vu. Thus, [V, T] = Vi, [Va, T]1 = Vi, and so Te N(B,). It follows
that § is of index 4 in some S,-subgroup £, of Nyu(B,), where H, C H,.

Since R = N(B,)', it follows that N(B,) = N = N,.Cy(R?), where
N, is a S,-subgroup of N which contains H,. If H, =N, then let
B = C(R?, N>, so that H.;F = ¢ is a group, as is H,R°* = 8,. As
before, we get = M. Since N = 2, we are done. So we may assume
that 9, N,. Since | H.: H| =4, and [T:H| <8, while T is a S;-
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subgraup of ©, it follows that |9,: ©,| = 2, and N, is a S,-subgroup
of &, while |T/9| = 8.

Let %, be a Ss;subgroup of 3 which contains R® and is permutable
with %,. Let 9, = 0,0%N,). Since &, centralizes %9{3/%2, it follows
that |9.: 6. NN <2 If $ =N, we get that |I: 9, | < 2, since
N, N, and [N, 9, | = 4. Thus, in this case, we again get N =
D, Co(R?), and the above argument works. We may assume that
[9.: 9, N 522[ = 2. Hence, 9, N M = 9. N 522, since IL,NM S 9, =
0,($.R). If [T, K] < 6, NNy, then N = §,-Co(R?), and we are done.
Hence, 15? 9, NN, | = 4. Since |T: N, | =2, and |2: 9,| =4, while
[ 9.: @10% | =2, and since Z, %, and_S,subgroups of &, we have
19%: 9, NN, | <8, whence we get [R: Ry | =2, [T 9, NI | = 4.

On_the other hand, every element of §, — §, inverts HR°/H, and
so $, NI, =9H.N ERZ, whence $,/9, N R, is of order 4. Since $./9, N
R, = 996/, S W/, we get |N,: 9N, | = 4. This contradiction shows
that this case does not arise.

It remains to treat the case R’ #= 1.

Case 1. R acts faithfully on 2.

In this case, we get v = 6 and N is of order 3° and exponent 3.
Thus, every non central element of R is in .

Now R has precisely 12 non central subgroups of order 3, say
R, oo, N2 and | Cy(N) | = 4. Let V(1) = Co(R):. Then V()N V() =@
if ¢ 4, and so

=y v

has cardinal 36.
Also, |[B, Ri]| =24 and [T, R] = [T, R] N C(R'Z),x [B, K] N C(R'Z™),
where R, = (R, and {Z) = R'. Hence, [T, K] N Y, is a four-group
with admits 8, by Lemma 5.31, together with the fact that [, R] N LG,
does not admit any of the non central elements of R, by Lemma 15.31.
Since N2, [B, R = 1, it follows that Z normalizes %,.

Set R = R'. Now |8, N V| < 4, since B, N BE N B '=1. Hence,
|B, N BF| = 4. Hence, |Bi U BE*| = 27, and so

BUBEUB = .
This implies that B = B, U BE. This is false, since

|Bf U ViR Y B | = 8.15 — 3.3 = 36, | B U B | = 27 .

Case 2. R does not act faithfully on .
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Let R = Cy(B). Then R <R and R is eyclic. Since R and
04 (C(B))/04(Cy(B)) are incident, and since R < M, we get R < Z(R).
Since t N M = @, it follows that T centralizes E}N%@o/@o. Since R < I,
it follows that ¥ has no fixed points on 57%0550/9{(’,@0, and so R < .

Suppose & is a subgroup of R of exponent 3 and order 27. Then
RNS =@&. By Lemma 5.31, it follows that & contains a subgroup B
of order 3* which normalizes a non trivial subgroup %, of B,. Thus,
C(8,) S N(By), 9B = N(By), and so C(B,) = M, by Lemma 14.20. We
conclude that no such & exists. By a result of Blackburn [6], R is
of maximal class, and so [§%| =3, and |R| = 3. If |R| = 3% then
since v <6, we get R/R = Z,3Z,. If G/R is the unique elementary
subgroup of /R of order 27, then 2,(G) is of exponent 3 and order
at least 27. This is false, and so |R|= 3% Since R = (Z), where
Z is non real in M, it follows that no element of < inverts R,H,/HR,’,
and so |Z/9| =2, and T =<9, T> where T inverts R/R’. Thus, T
centralizes H,R'/H R, R], and so T inverts H[R’, RI/HJR, R, R].
Since R = [R’, K], this is the desired contradiction. The proof is
complete.

LEmMMA 15.34. If |B| =8, then C(B) & M for every subgroup
B, of B of index at most 4.

Proof. Suppose false, and C(B) Z M, |B:B,| < 4. Then by
Lemma 14.20, Cy(®) is cyclic. By Lemma 15.33, M= . By Lemma,
15.32 (b), |Z/9 | = 2. Hence, (M) = 1, so that R = R,. Since R IV,
we have T =9, T), where T inverts R/R’. By Lemma 15.32 (a),
R = 1.

Suppose | 2,(R)|=3%. By Lemma 15.32 (a), T centralizes $,2,(R)'/H
and so T inverts 2,(R)/2.(R)’. If 2,(R) centralizes T, then B, contains
a non identity subgroup LB,, which is normalized by a subgroup of
2.(R) of order 9, against Lemma 14.20. If [Q (R)', B] # 1, then every
element of 2,(R) — 2,(R) is in M, against M = . So | 2(R) | = 3%

By a result of Blackburn [6], R is of maximal class. We can
choose Re®Rt such that R = R™. Since Re¢M, it follows that
[Co(R)| = 2, and so Cy(R) = Cy(R,).

First, suppose R ¢ Z(N). In this case, Cy (T) = {Z) & Z(T), and
all elements of N, — (Z) are M-real. Hence, Cy(R) = Cy(RZ) = Cx(R)
for all 7, and so Z centralizes B. Let L* = [V, R], BF = B, N B*.
Then <{Z, R) normalizes BF N V", and so by Lemma 14.20, /¥ N
PB*" = 1. This implies that |B*| < 2% Since Cyx(B) = (Z)> (R being
of maximal class, so that R,/(Z) is the only minimal normal subgroup
of R/{(Z>), it follows that | R | < 3%, which is false. Hence, (R)> = Z(T),
and so C,(B) = 1.
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Since || = 3%, N, is contained in an abelian subgroup 2 of R of
order 27 such that A <] (R, T). Thus, T'(A) <R, so T'A) = (R).
Since 9 acts faithfully on 9B, it follows that if Ae % — R, and 4% = 1,
then |[Cy(4)| = 2% Again, let B* = [B,R], By = B,NB*. Then
Br N V¥ = W admits B and is of index at most 2¢ in BV*. Hence,
WNCA) =B, = 1. Since {4, R) = R, normalizes T, = B,, the proof
is completed by a final application of Lemma 14.20.

We now turn to the control of the elements of I of prime order

p = 5. This is easy.

LEMMA 15.35. Suppose B = (P> M, |P| = »p, pisa prime =5,
P is M-real, and C; (P) contains an elementary subgroup € of order
8. Then CPe _»*.

Proof. Since S,-subgroups of I are cyclic, we may assume that
TP is a group, and that B D. Let &, = 0,(TP). Then T, € Ni(B; 2),
and P is real in N(¥,). In particular, T, C 2.

Since R-C;; (P) & N(P), Lemma 15.29 implies that N(P) < IX. The
remainder of the proof follows the lines of Lemma 15.31.

_ LEMMA 15.36 If U is an elementary abelian 2-s_ubgroup of
M = M/0, (M), then N normalizes some S-subgroup of Wk.

Proof. If M is 3-closed, the lemma is trivial. We may assume
that (M) = 2. Thus, N/0, (M) is isomorphic to a subgroup of GL(2, 3)
which is 3-reduced, has order divisible by 3, and has no normal sub-
group of index 8. Hence, M/O(M) = GL(2, 8). The image of U in
DM/0,(M) thus normalizes a Sy-subgroup of 9/0,M), and the lemma
follows.

Once again, let .# = {I| I is an involution of M, Cy(I) e #*}.

LEMMA 15.37. Suppose I is an involution of M and Cy(l) =B, is
a hyperplane of B. Then [B, Il = {J>, where Je 7.

Proof. By the preceding lemma, we may assume that IeZ N
N(O,(M)R). Since HR char O,(M)R, we get e N(H,R). Let P =
SR/Q, =R, Let o= Cy(B), V=19, I], Vo= Cy(I). If Y, is non
cyclie, then B & 7, Lemma 14.22, and we are done. We may assume
that 9, is cyclic. Since B is 2-reducible in M, P, £, and since
|B:B,| =2, weget |D:D.NY| =3, and [B, Y] = B is a four-group
which admits 9 and contains J. Let ) = Cy(L%). Then |9:9]| = 3.
Since J e L, we are done by Lemma 14.22 if § is non cyclic. We
may assume that ¥ is cyclic. Thus, R = 1, and so every element of
R is M-real. Thus, if YeR, Y*=1, and YH, e, then Ye, so
we are done by Lemma 15.31.



NONSOLVABLE FINITE GROUPS ALL OF WHOSE LOCAL SUBGROUPS 283

Lemma 15.38. One of the following holds:

(a) B ~.

(b) C(B) contains mo elements of odd prime order which are
M-real.

Proof. If |B| =2, then obviously ®*< 7. If |B| =4, then
IR: Co(B) | < 3. If Cy(B) is non cyeclic, then (a) holds by Lemma 14.22.
If C,(B) is cyelic, then RN’ =1, and Cy(B) NI = @, and we are done
by Lemma 15.31. We may assume that |8| = 8, and that Cy(L) is
cyclic. If X is an element of C(B) of odd prime order which is IM-real,
then by Lemmas 15.31 and 15.35, we get B(X)>e _~Z* so (a) holds.
The proof is complete.

Lemma 15.39. V(cclg(B); T) & C(B).

Proof. We have built up enough information to copy the proof
of Lemma 13.7.

LEMMA 15.40. One of the following holds:
(a) B ~.
(b) Vicelg(B); T) S Do

Proof. 1If (b) fails, then by Lemma 15.39, C(B) is not 2-closed,
and so (a) holds by Lemma 15.38.

LEMMA 15.41. Suppose U is a subgroup of IM/C(LB) of order 3,
and [B, A] is a four-group. Then [B, A} S 7.

"~ Proof. We may assume that C(B) is 2-closed, by Lemma 15.38.
Thus, §, is the S;-subgroup of C(L). Let B be a S;-subgroup of
Cocy(), and let & be a 3-subgroup of M which maps onto B. Let W=
[B, A, and let &, = C,(W), so that |S:S,|=3. If &, is non cyclic, we
are done, by Lemma 14.22. Suppose &, is cyclic. If S, N M = @, we are
done by Lemma 15.31, so suppose &, N M=g. If Sis a Sy-subgroup
of M, then since & is metacyclic, we get R’ = 1, and so S, N 0= .
We may therefore assume that & is a proper subgroup of R. Let
S, = Ny(©). It follows that S/C,(8) has at least 3 subgroups of order
3 whose fixed point subgroup on L is of index 4. This is impossible,
since &/C4(B) is metacyclic. The proof is complete.

It is now straightforward to follow §13, and get that || < 4.
By Theorems 13.5, 13.6, and 13.7, IN contains a non cyclic elemen-
tary abelian normal 2-subgroup 1I. Suppose U is a four-group. Let
R =C,M). If RCR, then 1 is 2-reducible in M, and so U =B,
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whence W= .7, by Lemma 15.38. If R =R, then W< .”, by
Theorem 14.21. Now Theorem 13.4 implies than IR contains a normal
elementary abelian 2-subgroup of order >8. Let Z,={F|F <M, |F|=8,
¥ is elementary abelian}, and let & be the set of minimal elements of
Fo. Let F*={FeF |CQ) is not a 2-group}. If & *= &, choose
B e 7 *; otherwise, choose Fe. 7 . Let F/C be a chief factor of IN.

LEMMA 15.43. Suppose P is of order 3, B = C(&) N O, (M), and
C;(B) contains a four-group. If LeWUi(B; 2), then N(B) = .

Proof. We assume without loss of generality that 8 S <, P = R.
Thus, 8/9, is a S;-subgroup of Cy,(P). Let R, = R, N C(G). Since
ENV-~1, it follows that R, centralizes B. Also, HR, <] M, and
B S HM,. Since HR, < M, so also [Z(H,), K] = W <IM. If W1,
then BNV~ 1, and so W2 B, as Cyx(R,) = 1. This is false, since
R, S CE®). So W=1. Clearly, 82 $,, and since 0,(M) =1, we
have Z(8) = Z(9,). Hence, [P, Z(2)] = 1.

Since C;(%) contains a four-group, Lemmas 13.20 and 14.22 imply
that N(B) = M. Let N = N(©Q), & = 0,(N). If S;-subgroups of N N M
are non cyclic, then ¢ = M by Lemma 15.29. We may assume that
Si-subgroups of NN M are cyclic. Since C(P) < M, S,-subgroups of
R are cyclic. Let 8, be a S,-subgroup of & which admits P. Since
ReWNi(PB; 2), and N(P) = M, it follows that Cy,\o(P) =1, so that
L, = 8[8,, B]. Since P centralizes Z(L), so does L,. Since Z(T) = Z(¥),
and since T = .7 while 2,(Z(T)) = B, it follows that £, < MM, whence
LL=28. If PN, we get N =L-N,(P) = M. So we may assume
that P L N'. Hence, N has a normal 3-complement, and so L is a
S;-subgroup of M, whence & =<T. So N = M by Lemma 15.42.

LEMMA 15.44. Suppose P is of order 3, P = C(€) N 0, (M), and
Cy(B) contains a four-group. Then FPe _#*.

Proof. Let & ={S|FP=S =G, S is solvable, S L M}, and sup-
pose that . = @». By Lemma 15.29, if &,¢.5”, then S;-subgroups
of &, NM are cyclic. By Lemmas 14.20 and 14.22, N(P) < I, and
so if &,e.9, S,subgroups of &, are cyclic.

Choose & e¢.&” with |& N M |, maximal; with this restriction, maxi-
mize | S|, and with these restrictions, minimize &. Let &, = 03;(@),
and let &, be a S,-subgroup of & which contains a S,-subgroup &, of
SNM. Thus, FESSF = S, NS, If &F¢WUiR;2), then maximality
of |& N M|, implies that NQY) = M for every non identity characteris-
tic subgroup 9 of &;. Hence, &F is a S,-subgroup of &, Since
&, = (&, N C(Z(&¥))(S, N N(J(S}))), we have &, < M. Since S =
S,-N.(SF), we have S = M. We conclude that S} e Ui (P; 2). By
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Lemma 15.43, we have N(&;) = M, and so &) is a S,-subgroup of &,.

If P=&, then & = S} N,(P) =< M. Thus, we may assume that
PLS.

Since & = S,N4(*B), we get S, £ M. By minimality of &, we have
&, = &}Q, where Q is a p-group which admits {3, and p is a prime
= 5. Of course, Q is cyclic. Choose 9 €{Z(&y), J(&F)} with 9 < S&,.
Then N®)e.%, so by maximality of |&N M|, &S5 is a S,-subgroup
of M. Thus, we may assume that & = TPQ, TQ = &, and that PO
is a Frobenius group. By Lemma 15.42, £ 4 Q. Let & = &/0,©S).
Then & is a Frobenius group whose kernel is 90,(6)/0,(S), and
TP/0,(S) = €, is a cyclic complement of order 3.2%, with a = 1.

Let 8 be a minimal normal subgroup of &. Since 3N Z(T) #= 1,
and 2,(Z(%))} < 7, it follows that Q8 is a Frobenius group. As is
well known, this implies that 8 is a free F,&-module. Hence, P does
not centralize Z(¥). This contradiction completes the proof.

LemMMA 15.45. Suppose B is of prime order p= 5, P<= M, and
Cy(P) contains an elementary subgroup of ordor 8. Then FPe #Z*.

Proof. We may assume that P < D. Then R & C(P), and Cy(P)
admits B. Hence, N(P) < M by Lemma 15.29. Also, of course, since
p =5, we have P = C(L). If LeUi(P; 2), then since HD <M, we
conclude first that [Z(H,), D] = 1, and then get that [Z(Y), ] =1,
since Z(8) = 7(9,). This then implies that N(R) & I, and we can
follow the proof of the preceding lemma.

LemMMA 15.46. If |@] = 4, then D is cyclic, M/ s a 2-group,
and FPe #Z* for every subgroup P of C(E&) of odd prime order.

Proof. By Lemma 15.44, we may assume that || = p=5.
Since ¢* = % and RE = N(P), it follows readily from Lemma 15.29
that N(P) = M. It is straightforward to verify that FPe _~2*.
Since ® & C(€), it follows by application of the preceding result to
each subgroup of ® of prime order that © < IM'. Since D is a
Z-group, this implies that © = 1. The proof is complete.

LeMMA 15.47. One of the following holds:
(a) s A
(b) C®) is a 2-group.

Proof. This is an immediate consequence of Lemmas 15.44 and
15.45.

LEMMA 15.48. If Ci(€) is nonm cyclic, then T is generated by
subgroups A of order 4|E| such that W < 7 or |F| = 8.
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Proof. Let O be an elementary subgroup of Cy(&) of order 9.
Let &, = C;(Q), and let F = F, X F, X +++ X F,, where §F; is a four-
group which admits Q. By Lemma 15.44, BJF)P <& . 5i=1, ---, 7,
and so we are done.

LEMMA 15.49. § 4s generated by subgroups 9 of order 4 |E|
such that W < .7 or |F| = 8.

Proof. We may assume that |¥| = 16. By Lemma 15.48, we
may assume that Q = Cy(€) is cyclic. Thus, [€| =4, and G = L.
By Lemma 15.47, we may assume that C(F) is a 2-group. Since Q is
cyclic, we get =0 x &, where |&] =3, and /M, = 3,. Let
T, = C4(6), so that C(E) =T 0D, and LD is a cyclic complement to
T, in C(§). Furthermore, since M/M,= 3,, we have H, 2 H;, and
$QD <{ M. This implies that F/E = F is a F,OD-module on which
QD acts frobeniusly. Since QDS = QO X D x &, it follows that if
|QD| > 3, then for each element X of QDS, C;(X) is either 1 or
of order = 2%, and so the lemma follows from Lemma 15.47, Lemma
15.31 (which is applicable since & = B!), together with the well worn
observation that /€ = (C;(X)| X e (QS)*>. It remains to treat the
case |QD| = 3. In this case, |F/E| = 2* or 2. Since M = HNR, and
@, B/E are irreducible modules for M, it follows that § = 0,(IN mod C(E)).
If |F/E| = 2 then | — €| = 12, and the orbits of R on F — € are
of sizes 3 and 9. If M is transitive on F — €, then since (F — &N
S # @, we get ¥ < 7 and we are done. If IR is not transitive
on % — &, then ¥ is 2-reducible in MM, which is false, since 8 = @.
Suppose |F/E| = 2'. Let F = € x &, x F,, where §; is a four-group
admitting R. Since [, B.] is a non trivial subgroup of & which
admits R, we get [©,F] = €. Since C(€) = Q is transitive on F,
it follows that [§, F'] = € for all Fe®:. Since §f & % we conclude
that (€%, =S % ¢ = 1,2, and we are home.

We have thus obtained the “correct” analogue of Lemma 13.26(c),
for in following § 13, it will be seen that the crucial integer is |E|- 4,
not 16.

We come to the analogue of Lemma 13.29. This lemma becomes
almost unmanageable. In order to handle the difficulties, we introduce
some notation. For each integer f, let A, = (M) ={I|I is an
involution of M and |[F, I]]| = 2/}. The set ¥, causes no trouble.

LemmA 15.50. If Ie, then [{, Il = JI), and Je A

Proof. If Je@&, we are done. Suppose I¢®., By Lemma 15.47,
we may assume that C(F) is a 2-group. In this case, 9, =
0,(M, mod C(F)) & P, and | /Dy < 2, as /D, acts faithfully on €.
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If ©,/9, is an odd order subgroup of M,/D, which admits I and is of
order > 3, then C, (J) £ D,, and so Je . 7 by Lemma 15.44 and 15.45.
If no such O, exists, then we get M = HR, |R| =38 W/M, = 3.
Hence, |F| = 24 |G| = 4, so § = .4 by Lemma 15.49. The proof is
complete.

The critical sets are ¥, and 9%,. These are vital. To focus our
attention on the difficulties of Lemma 13.29, let

B, ={IeW, IcCO), [T, If £ 7},

B, = {IeU, IcC(®), there is a hyperplane B, of LV
such that B, 2 Cy(I), and [B, ITFN A = D.},
B=B,UDB;.

LEMMA 15.51. If B = O, then the following hold:
(a) ©=1.
(b)) |R| <3 and R is of exponent 3.

Proof. Choose Ie BN . Since B is a union of conjugacy classes
of M, and B = ¢, I exists. Since B # @, Lemma 15.47 implies that
C(%) is a 2-group.

Suppose ® = 1. Let ©* = F(®). Then D* centralizes F(DR),
and so §D* <M. Hence, D <{ M for every subgroup D of D*,
and so ¥ = & x [§, D7} for all non identity subgroups D of D*.

First, suppose that I does not centralize $,9%/H,, We can then
choose ®; of prime order in D* such that I inverts $,9%/H,. In
this case, it follows that |¥/&| = 2%, and that C;(I) = 2*. Hence,
k <3, as Ie®B, and so one of the following holds:

(a) |Df| =5 and |F/C| =2,

(B) |D¥|=1Tand |F/C|=2"

If (a) holds, then as RD acts faithfully on ¥, we get [R| = 3%, | D] =5.
If (B) holds, we get [R| =3% |D|=T.

Suppose (@) holds; then R° = Cy(F/€) is of order 3, and F =
C,(R) x G € = [F, N]. Since F is not 2-reducible in M, we get that
D, = 0(M, mod C(F)) D C(F), and so [D,, F] = €. If Fe Cy(N), then
since R’ is transitive on E* we get that [, F] = E. Since C;(R) &
% we get that §* & 7 against B = O.

Suppose (B) holds; again let R° = Cu(F/E). Choose F e Cy(N°).
Then [D,, F] admits R° and is a non identity subgroup of &, so that
[D,, F'] = €. Since C,(R)* = .7 we get T = .7 against B = . We
conclude that I centralizes $.D*/Do.

Since I centralizes §2*/9,, it follows that ©* normalizes [JF, I]E.
Since [F, I1* £ % we have [§, I] £ €. Since no non identity element
of ©* has a non trivial fixed point on F/E, the only possibility is
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that |[F, I]| =8, [F, IINE =1, |D*| =7. Since D* = F(D), we get
D¥ =D,

Choose B = (P) of order 3 in Cy(D) with P! = P}, P exists
since RO S C(D), and since IZ 0,(M). Let F* = [F, BJ]. Since
IeC@), so also B = C(E). Thus, |F*| = 2¥* where f* < 3. Since
B* admits D, we have f* =3. Let Q S Cyu(P), |1Q]| =9, Q elemen-
tary. Then Q acts faithfully on §*, since F* O [, I]. Hence, we get
that GL(6, 2) has an abelian subgroup of type (8, 3,7). This is false,
and so (a) holds, ® = 1.

Now for (b). By Lemma 15.86, I normalizes $ R’ for some T e Z.
We may thus choose I€B NI N NHR).

Let R = Cy(©), ° = C; (€). First, suppose that R* is cyclic. In
this case, R = R x Q, |Q | = 3, since R is metacyclic, whence abelian.
Since IeMM,, and I¢ H, we get I¢ 0,(M,), and so I inverts an element
of M, of order |R'|. We assume without loss of generality that I
inverts R'. Since Ie®B, and since F = & x [F, N, it follows that
|R'| < 8. Furthermore, if |R'| = 8% then Ie ¥, and [F, J] C [F, R].
Let R be a Sesubgroup of Cx(RY), and let L = Cy([F, RY]). Thus,
1] =3, and so [F, K] = % against IeB. So |R'|=3, |R| =3,
and we are done.

We may now assume that R' is non cyclic. In this case,
R 2 2,(Z(R)), since 3em,; and since R! is faithful on F/E, so is R.
Let Cyly,5,(I) = R9o/D0 with R, & R, Thus, R, acts faithfully on
[B, I1¢, and so R, acts faithfully on [F, I]8/¢, whence |R,| < 3.
Suppose R, = 1. In this case, I inverts H,R'/H, and so HR' <] M,
whence § = € x [§, R']. Then |[F, R | = 2*, where f* < 3. Since
R acts faithfully on /€, and since 3 € 7,, R is isomorphic to a subgroup
of GL(6,2) which has no elementary subgroup of order 3. Hence,
[R] < 8, and since R is not a metacyclic group of order 3%, we get
that R has exponent 3. It remains to treat the case |R,| = 8.

Since {(H,, R, I>/H, is supersolvable, there is A e A&+ (R with
AH, < HAKI). Suppose |A | = 27. In this case, I inverts an element
A of A9, of order 9, and we may assume that A eA. Let oA = (AD.
Then |[F, 41| =2 and [, A DIF, I, IeA,. Since |A|= 27, it
follows that %N C(F, A = 1, so [F, U <% which is false. So
|19 <9. If |9| =3, then |®|=9, and we are done. Suppose || = 9.
If A =R, then |R| < 3% If R has exponent 3, we are done, so suppose
R is abelian of exponent 9 (and order 27). Since |R,| = 3, and since
Ie C(®), and since R is non cyclic, it follows that R =Q x &, |Q] =
3, Q is inverted by I, and I does not invert R'9H,/H,. Thus, I normalizes
RHo/Doy and Cyg5,(I) is cyclic of order 9. But then if X is an element
of R of order 9 such that Cyg 5,(I) = (XH,), then X* centralizes [, J]C,
so that [§, JP<.~ This is false, so this case does not arise.
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It only remains to treat the case || =9, A R'. In this case,
we get |R'| = 8, so that if R' = R, we are done, since R is not a
metacyeclic group of order 3°. Suppose then that WC R C R, |R| = 3
Let 8 = [R, RY]. If I inverts £.8/9., then since F = € x 1, 8], it
follows that [F/€| = 2°% whence R is isomorphic to a S;-subgroup of
GL(6,2). This is false, since 2em,. Thus, I centralizes $,3/9., and
so 8 = R,. However, in this case, F/E, as module for R, is the direct
sum of (= 1) modules, each of cardinal 2% If = > 1, it is easy to
see that |[§/C, I]| = 2¢, against Ie®B. Hence, r = 1, |F/E| = 2% and
80 the same argument shows that R has an elementary subgroup of
order 27. The proof is complete.

We next record a partial analogue of Lemma 13.31.

LemMA 15.52. One of the following holds:

(a) s A

(b) C@,) & M for every subgroup F, of index 4|E| in F.
(c) D=1, |[R| =3, and R has exponent 3.

Proof. We may assume that § £ .~ Thus, C(&) is a 2-group,
by Lemma 15.47. If |&| =4 and || = 16, then §* = ._Z by Lemma
15.49. So we may assume that either |€| =2 or |¥| = 16. Since
C(®) is a 2-group, we have |F| = 16, and if |F| = 16, then |G| =4
is forced. So we may assume that || = 32.

If D = 1, it follows that | Cye(X)| = 2° for some element X of R
of order 3. Then Cy(X) < .4 so if Cy(X)N B, # 1, (b) holds. We
may assume that Cy(X)NF, = 1. Thus, X does not centralize E.
Thus, |®D| =5 or 7 and Ci(@€) is cyclic, whence R’ = 1. Since Cu&)
is cyclic, we get € x Cy(X) <{M, so |F| = 2° or 2°, whence [F,| = 4
or 2. If FeCyX), then [H, F'| admits X, and so [$, F'] = G. Since
C( X)) s A we get s A

We may now assume that ® = 1.

Now [F: 8| = 4| €|, and so if X is any element of I of order 3,
then since we may assume that F N7 = @, we get C;(X) =1,
whence | C3(X)| < 4|€|. Thus, R has no non cyclic abelian subgroup
of order 27, and so (c¢) holds.

LEMMA 15.53. D =1, R is of exponent 3, || < 3, and one of
the following holds:

(a) B=gy.

(b)) CE) &£ M for some non identity subgroup &, of F of index
at most 4|E|.

Proof. If neither (a) nor (b) holds, we may follow the argument
of §13 to a contradiction. So we get that either (a) or (b) holds.
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In either case, this lemma follows from Lemma 15.51, or 15.52,
according as (a) or (b) holds.

Lemma 15.54. If Wis a four-group of M and UWN CF) = 1, then

Proof. If W &Z C@E), the lemma is trivial, since &< . %  So
suppose Il & C(€). By Lemma 15.36, we may assume that 11 normalizes
SR, If U, =UNH # 1, then 1 [U, F = & and we are done. We
may assume that § N1 =1. We argue that I has an involution U
such that for some subgroup R of order 9 of R, U inverts @?T%/@.
This is obvious, by Lemma 5.31. Thus, by 2 applications of Lemma
5.36, we get that U inverts a S,-subgroup R* of $R. Let F* = [F, R*].
By Lemma 15.53, & £ % and so R* acts faithfully on %, by Lemma
15.47. Let ¥** be a minimal normal subgroup of F*RN*CU>. Then
F** is a four-group and F** = .~ Sinece 1 [F*, Ul F**, the
proof is complete.

LEMMA 15.55. MM does not contain a four-group W such that N
acts faithfully on F/E and C,(N) is a hyperplane of F.

Proof. Since /G is a chief factor of M, this lemma follows from
Lemma 5.31.

LEMMA 15.56. One of the following holds:
(a) ZTe._zZ*
(b) N £ M, where W = V{cely(F); ).

Proof. Suppose T¢._~Z* Choose & to be a solvable subgroup
of & which contains T and is minimal subject tc & & M. If WIS,
we are done. Suppose B | &. By minimality of &, we have & = TF,
where B is a cyclic p-group for some odd prime p. Let B = (P,
S, = 0.8), &, = [&,, T], &, = C¢(¥). Choose G in & such that F*=S,
[ L S,.. Since W < &S, G exists.

Let 11 be a minimal normal subgroup of &, and let &, = $° N &,.
Then 3, is a hyperplane of % and so U < CE) < M. Hence, if
T =T, X (FD, then [U, FI* € _7¢. Since [, F] N Z(T) = 1, it follows
that T < M¢.  Since N(EZ) = I, it follows that I = M. Hence,
F[¢ = F. We may assume that F inverts .

Let §, = [, F']. Then &, = ., 7>, and since F, <| S,, it follows
that &, < %. Thus, P centralizes &), since F does, and since P
normalizes &,. Since & <] T, and since 2,(Z(X))*'S _# while L' Z I,
it follows that &, is abelian, and so &, = §, x $F. Hence, &, = S,&,,
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and &, NS, =1. Hence, C.(&) <]ZT, and so C;(S,) = 1. Suppose
Xe®,. Then X= XX, X;cS,. Since § =1, we get that X,
centralizes B, so X, centralizes ¥, whence X, € C; (&), so that X, = 1.
Hence, ¥ = X {FD>, ¥ =F. By Lemma 1555, [N H is of
index at most 2 in F7. Since FFNH stabilizes the chain FoE 1,
and centralizes the hyperplane &, of %, it follows that |¥F N H:JFF N
Y NCF)| < 4. But FI acts faithfully on ¥, and so we get F, = F,
of order at most 8, so that |¥| < 16. This is false, since F* & A
The proof is complete.

LEMMA 15.57. If U is a subgroup of R of order 3, and L e Nx(; 2),
then the following hold:

(a) Cyu)=#1.

(b) NE&) < M.

Proof. Let 3 = 2/(Z(9)). We argue that |3| 4. If | 3] =8,
then 3 contains an element of & . Since &# * = @, it follows that R
acts faithfully on 8. But then 3 is 2-reducible in I, against |B| < 4.
Hence, |8| < 4. Thus, if 9SS T, then Z(&) = Z(9), and so
| 2(Z(R) ] < 4. If R does not centralize Z(H), we get 2,(Z(9)) =
L= A If R does centralize Z(H), we also get 2, (Z(9)) s A
Hence, 2,(Z(9))* =< % and so (b) follows.

Suppose C,(A) = 1. Since every non central element of R has
fixed points on 3, it follows that A = Z(R). Since R’ centralizes E,
it follows that " = 1. Thus, [R| = 3%, and $R <] M. Thus, [, A] =
LNYOR S 9§, and so & = H. Since Cy(€) = B is of order 3, we have
9B <] M. Suppose HA <] M. In this case, since L =, we get
[Z:9]| =2, and T =<9, T) where T inverts R. Since F/E is a chief
factor of M, we conclude that |F/E| =4, |F|=16. This is false,
and so AH 4 M. Hence, R contains A* for some X e Ny(R) — N().
Thus, R has precisely 2 subgroups 2, 2, of order 3 which have non
trivial fixed points on §, and so by Lemma 5.58, § = C,(21,) x Cy(2L,).
This violates |¥| < 4. The proof is complete.

LEMMA 15.58. N(W) £ M, where T = V(cely(T); ).

Proof. Suppose false. By Lemma 15.56, we have £ e _#*. Since
B S A we have . # ¢, where

=B |FSSLM, & is solvable, S <= @} .

Choose &e.&” with |& N M|, maximal, and with this restriction,
minimize &. Thus, & = &,B, where &, is a S;-subgroup of & and of
&S NI, and €B is a cychc p-group for some odd prime, and 0,(&) = 1.
Also, if &,c &, where &, is a 2- subgroup of ®, then &, = M, and
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G,e #*. If p=5, we get & = Co(Z(S,))- No(J(S,)), and so & < M.
This is false, and so p = 3. Since R has exponent 3, |B| = 3.

Let T8, = V(ccly(B); S;). Then W, = 1, since F = W, and B, 4 S,
by maximality of [& N M |,.

Let &, = 0,(©), &, = [&, P], &' = C;(P), and let U = 2,(R,(S)).
We may assume that &, C &, and so 2,(Z(%)) = U. Hence, [B, U] = 1,
since 2,(Z(%))* = .~ Let U, be a minimal normal subgroup of & with
I, < [B, U]; U, exists since U & Z(S,), and SP < S.

Choose Ge® such that F°=6S,, F°LS,. Let F, =F°NS.,.
Then |F%: F.| = 2, as P is cyclie, and U, = C(F,). By Lemma 15.49,
CF) = M and by Lemma 15.50, [U,F°|*< . 7% Since Z(S,) N
[0, F° =1, we get S, = M¢. Since N(S,) = M, maximality of |SN M|,
forces M = M¢, whence F = F°.

Clearly, &,eU*(B;2), by maximality of |MNS|,. Suppose
C.(P) # 1. By Lemma 15.57, we conclude that N(&,) is contained
in some conjugate of M, and this conjugate is necessarily MM itself,
by maximality of |& N MM |,. Hence, we conclude that C¢(P) = 1.

Since F < S,, we now get S, = F, X ¥, where P = (P)>. This
implies that J(&,) <] &, which is false, since &, is not a S,-subgroup
of ®. The proof is complete.

From now on, B = V(cclg(F); ).

LEMMA 15.59. Nn(T) = .

Proof. By Lemma 15.58, N(B) & M, so by Lemma 15.29, Ny(2)
has cyclic S;-subgroups, and so % = Ni(W) has order 1 or 3. Suppose
|| = 3. First, suppose that A = (TA)’, and A = Z(R). In this case,
we get N = N(W) = T-Cy(2), so that T is permutable with (R, Cy(AN)),
whence, by the usual argument, Mt = M, which is false. Suppose
A S (BAY, AZLZR). In this case, N = T.Cy(N), and since Cy(N)
contains a four-group, we get N() S M by Lemmas 14.20 and 14.22.
Suppose finally that % £ ¥’. In this case, since R 2 IM’, we conclude
that %A = K, [,(M) = 1, and elements of T induce automorphisms of
X = QR/ONR’ of determinant 1. Since A = RN, we have B, A =1, s0 A
centralizes Z(%). By Lemma 14.29, S;-subgroups of N are cyclic, and
so N = ITUQ, Q is eyclie, AQ is a Frobenius group, Nyu(¥) = TA. Let
B be a subgroup of & of prime order, and let N, = TAP. Let U be
a minimal normal subgroup of %, Then C, (1) = N, = 0,(N,), and
N/N, is a Frobenius group of order p.3.2° a = 1. It follows that
A does not centralize Z(T). This contradiction completes the proof.

Let

2 ={D|Peccls@), JSMYPLY},
(X)) =Qex|9sT}.
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Thus, % (%) + @.
If 9 =F° < M, then Cy(€) contains a hyperplane of 9, and so
¢ = M? whence [F¢, G = EN.#° We conclude that

W < C(6) .
Since M = M- Nyu(W), Lemma 15.59 implies that M = M,T, and so
R<E COG).

Choose 9 = F°ec (%), and let P, =Y N H. Let 1 be a comple-
ment to 9, in ¥. Then W acts faithfully on O, (M)/H, and so 2 <
|n| < 4. We argue that [11| = 2. Suppose |[1| = 4. In this case,
R, has a subgroup & of order 9 such that U acts faithfully on $&/9.
Let & = $BU. Since |§, 9] & €, we may view F/C as a F,&/H-module.
Let & = &, X &,, where |&;| = 3, and $&; <| 8. Let U,_; = Cy(9S,/9),
so that 1 = U, x U,. Let & = $&,11;, so that £/ = 8/H x &,/9, and
Li/D = D _ _ ~

Set F = F/C, and let F, = [F, SN [F, S.]. We will show that
% = 1. Suppose false. In any case, &%, admits 8, and so we can
choose an irreducible F,@-submodule , of F,. It follows that |J,| =16,
and ¥, is a free F,l-module. Let ¥, = 3/ be the unique U-admissible
subgroup of F, of order 8, and let g/@ be the unique 1-admissible
subgroup of ¥, of order 2. Then for each Z in 3, we have [, Z] < 3,
and so Cy(Z) is of index at most 2| €| in Y, whence Z e C(Cy(Z)) = MF.
Now |8 | = 8|€|, and we can choose a four-group 8* such that 8 =
8* % 8 By the preceding argument, we have 3* < ¢ Since U
acts faithfully on 3, we get C(E) N 8* =1, so by Lemma 15.54, we
get that [8* N~ ¢+ @. Hence, FN._7°+% @, and so F <= IMC.
This implies that [F, §¢ ¥% = 1, and so the module ¥, does not exist.
Hence, §, = 1.

We next argue that & has no non trivial fixed points on .
This is clear if & = R, since § is a chief factor of M. Suppose
S c R,. In this case, R} = S, and HR; <7 M, whence R, has no fixed
points on . Since R, = S, we conclude in any case that & has no
fixed points on F. Now we get F = C5(S)) x Cx(&,), Cx(S,) = [F, S,
C:(&,) = [, ©,]. Thus, &, &, are the only subgroups of & of order
3 which have fixed points on &, and since & acts faithfully on %, we
have Cy(S;) # 1. Hence, &, S, are central subgroups of R, and so
& = R. This implies that |F/E| =16, and F =€ X F, X ¥, where
T =[5 8] & =I[3 &l B B being four-groups. Also, CF,, CF;
are normalized by F¢. If F e @F;, then C(F) N F® is of index at most
2|€| in ¥% and so GF; = M9 So F< M Choose ¥ to be the
unique hyperplane of &%F; which contains € and admits F¢ = 9), and
then choose F,e$; — §'. Let U* = (F,, F,>. Then U*N CG°) =1,
and so by Lemma 15.54, [¥% U*]N.7¢= @. Since &; centralizes
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3, we get €F, U 65, =7 Choose I in [F% U*] N _7°. Clearly, I¢. 7
since .7 is a T.J. set in ®, and 7 = 7% Since [F¢ U] < F'SS
we have I = ILLE, where Ec@®, and I,eF; NF. Since I¢. 4 we
have I, 1, 1 = 1,2, and so <I,) = &: N .

Next, observe that 9,11, is a hyperplane of ¥) which is 1 on €3, /E.
If Y, centralizes GF,, we get that [F, B & 7 which is false,
since [¥, ¥ & 7. Hence, [CF, DY1,] is a non trivial subgroup of
E. Suppose |&| =2, so that |F| = 2. In this case, we get that
IFTNB =2 and so F°=U x FNF% and F N F°% contains precisely
5 elements of _~Z If FNH%=F N F% then by symmetry, TN F°
contains precisely 5 elements of ._#¢ which is impossible since
SN =T, and # N F=@. FONFOFNGT, and Fe $°NF —
BFE N F, then [F, B° contains an element of (CF, U 6F,)%, which is also
impossible since GF: = 4 while [F, I & 7° We conclude that
|G| = 4.

We argue that §°NF = C-(FNHF%. In any case, C-(FNFY is
contained in £ since § N F¢ visibly is, and since € centralizes F°.
If G-FNJF)CBFNHY% and FeF N H% — EF N J°), we get [F, F =
S ¢ against [F, 81 N7 = @. So H°NF = EF NFY is of index 4
in §. If FNG® has order 8, then F N F° has at least 5 elements of
<% and by symmetry, § N F° has at least 5 elements of _#¢ This
violates .# N 7%= @. If FNB° has order 16, then F N F° contains
at least 11 elements of .7, so by symmetry, has at least 11 elements
of _7¢ This also violates ./ N7 = @. We conclude that |11| = 2.
Let 1 = (U>.

If Fe$, then [F,3°NH] S C, and CF)NF°N O has index at
most || in F°N H. Hence, C(F)NF® has index at most 2/E| in
5%, whence FeCRE° N CF)) < IN° Thus, § < M By symmetry,
TN O <2 Since [U, TN HT < 69, it follows that |[F, U]l <
2|¢|. In other words, Ue? U, U s

Case 1. |N| = 3* and Ny(R) permutes transitively the subgroups
of N of order 3.

In this case, we get |F/C| =25 and F =6 X B X T X B X T
where {; are four-groups which admit R, and R* = Cu(H;) are the
subgroups of N of order 3. We may assume that U inverts R'.
Since | [T, R | = 2%, we get |[F, U]| < 2°. Since Ue, with f <3,
we conclude that |[J, U] | = 2% and since F N H¢ is of index at most
2 in ¥, we then get that |[§ N ¢ Ul| = 2. Since [F N $%, U] = €,
we conclude that [€| = 4, and that [N 9% U] = C° [F, U]. Since
[, U]l = 2 it follows that ¥ N ¢ is a hyperplane of F. Also, U
does not invert HR/H since |F/E| = 2°. Let R be the unique subgroup
of N of order 3 such that U centralizes $N/H. Then N’ normalizes
[3, UlC, and so normalizes ([, U]®) NI[F, R] = [, U]. Thus, as
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C°c[F, U], and [§, U] =8, we get C°NE* 1, where R is a
generater for R:. Since G%is a T.I. set in G, we get R e N(E%) = IM?,
Since [R, €] = 1, so also [R, €°] = 1. Since |[§, U]| = 8, this implies
that R centralizes [, U]. This is false, since | Cyo(R)| = 22

Case 2. |R| = 3% and Ny(R) does not permute transitively the
subgroups of R of order 3.

Let &, be a subgroup of R of order 3 such that C, (&) = 1.
Since |F/E| > 4, Nu(R) does not normalize &, and so R =S, x &,
where {&,, &,} is an orbit under Ny(R) of the subgroups of R of order
R, 3. Hence, F =%, x B X €& where F; are four-groups which admit
and F; & C(S,).

Let § = (EF,F, EcG, F;c%}. Thus, || = 9/€|, and § admits
HR. We argue that § is a conjugacy class of $R. Namely, let
9, =CE)N H. Since |E| < 4, we have | H: 9, | = 2, and since HR <] I,
we get that M = §,- Nu(R). Let F*=F N [F, R|, so that |F*| =9,
and R is transitive on $*. Choose FeF*. Then ©, normalizes FE,
so it suffices to show that [F, ] = €. Suppose [F, 9] = & CG.
Since € = Z(9,), we get €, < §,. Since [E), R} = 1, we get next that
[F®* &, = €. Since FeF* F* = [T, R], and since Nyu(R) normalizes
9, and [F, R], we get €, = Z(M). Now E[F, R] admits §, and Nyu(R).
Since M = §,- Nu(R), and G [F, R B, | E[F, R | = 8, the minimality
of ¥ is violated. So

% is a conjugacy class of $R .

Note that F—F< .7 and so N A <R We argue that
NS, 8% = @. Namely, N H¢ is of index at most 2 in §, and
[BN OBl NE Since E* <. 7° we are done if [F N ©°, T = 1.
So suppose [F N H¢, F% = 1. In this case, F = F N H¢ x {F'), where
F = 1. Also, of course, I° =9, x U. Set J =[U, F]. Since Ug¢ D,
and since [§, U] = {J), we get J¢ @ By Lemma 15.50, we have
Je # If in addition, we have [F°N 9, Bl = 1, then we can apply
Lemma 15.50 to F' acting on 3¢ and get Je . .#% This is false, and
so [§° N ©,B] # 1. Choose Ee [F° N 9, Blf. Thus, Ec @ < A Thus,
we have the following situation: E, J are elements of _# N [, &°l,
and Ec@ JeF — G Since [ is a T.I. set in &, and E <M, it
follows that E and J are not G-conjugate. Hence, |{E,J} N &°| < 1.
But {E,J} < % and §° — §° = .7° Hence, {E,J} N7 = @, which
is false, since .7 N.#%= ¢. We have thus shown that [, B° N
S = .

Let 9 = FQ) = B¢ F@), -+, F(m) be all the elements of 7 (T).
For each %, choose G(7) € ® such that F(:) = F¢”. Then choose F(i) in
B, 8@)] N7, Set F = F(1), and choose X(7) € YR with F(¢)¥? = F.
These elements X(3) exist, since [§, F(@)] N~ =F. Thus, for each
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i, Fis in 79950 0 _#Z¢ Hence, FEV¥ = F° =P = F()*?, and so
B) < HIR for all 4. Thus, if F*ecely(s), and F* = I, then either
T* S 9, or F* is one of our F(7). We conclude that B =HYNR, and
s0 WS HYRN T = Y. Since Np(W) = &, it follows that U inverts
HN/H. Hence, we get that U inverts some S,-subgroup of $R, which
we may assume is R. In this case, U normalizes both of the four-
groups &, 8 and if FF = [8;, Ul, then |FF| =2, and C(U) = € x
& x FF. Since [F, T =% it follows that FNF* = TF x TF x
(G NF%. Since FF = (F¥), where Ff¢ = .7 and since |G| < 4, it
follows that | N S°| = 4, 8, or 16, and in the three cases, we have
IFSNJENF| =2 5, 11, respectively. If F = §% then [F, T = 69,
which gives F¥ec@®° N .7 which is false. Hence, symmetry implies
that .2 N.#% % @. This completes the analysis in case || = 3.

Case 3. |R| =3 and [,(M) = 1.

Let B be a subgroup of IM of order 3 inverted by U. Thus,
IS, B < 28 Since HR < M, it follows that F/E is a direct sum of
irreducible F,R-modules, on each of which R’ acts faithfully. Since
[[B/€, B | <2 we get [F/E] = 2% and if P is a non central subgroup
of R of order 3, then |[F/E, P]| = 2.

Since Ny(W) = Z, we can suppose ¥ has been chosen so that 9
does not centralize $R'/$H, and we can then suppose that U inverts
R'. Let =6 x %5, where §F, = [, N} is of order 2°. Thus,
IS, Ul = 2% and [§, Ul =[8, Ul &B,. Since |R| =23, R has a
subgroup & of order 3 such that U centralizes $&/$. Thus, &
normalizes €[F, U], and so normalizes §, N (C[F, U]) = [B, U]. Since
KN H¢ is of index at most 2 in F, we get | [F N ©F, U]| = 2% and so
[F N ©°, U] = €° is a four-group. Let & = (S)>. Since |[F, U]| = 8§,
and [, U] admits &, it follows that €% N €% 52 1. Hence, S normalizes
@&° and so centralizes % whence S centralizes [§, U]. This is false,
since | [%, ©] | = 24

Case 4. |R| = 3 and [,(IM) > 1.

In this case, M/H is a familiar group: a splitting extension of an
elementary group R,$/$H of order 3%, by GL(2,3). Let T,/ Dbe the
center of /9. We first argue that YZL I,. For if Y= T, then U
inverts $R,/9, and so | [, U] | = 24, against Ue¥,, f < 3.

Let B be a subgroup of RH of order 3 inverted by U. We
choose notation so that PE R,. Now F=C X %, X +++ X T, where
B = [C5(R), R], and R, .-, R* are subgroups of R, of order 3. Also,
B, o+, B: are permuted transitively by Ny(R,). It follows that if
|| = 2%, then |[F, R]| = 2°%*. We may assume that & = R. Since
Ue;, and f <3, we get k=1, |F/E| = 25 Since we now get f = 3,
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we conclude that 1c@cC[g, U], |€E| =4. Let Q be the unique
subgroup of R, of order 3 such that U centralizes $Q/%. Thus, as
before, Q normalizes [F, U] = (€[, U]) N [F, R, and so E° N E% =1,
where @ is a generator for Q. Since € is a T.I. set in ®, we get
Q = N@%), and so Q = C(E%). This then forces Q to centralize [, U],
against |[F, RINCEQ)| =2, |[F, U]l = 2% and [, U] C [F, R].

We conclude that o, = &.

Received May 1, 1972.
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