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Let $X$ be a complex linear space endowed with a semi-inner product $[\cdot, \cdot]$. An operator $A$ on $X$ will be called Hermitian if $[Ax, x]$ is real for all $x \in X$; $A$ is said to be adjoint abelian if $[Ax, y] = [x, Ay]$ for all $x$ and $y \in X$. Since every Banach space may be given a semi-inner product (not necessarily unique) which is compatible with the norm, it is possible to study such operators on general Banach spaces. This paper characterizes Hermitian and adjoint abelian operators on certain Banach spaces which decompose as a direct sum of Hilbert spaces. In particular, the Hermitian operators are shown to have operator matrix representations which are diagonal, with the operators on the diagonal being Hermitian operators on the appropriate Hilbert space. The class of spaces studied includes those Banach spaces with hyperorthogonal Schauder bases.

The notion of semi-inner product is due to Lumer [4] who also introduced the concept of numerical range of an operator on a Banach space in terms of a semi-inner product. This led to the definition of Hermitian operator given above as an operator with real numerical range. Another approach to the idea of numerical range appeared about the same time in the work of Bauer [1]. A good account of developments in the theory of Banach space numerical ranges is given in [3].

In connection with this work on isometries of reflexive Orlicz spaces, Lumer [5] has shown that the Hermitian operators on a reflexive Orlicz space over a nonatomic measure space are essentially multiplications by real $L^\infty$-functions. Tam [10] obtained this same result for Hermitian operators on discrete, symmetric Banach function spaces with absolutely continuous norm.

A recent paper of Schneider and Turner [7], making use of Bauer's approach to numerical ranges, characterizes Hermitian matrices (on finite dimensional spaces with absolute norm) in terms of a certain equivalence relation on the coordinates. The results of that paper have motivated the present work. The property of a norm being absolute can be expressed as a property of the basis; indeed to say that a norm is absolute in the sense used in [7] is to say that the natural unit vector basis is hyperorthogonal. By utilizing the notion of hyperorthogonal Schauder basis we are able to extend the results of [7] on Hermitian operators to Banach spaces with this type of basis.
Our methods are slightly different in that we make use of an explicit representation of the semi-inner product. Our results also extend Tam's theorem [10, Theorem 2] by removing the symmetry condition.

In §2 we consider a class of Banach spaces which have what we call Hilbert-decompositions and which have semi-inner products with certain nice properties. We then characterize Hermitian operators on these spaces [Theorem 2.6] and obtain some corollaries concerning normal operators and products of Hermitian operators. In §4 we show that the class includes Banach spaces with hyperorthogonal Schauder bases, thus obtaining the results mentioned in the preceding paragraph.

Stampfli [9] introduced the concept of adjoint abelian operator on a Banach space. Our definition depends on the particular choice of semi-inner product and therefore agrees with Stampfli's definition on smooth Banach spaces. In §3, we characterize these operators on Banach spaces which are $l_p$-sums of Hilbert spaces $1 < p < \infty$, $(p \neq 2)$. The class of adjoint abelian operators is generally distinct from the class of Hermitian operators, although in some cases it may be a proper subclass. We do show that if a Banach space $X$ is isomorphic to Hilbert space then the classes of adjoint abelian and Hermitian operators coincide if and only if $X$ is isometrically isomorphic to Hilbert space. In particular, the two classes are always distinct on finite dimensional non-Euclidean spaces.

2. Hermitian operators.

**Definition 2.1.** A semi-inner product (s.i.p.) on a linear space $X$ is a mapping $[\cdot, \cdot]$ from $X \times X$ into the scalar field which satisfies

1. $[x + y, z] = [x, z] + [y, z]$ for all $x, y, z \in X$,
2. $[\lambda x, y] = \lambda[x, y]$ for $\lambda$ a scalar,
3. $[x, x] > 0$ for $x \neq 0$.
4. $|[x, y]|^2 \leq [x, x][y, y]$ for all $x, y \in X$.

Lumer has shown that if $(X, \nu)$ is a Banach space and $\phi$ is a duality map from $X$ into $X^*$ with dual norm $\nu^*$ such that $\nu^*(\phi x) = \nu(x)$, $\phi x(x) = [\nu(x)]^2$, then $[x, y] = \phi y(x)$ defines a s.i.p. on $X$ which is compatible with the norm; i.e., $\nu(x) = [x, x]^{1/2}$. Such duality maps always exist but are generally not unique unless the space is smooth [4]. In addition one can assume that $\phi x = x^{1/2}$ for each $x$.

**Definition 2.2.** Let $(X, [\cdot, \cdot])$ be a complex semi-inner product space. If $A$ is an operator on $X$ then the numerical range $W(A)$ of
A is defined by \( W(A) = \{ [Ax, x] : [x, x] = l \} \).

If \( X \) is an inner product space then it is well known that \( A \) is self adjoint or Hermitian if and only if \( W(A) \) is real. Lumer [4] has shown that if \( X \) is a Banach space and \( A \) is an operator on \( X \) then the numerical ranges of \( A \) relative to s.i.p.’s which are compatible with the norm must have the same convex hull. Thus if \( W(A) \) is real for a given s.i.p. which is compatible with the norm, then \( W(A) \) is real for every such s.i.p. This makes the next definition possible.

**DEFINITION 2.3.** An operator \( A \) on a Banach space \( X \) is said to be Hermitian if \( [Ax, x] \) is real for every \( x \), where \([\cdot, \cdot]\) is a s.i.p. compatible with the norm.

Our purpose in this section is to characterize Hermitian operators on Banach spaces which are direct sums of Hilbert spaces and which possess s.i.p.’s which can be represented in a natural way.

**DEFINITION 2.4.** A Banach sequence space \((E, \mu)\) has an absolute norm if given \( \{x_i\} \in E \) and \( \{y_i\} \) with \( |y_i| = |x_i| \) for each \( i \) then \( \{y_i\} \in E \) and \( \mu(|y_i|) = \mu(|x_i|) \). A Banach space \((X, \nu)\) is said to have an \( H \)-decomposition if there exists a sequence of subspaces \( \{X_i\} \), each a Hilbert space, and a Banach sequence space \((E, \mu)\) with absolute norm such that (i) the \( X_i \)'s form a decomposition of \( X \), i.e., every \( x \in X \) can be represented uniquely as \( x = \sum x_i, x_i \in X_i \), (ii) if \( x = \sum x_i \), then \( ||x_i|| \in E \) and \( \nu(x) = \mu(||x_i||) \) and (iii) \( \mu(\{u_k\}) = 1 \) for any sequence of the form \( u_k = 1 \) for \( k = i \) and \( u_k = 0 \) for \( k \neq i \).

**REMARKS.** If a Banach sequence space \((E, \mu)\) has an absolute norm, then if \( \{x_i\}, \{y_i\} \in E \) and \( |y_i| \leq |x_i| \) for each \( i \) then \( \mu(|y_i|) \leq \mu(|x_i|) \). An example of a Banach space with an \( H \)-decomposition is an \( l_p(\infty > p \geq 1) \) sum of a sequence \( \{X_i\} \) of Hilbert spaces. Other examples will be given in § 4.

**DEFINITION 2.5.** Let \((X, \nu)\) be a Banach space possessing an \( H \)-decomposition \( \{(X_i), (E, \mu)\} \). A semi-inner product \([\cdot, \cdot]\) on \( X \) will be called “sufficiently \( l_p \)-like” if there exists a sequence of nonnegative functions \( \{a_i\} \) defined on \( X \) with the properties: For \( x = \sum x_i, y = \sum y_i \),

\[
\begin{align*}
(2.5.1) & \quad a_k(x) = a_k(y) \text{ for each } k \text{ if } ||x_i|| = ||y_i|| \text{ for every } i, \\
(2.5.2) & \quad a_\lambda(x) = a_\lambda(y) \text{ for every nonzero scalar } \lambda, \\
(2.5.3) & \quad \text{for every pair } k \neq j \text{ there exist } x_k \in X_k, x_j \in X_j \text{ such that for } x = x_k + x_j, a_k(x) = a_j(x) \neq 0, \\
(2.5.4) & \quad \text{for every pair } k \neq j \text{ there exists } x \in X \text{ with } x_k \neq 0, x_j \neq 0 \text{ such that } a_k(x) \neq a_j(x),
\end{align*}
\]
\[ [x, y] = \sum \langle x_i, y_i \rangle a_i(y) \] where \( \langle \cdot, \cdot \rangle \) denotes the s.i.p. on \( X_i \).

**Remark.** If \( X \) is an \( l_p \)-sum of Hilbert spaces \( \{X_i\} \) where \( 1 < p < \infty (p \neq 2) \), then an example of a semi-inner product which is sufficiently \( l_p \)-like in the sense of 2.5 is given by: \( [x, y] = \sum \langle x_i, y_i \rangle a_i(y) \), where

\[ a_i(y) = \left( \frac{||y_i||}{||y||} \right)^{p-2} \text{ for } ||y|| \neq 0. \]

In fact in this case the s.i.p. is unique.

If \( (X, \nu) \) is a Banach space which has an \( H \)-decomposition \( \{X_i\} \) \( (E, \mu) \) then every operator on \( X \) can be represented by an operator matrix. For each positive integer \( k \) define the projection operator \( P_k \) by \( P_k x = x_k \). Then for each pair of positive integers \( i, j \) define the operator \( A_{ij} \) from \( X_i \) to \( X_j \) by \( A_{ij} = P_i A_j \) where \( A_j \) is the restriction of \( A \) to \( X_j \). Now \( A \) can be represented by the operator matrix

\[
(A_{ij}) = \begin{bmatrix}
A_{11} & A_{12} & \cdots \\
A_{12} & A_{22} & \cdots \\
& & & \ddots \\
& & & & \ddots
\end{bmatrix}
\]

whose action on a vector \( x = \sum x_i \) is interpreted in the obvious way.

In the remainder of the paper, we will say a Banach space belongs to the class \( \mathcal{F} \) if it has an \( H \)-decomposition and possesses a sufficiently \( l_p \)-like semi-inner product.

**Theorem 2.6.** Let \( (X, \nu) \) be a Banach space which possesses an \( H \)-decomposition and suppose \( (X, \nu) \) possesses a sufficiently \( l_p \)-like s.i.p. An operator \( A \) on \( X \) with operator matrix \( (A_{ij}) \) is Hermitian if and only if \( (A_{ii}) \) is Hermitian for each \( i \) and \( A_{ij} = 0 \) for \( i \neq j \).

Furthermore, \( \nu_o(A) = \text{Sup}_i ||A_{ii}|| \) where \( \nu_o \) denotes the operator norm.

**Proof.** Let \( \{X_i\} \) denote the family of Hilbert spaces which decompose \( X \) and let \( \langle \cdot, \cdot \rangle, ||\cdot|| \) denote the inner product and the associated norm respectively on \( X_i \).

First suppose \( A \) satisfies the condition given in the statement of the theorem. If \( x = \sum x_i \in X \) then \( [Ax, x] = \sum \langle A_{ii} x_i, x_i \rangle a_i(x) \) where the \( a_i \)'s satisfy the conditions given in 2.5. Since \( A_{kk} \) is Hermitian for each \( k \) and the \( a_i \)'s are real, \( [Ax, x] \) is real. Thus \( A \) is Hermitian.

Suppose now that \( A \) is Hermitian. Let \( i \) be given and \( x_i \) an arbitrary nonzero element of \( X_i \). Then

\[
[A x_i, x_i] = \langle A_{ii} x_i, x_i \rangle a_i(x_i) = \langle A_{ii} x_i, x_i \rangle
\]
must be real. It follows that \( A_{ii} \) is Hermitian as an operator on \( X_i \).
Now let \( k, j \) be given with \( k \neq j \) and \( x_k, x_j \) be arbitrary elements of \( X_k \) and \( X_j \) respectively. Let \( x = x_k + x_j \). Then

\[
[Ax, x] = \langle A_{kj} x_k, x_h \rangle a_k(x) + \langle A_{kj} x_j, x_h \rangle a_j(x)
\]

+ \( \langle A_{jk} x_k, x_j \rangle a_j(x) + \langle A_{jk} x_j, x_j \rangle a_j(x) \).

The first and last terms have already been shown to be real. Since \( [Ax, x] \) is real we have for all choices of \( x_k \in X_k \) and \( x_j \in X_j \),

(2.6.1) \[ \langle A_{kj} x_j, x_h \rangle a_k(x) + \langle A_{kj} x_j, x_h \rangle a_j(x) \]

is real. We proceed to show that \( A_{kj} = 0 \) and \( A_{jk} = 0 \). From (2.6.1) we get

(2.6.2) \[ \langle A_{kj} x_j, x_h \rangle a_k(x) + \langle A_{kj} x_j, x_j \rangle a_j(x) \]

If we let \( x' = i x_k + x_j \), then \( a_k(x') = a_k(x) \) and \( a_j(x') = a_j(x) \) by (2.5.1). The substitution of \( x' \) into (2.6.2) yields

(2.6.3) \[ -i \langle A_{kj} x_j, x_h \rangle a_k(x) + i \langle A_{kj} x_j, x_j \rangle a_j(x) \]

Dividing through (2.6.3) by \( i \) and adding to (2.6.2) leads to

(2.6.4) \[ \langle A_{kj} x_j, x_h \rangle a_k(x) = \langle A_{kj} x_j, x_j \rangle a_k(x) \] which holds for all choices of \( x_k \in X_k \) and \( x_j \in X_j \).

It follows from (2.5.3) that there exists \( x'_k \in X_k \) and \( x'_j \in X_j \) such that \( a_k(x') = a_j(x') \neq 0 \) for \( x = x'_k + x'_j \). If \( x_k, x_j \) are arbitrary non-zero elements of \( X_k \) and \( X_j \) respectively and \( x = ||x'_k|| (x_h/||x_h||) + ||x'_j|| (x_j/||x_j||) \) it follows from (2.5.1) that \( a_k(x) = a_j(x) \neq 0 \) and from (2.6.4) we have

(2.6.5) \[ \langle A_{kj} x_j, x_h \rangle = \langle A_{kj} x_j, x_j \rangle \] .

Combining (2.6.5) and (2.6.1) we see that

(2.6.6) \[ \langle A_{kj} x_j, x_h \rangle a_k(x) + \langle A_{kj} x_j, x_j \rangle a_j(x) \]

is real for all choices of \( x_k \in X_k \) and \( x_j \in X_j \).

It is clear that (2.6.6) will be contradicted if there exists \( x_k \in X_k, x_j \in X_j \) with \( \langle A_{kj} x_j, x_h \rangle \neq 0 \) and \( a_k(x) \neq a_j(x) \) where \( x = x_k + x_j \).

Suppose then that \( a_k(x) = a_j(x) \) for every \( x = x_k + x_j \) such that

(2.6.6) \[ \langle A_{kj} x_j, x_h \rangle \neq 0 \] . If \( A_{kj} \neq 0 \), then there exists \( x_k \in X_k \) and \( x_j \in X_j \) such that \( \langle A_{kj} x_j, x_h \rangle \neq 0 \). If \( y = y_k + y_j \) is given, then \( \langle A_{kj} x_j, x_h \rangle \neq 0 \) where \( x_j = ||y_j|| (x_j/||x_j||) \), \( x_k = ||y_k|| (x_k/||x_k||) \). By (2.5.1) and our assumption, \( a_k(y) = a_j(y) \).

Hence, in order that (2.6.6) fail to be contradicted if \( A_{kj} \neq 0 \), we must have \( a_k(x) = a_j(x) \) for all \( x = x_k + x_j \).

More generally, from (2.6.5) we have
\[ [Ax, x] = \sum_{1 \leq p < q} \langle A_{pq} x, x_p \rangle a_p(x) + \langle A_{pq}^* x, x_p \rangle a_q(x) \]
is real for all \( x = \sum x_i \in X \). For a given \( j \), we may group the terms involving \( j \) and replace \( x \) by \( x' = x_1 + x_2 + \cdots + e^{i\theta}x_j + \cdots \) to obtain

\begin{equation}
(2.6.7)
\end{equation}

\[ e^{i\theta} \left( \sum_{1 \leq p < j} \langle A_{pq} x, x_p \rangle a_p(x) + \sum_{q > j} \langle A_{jq} x, x_j \rangle a_q(x) \right) + e^{-i\theta} \left( \sum_{1 \leq p < j} \langle A_{pj} x, x_p \rangle a_j(x) + \sum_{q > j} \langle A_{qj} x, x_j \rangle a_j(x) \right) + \gamma \]
is real for all choices of \( \theta, 0 \leq \theta < 2\pi \) where \( \gamma \) is independent of \( \theta \). From the lemma of Tam [9, p. 236], and after some straightforward computation, we may conclude that

\begin{equation}
(2.6.8)
\end{equation}

\[ \sum_{1 \leq p < j} \langle A_{pj} x, x_p \rangle (a_p(x) - a_j(x)) + \sum_{q > j} \langle A_{qj} x, x_j \rangle (a_q(x) - a_j(x)) = 0 \]

for any \( x \) with \( x_j \neq 0 \). By (2.5.1) we may replace each term in (2.6.8) by its absolute value, and can therefore conclude that \( \langle A_{kj} x, x_k \rangle a_k(x) = \langle A_{kj} x, x_j \rangle a_j(x) \) for any choice of \( x \). If \( \langle A_{kj} x, x_j \rangle = 0 \) we conclude that \( a_k(x) = a_j(x) \). It follows that \( a_k(x) = a_j(x) \) for all \( x \) if \( A_{kj} \neq 0 \). But from (2.5.4) we know that \( a_k(x) \neq a_j(x) \) for some \( x \) and consequently \( A_{kj} = 0 \). It now follows from (2.6.5) that \( A_{jk} \) is also zero.

To complete the proof, we must show that \( \nu(A) = \sup \| A_i \| \). Let \( M = \sup \| A_i \| \). Then for any \( x \),

\[ \nu(Ax) = \mu(\| A_i x_i \|) \leq \mu(\| A_i \| \cdot \| x_i \|) \leq M \mu(\| x_i \|) = M \nu(x) . \]

Hence \( \nu(A) \leq M \). Since it is obvious that \( \nu(A) \geq M \), we obtain equality and the proof is complete.

In each of the following corollaries, \( X \) will denote a Banach space which satisfies the hypothesis of Theorem 2.6.

**Corollary 2.7.** Let \( A, B \) be Hermitian operators on \( X \). Then \( AB \) is Hermitian if and only if \( AB = BA \).

**Proof.** This follows from the characterization of \( A \) and \( B \) as having diagonal operator matrix representations and from the corresponding result for Hilbert spaces.

The conclusion of Corollary 2.7 does not hold in general [2, p. 106].

**Corollary 2.8.** If \( A \) is a Hermitian operator on \( X \), then \( A^n \) is Hermitian for every positive integer \( n \).

Again this result does not hold for general Banach spaces [4, p. 84].
Following Lumer [5, p. 79], we say an operator $T$ on a Banach space $X$ is normal if $T = A + iB$ where $A$ and $B$ are Hermitian and $AB = BA$. The next corollary characterizes normal operators in our particular class of spaces.

**Corollary 2.9.** Let $T$ be an operator on $X$. Then $T$ is normal if and only if $T$ is represented by an operator matrix $T = (T_{kj})$ such that $T_{kj} = 0$ for $k \neq j$, and for each $k$. $T_{kk}$ is normal on an operator on the Hilbert space $X_k$.

**Proof.** It is well known that an operator $K$ on a Hilbert space is normal if and only if $K = R + iJ$ where $R, J$ are Hermitian and $RJ = JR$. The desired result follows readily from the characterization of Hermitian operators on $X$.

An operator $S$ on a Banach space $(X, \nu)$ is called a *scalar operator* if there exists a spectral measure $E(\cdot)$ such that $S = \int zdE(z)$.

**Corollary 2.10.** If $X$ is reflexive then every normal operator is a scalar operator.

**Proof.** This follows from a theorem of Berkson [6, p. 79] and Corollaries 2.7 and 2.9.

3. **Adjoint abelian operators.** Stampfli [9] defines an operator on a Banach space to be *adjoint abelian* if there is a s.i.p. compatible with the norm such that $[Ax, y] = [x, Ay]$ for every $x, y$ in the space.

**Definition 3.1.** An operator $A$ on a s.i.p.s $(X, [\cdot, \cdot, \cdot])$ is said to be *adjoint abelian* if and only if $[Ax, y] = [x, Ay]$ for all $x, y \in X$.

The above definition differs from that of Stampfli in that it is defined relative to a given s.i.p. The following example shows, in contrast to the situation for Hermitian operators, that an operator may be adjoint abelian with respect to one s.i.p. but not with respect to another, even though both are compatible with the norm. This ambiguity does not occur in the case of a smooth Banach space which has a unique s.i.p. compatible with the given norm.

**Example 3.1.1.** Let $X$ be a two dimensional complex space with the $l^\infty$ norm. Let $\lambda$ be chosen with $0 < \lambda < 1$. Let $\phi_\lambda$ denote the map defined on $X$ into $X^*$ by

$$
\phi_\lambda(y) = \begin{cases} (\bar{y}, 0) & \text{if } |y_1| > |y_2| \\
(0, \bar{y}_2) & \text{if } |y_1| < |y_2| \\
(\lambda \bar{y}_1, (1 - \lambda) \bar{y}_2) & \text{if } |y_1| = |y_2|.
\end{cases}
$$
It is easy to verify that $\| \phi(y) \|_1 = \| y \|_\infty$ and $\phi(y)(y) = \| y \|_2$. Hence we may define, for each $\lambda$, a s.i.p. on $X$ by $[x, y]_\lambda = \phi(y)(x)$ such that $[x, y]_\lambda$ is compatible with $\| \cdot \|_\infty$. Let $A = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$. It is clear that $[Ax, y]_\lambda = [x, Ay]_\lambda$ for all choices of $x, y$ if and only if $\lambda = 1/2$. Hence $A$ is adjoint abelian relative to $[\cdot, \cdot]_\lambda$ for $\lambda = 1/2$ but not adjoint abelian relative to $[\cdot, \cdot]_\lambda$ for $\lambda \neq 1/2$.

We now wish to characterize adjoint abelian operators in a manner similar to that for Hermitian operators. We shall assume here that the Banach space is an $l_p$-sum of separable Hilbert spaces, where $1 < p < \infty$, $p \neq 2$ and the Hilbert spaces may be of varying dimension finite or infinite.

In this case, the semi-inner product is given by

$$[x, y] = \sum \langle x_i, y_i \rangle \frac{\| y_i \|^{p-2}}{\nu(y)}$$

where $x = \sum x_i$, $y = \sum y_i$ and $\nu$ is the norm on $X$.

**Theorem 3.2.** Let $X$ be an $l_p$-sum of Hilbert spaces $X_i$ where $1 < p < \infty$, $p \neq 2$, with norm $\nu$ and semi-inner product given by $\nu(y)$. An operator $A \neq 0$ on $X$ with operator matrix representation $(A_{kj})$ is adjoint abelian if and only if the following conditions are satisfied:

(3.2.1) $A_{kj} = 0$ if $X_k$ and $X_i$ have different dimension.

(3.2.2) For each $k$, there exists one and only one $j$ such that $A_{kj} \neq 0$.

(3.2.3) If $A_{kj} \neq 0$, then $A_{kj} = A^*_{jk}$.

(3.2.4) There is a constant $\lambda > 0$ such that if $A_{kj} \neq 0$, then $A_{kj} = \lambda B_{kj}$ where $B_{kj}$ is an isometry.\(^1\)

**Proof.** We first prove that the conditions (3.2.1), (3.2.2), (3.2.3), and (3.2.4) are sufficient for $A$ to be adjoint abelian. Let $x = \sum x_i \in X$ and $y = \sum y_i \in X$ be given. Since there is exactly one nonzero operator per row and column (in the operator matrix) we obtain

$$[Ax, y] = \sum_A \langle A_{kj}x_j, y_k \rangle \frac{\| y_k \|^{p-2}}{\nu(y)}$$

where $j$ is the unique index corresponding to $k$ guaranteed by (3.2.2). On the other hand,

\(^1\) We are indebted to the referee for pointing out that Theorem 3.2 has been proved for the case $X = l_p$, $1 < p < \infty$, $p \neq 2$, by Twum Owusu Ansah in his doctoral dissertation, Hermitian operators of meromorphic type on Banach spaces, University of Toronto, June, 1972.
(3.2.6) \[ [x, Ay] = \sum_k \langle x_k, A_{kj}y_j \rangle \frac{||A_{kj}y_j||^{p-2}}{\nu(Ay_j)^{p-2}}. \]

Since \( A_{jk} = A_{kj}^* \) we have \( \langle x_k, A_{jk}y_j \rangle = \langle x_j, A_{jk}y_k \rangle \) for each pair \( k, j \). Furthermore,

\[
\left[ \frac{||A_{jk}y_j||}{\nu(Ay_j)} \right]^{p-2} = \left[ \frac{||y_k||}{\nu(y)} \right]^{p-2}.
\]

It follows that the sum (3.2.6) is a rearrangement of the sum (3.2.5) and since each is absolutely convergent, we must have \( [Ax, y] = [x, Ay] \).

Next suppose that \( A \) is adjoint abelian on \( X \). Let \( k, j \) be given positive integers and \( x_k \in X_k, y_j \in X_j \). Since \( A \) is adjoint abelian we must have \( \langle Ax_k, y_j \rangle = \langle x_k, Ay_j \rangle \) and \( [Ay_j, x_k] = [y_j, Ax_k] \). From these equalities we obtain

(3.2.7) \[ \langle A_{jk}x_k, y_j \rangle = \langle x_k, A_{kj}y_j \rangle \frac{||A_{kj}y_j||^{p-2}}{\nu(Ay_j)^{p-2}} \text{ and} \]
(3.2.8) \[ \langle A_{kj}y_j, x_k \rangle = \langle y_j, A_{jk}x_k \rangle \frac{||A_{jk}x_k||^{p-2}}{\nu(Ax_k)^{p-2}}. \]

If we take complex conjugates in (3.2.8) and substitute into (3.2.7) we obtain

(3.2.9) \[ \langle A_{jk}x_k, y_j \rangle = \langle A_{jk}x_k, y_j \rangle \frac{||A_{kj}y_j||^{p-2}}{\nu(Ay_j)^{p-2}} \frac{||A_{jk}x_k||^{p-2}}{\nu(Ax_k)^{p-2}}. \]

Suppose there exists \( x_k \in X_k \) and positive integer \( n \) such that

(3.2.10) \[ A_{nk}x_k \neq 0 \text{ and } A_{jk}x_k \neq 0. \]

If there exists \( y_j \in X_j \) such that \( \langle A_{jk}x_k, y_j \rangle \neq 0 \) it follows from (3.2.9) and the fact that \( p \neq 2 \), that \( ||A_{kj}y_j|| = \nu(Ay_j) \) and \( ||A_{jk}x_k|| = \nu(Ax_k) \). Since \( \nu(Ax_k) = (\sum_m ||A_{mk}x_k||^p)^{1/p} \), we must have \( A_{mk}x_k = 0 \) for all \( m \neq j \) which contradicts (3.2.10). Hence \( \langle A_{jk}x_k, y_j \rangle = 0 \) for all \( y_j \in X_j \) which implies that \( A_{jk}x_k = 0 \), again contradicting (3.2.10). Therefore, if \( x_k \in X_k \), and \( n \) is given we must have

(3.2.11) \[ A_{nk}x_k = 0 \text{ or } A_{jk}x_k = 0. \] Thus if \( A_{jk} \neq 0 \), there exists \( x_k \in X_k \) such that \( A_{jk}x_k = 0 \). By (3.2.11) \( A_{nk}x_k = 0 \). If \( A_{nk} \neq 0 \), then by (3.2.11) there exists \( y_j \in X_j \) such that \( A_{jk}y_k = 0 \). If we let \( z_k = x_k + y_k \), then \( A_{nk}z_k = A_{nk}x_k + A_{nk}y_k = A_{nk}y_k = 0 \) and \( A_{jk}z_k = A_{jk}x_k + A_{jk}y_k = A_{jk}y_k = 0 \). Hence we have \( A_{nk}z_k = 0 \) which contradicts (3.2.11). We conclude that

(3.2.12) if \( A_{jk} \neq 0 \), then \( A_{nk} = 0 \) for all \( n \neq j \).

A similar argument would show that if \( A_{kj} \neq 0 \), then \( A_{hn} = 0 \) for
all \( n \neq j \).

This information, together with (3.2.7) implies that if \( A_{jk} \neq 0 \), then

\[
\langle A_{jk}x_b, y_j \rangle = \langle x_b, A_{kj}y_j \rangle \quad \text{for all} \quad x_b \in X_b, y_j \in X_j.
\]

Next we show that there exists \( \lambda > 0 \) such that

\[
\nu(Ay) = \lambda \nu(y) \quad \text{for all} \quad y \in X.
\]

To see this, let \( x = \sum x_i \), \( y = \sum y_i \) be elements of \( x \), then

\[
0 = [Ax, y] - [x, Ay] = \sum_k \langle A_{kj}x_j, y_k \rangle \left( \frac{||y_k||^{p-2}}{[\nu(y)]^{p-2}} - \frac{||A_{jk}y_k||^{p-2}}{[\nu(Ay)]^{p-2}} \right)
\]

where we have used (3.2.13) and the fact that the sums can be rearranged. By choosing appropriate \( x_i \)'s, we can show that for each \( k \),

\[
\frac{||y_k||^{p-2}}{[\nu(y)]^{p-2}} - \frac{||A_{jk}y_k||^{p-2}}{[\nu(Ay)]^{p-2}} = 0 \quad \text{when} \quad A_{kj} \neq 0.
\]

Hence for any \( k \) such that \( y_k \neq 0 \) we have

\[
\frac{\nu(Ay)}{\nu(y)} = \frac{||A_{jk}y_k||}{||y_k||}.
\]

From this we may conclude that \( \nu(Ay)/\nu(y) \) is constant. To see this let \( y, z \) be nonzero elements of \( X \). Then there exist integers \( k, n \) such that \( y_k \) and \( z_n \) are not zero. Let

\[
\lambda = \frac{\nu(Ay)}{\nu(y)} = \frac{||A_{jk}y_k||}{||y_k||} \quad \text{and} \quad \sigma = \frac{\nu(Az)}{\nu(z)} = \frac{||A_{mn}z_n||}{||z_n||}.
\]

If \( k \neq n \), let \( w = y_k + z_n \). By (3.2.16), we conclude that

\[
\frac{\nu(Aw)}{\nu(w)} = \frac{||A_{jk}y_k||}{||y_k||} = \frac{||A_{mn}z_n||}{||z_n||}
\]

and hence \( \lambda = \sigma \). A similar argument for the case \( k = n \) also gives \( \lambda = \sigma \). Therefore, \( \nu(Ay)/\nu(y) \) = constant for all \( y \neq 0 \). In fact, \( \nu(Ay)/\nu(y) = \nu(A) \) whenever \( y \neq 0 \) and this proves (3.2.14).

Again from (3.2.16) we have

\[
||A_{jk}y_k|| = \lambda ||y_k|| \quad \text{for all} \quad y_k \in X_k.
\]

It is clear from (3.2.14) that every row and column in \((A_{jk})\) must have at least one nonzero entry. This fact together with (3.2.12) establishes (3.2.2).

Suppose now that \( X_k \) and \( X_j \) have different dimensions and without loss of generality, suppose \( \dim(X_i) < \dim(X_j) \). Then \( A_{kj} \) cannot be one-to-one as a map from \( X_j \) to \( X_k \), which contradicts the fact that \( ||A_{jk}x_j|| = \lambda ||x_j|| \) if \( A_{kj} \neq 0 \). We conclude that \( A_{kj} = 0 \) which establishes (3.2.1).
If \( A_{kj} \neq 0 \), then \( X_k \) and \( X_j \) are essentially the same space and (3.2.3) follows from (3.2.13).

Finally, if \( A_{kj} \neq 0 \), then (3.2.17) implies that \( \lambda^{-1}A_{kj} \) is an isometry.

**Remark 3.3.** The conclusion of Theorem 3.2 holds for operators on a Banach space \( X \) as described in §2 with some additional assumptions on the \( a_k \)'s which occur in the representation of the s.i.p. as given in 2.5. Those conditions are:

1. \( a_k(x)a_j(x) = 1 \) if and only if \( a_k(x) = a_j(x) = 1 \).
2. \( a_k(x) = 1 \) if and only if \( a_j(x) = 0 \) for \( j \neq k \).
3. \( a_k(x) = a_j(y) \) implies \( ||x_k||/\nu(x) = ||y_j||/\nu(y) \).

**Remark 3.4.** Let \( X \) be an \( l_p \) sum of a sequence of Hilbert spaces \( \{X_i\} \) where \( 1 < p < \infty \) and \( p \neq 2 \) and let \( H \) be the \( l_2 \) sum of these spaces. If \( A \) is an operator which is adjoint abelian on \( X \) and if \( A \) is defined on \( H \) then \( A \) is Hermitian on \( H \).

**Remark 3.5.** If no two \( X_i \)'s have the same dimension, then an adjoint abelian operator on \( X \) has a diagonal matrix representation and therefore is Hermitian by Theorem 2.6.

If, for example, \( X \) is the \( l_p \) sum of a one dimensional and a two dimensional space, then every adjoint abelian operator is Hermitian, but not conversely.

Thus \( \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & i \\ 0 & -i & 0 \end{pmatrix} \) is adjoint abelian on that space while \( \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & i/2 \\ 0 & -i/2 & 0 \end{pmatrix} \) is Hermitian but not adjoint abelian.

If instead we take \( X = X_1 + X_2 \) as the \( l_p \) sum of two 2-dimensional Hilbert spaces where \( p \neq 2 \), then \( \begin{pmatrix} 0 & 0 & -i & 0 \\ 0 & 0 & 0 & i \\ i & 0 & 0 & 0 \\ 0 & -i & 0 & 0 \end{pmatrix} \) is an adjoint abelian operator which is not Hermitian. (Here we are considering the matrices as representing an operator relative to the natural coordinate basis vectors.)

It is of some interest perhaps to consider spaces on which the classes of Hermitian and adjoint abelian operators coincide. This happens, of course, on Hilbert spaces. The next theorem shows that this cannot happen on non-Hilbert spaces which are isomorphic to Hilbert spaces. In particular, the two classes are always distinct on finite dimensional spaces.

Let \( (X, [\cdot, \cdot]) \) be a semi-inner product space. The algebra of bounded operators on \( X \) will be denoted by \( B(X) \). \( H(X) \) and \( A(X) \) will denote the Hermitian and adjoint abelian operators respectively.
THEOREM 3.6. Let \((X, \nu)\) be a Banach space which is isomorphic to Hilbert space. If there is a s.i.p. \([\cdot, \cdot]\) on \(X\), compatible with \(\nu\), for which \(A(X) = H(X)\) then \((X, \nu)\) is isometric with Hilbert space.

**Proof.** Suppose \([\cdot, \cdot]\) is a s.i.p. on \(X\) compatible with \(\nu\) for which \(A(X) = H(X)\). Let \(T \in H(X)\). Then \(T \in A(X)\) and by Lemma 2 of [8] \(T^* \in H(X)\). By Theorem 3 page 59 of [3], \(J = H(X) + iH(X)\) is a Banach* algebra and furthermore it follows from Theorem 5 page 78 of [3] that \(J\) is a \(B^*\) algebra.

Since \(X\) is isomorphic to Hilbert space, there is an inner product \(\langle \cdot, \cdot \rangle\) defined on \(X\) which induces an equivalent norm. Define 

\[ S = \{ T \in B(X) : \langle Tx, y \rangle = \langle x, Ty \rangle \text{ for every } x, y \} \]

Then \(C = S + iS\). Then \(C\) is a \(B^*\) algebra with respect to the involution defined by \(\langle Tx, y \rangle = \langle x, Ty \rangle\) and \(C\) contains the identity. Again by Theorem 5 page 78 of [3] \(C \subset J\). But \(C = B(X)\). Hence by Theorem 6 page 78 of [3] \(X\) is a Hilbert space.

4. Spaces with hyperorthogonal bases and the class \(\mathcal{S}\). A sequence \(\{e_i\}\) in a complex Banach space \((X, \nu)\) is called a Schauder basis if for every \(x \in X\) there is a unique sequence \(\{\alpha_i\}\) of scalars such that \(x = \sum \alpha_i e_i\). Associated with the sequence \(\{e_i\}\) is the sequence \(\{e_i^*\}\) in the dual space \(X^*\) defined by \(e_i^*(e_j) = \delta_{ij}\) for each pair \(i, j\) of positive integers. Thus \(e_i^*(x) = \alpha_i\) and \(x = \sum e_i^*(x)e_i\). A basis is sometimes indicated by writing the pair \(((e_i), \{e_i^*\})\). A basis is shrinking if \(\{e_i^*\}\) is a basis for \(X^*\) and normal if \(\nu(e_i) = \nu^*(e_i) = 1\) for each \(i\) where \(\nu, \nu^*\) denote the norm on \(X\) and the dual norm on \(X^*\) respectively. The basis \(\{e_i\}\) is said to be hyperorthogonal if \(\nu(\sum \alpha_i e_i) = \nu(\sum |\alpha_i| e_i)\) for each \(x = \sum \alpha_i e_i \in X\) [8. p. 558]. If, for \(x = \sum \alpha_i e_i\), we let \(|x| = \sum |\alpha_i| e_i\), then the above is expressed by saying \(\nu(x) = \nu(|x|)\) for each \(x \in X\). It may be readily shown that in this case \(\nu\) is monotone relative to \(\{e_i\}\); that is if \(|\alpha_i| \leq |\beta_i|\) for each \(i\) and \(\sum \beta_i e_i \in X\), then \(\nu(\sum \alpha_i e_i) \leq \nu(\sum \beta_i e_i)\) [8. p. 558].

Let \(N\) denote the set of positive integers or the set \(\{1, 2, 3, \ldots, n\}\) for some \(n\). We now define an equivalence relation on \(N\) in a way suggested by Schneider and Turner [7].

**Definition 4.1.** If \(i, j \in N\) we say \(i\) is equivalent to \(j\) relative to the norm \(\nu\) and the hyperorthogonal basis \(\{e_i\}\) for \(X\) if \(|\alpha_i|^2 + |\alpha_j|^2 = |\beta_i|^2 + |\beta_j|^2\) and \(|\alpha_k| = |\beta_k|\) for \(k \neq i, j\) imply that \(\nu(\sum \alpha_i e_k) = \nu(\sum \beta_i e_k)\). In this case we write \(i \sim j\).

It has been shown that "~" defines an equivalence relation on \(N\) where \(N\) is finite [7], and the proof is exactly the same in case \(N\) is infinite. We now show that this equivalence relation gives rise to a decomposition of the space in the sense of 2.4.
For the remainder of this section, \( \{ e_\tau \} \) will denote a normalized (i.e., \( \nu(e_\tau) = 1 \) for each \( i \)) hyperorthogonal basis for the Banach space \( X \) with norm \( \nu \). The sets \( N_1, N_2, \ldots \) will denote the equivalence classes in \( N \) determined by the equivalence relation of 4.1. We will treat the \( N_i \)'s as if there are infinitely many of them and each \( N_i \) is infinite. The necessary adjustments in finite cases are obvious. The elements of \( N_k \) are denoted by \( p_{ik}, p_{kl} \) ... in increasing order.

If \( x = \sum \alpha_i e_i \) and \( \sum |\alpha_i|^2 < \infty \), we write \( ||x|| = (\sum |\alpha_i|^2)^{1/2} \).

**Lemma 4.2.** Let \( X, \nu, \{ e_\tau \}, N_1, N_2, \ldots \) be as described above. Then there exists a sequence of subspaces \( \{ X_i \} \) of \( X \), each being isometric with \( l_2 \), and a sequence space \( (E, \mu) \) such that \( (\{ X_i \}, (E, \mu)) \) is an \( H \)-decomposition of \( X \).

**Proof.** For each positive integer \( i \) let \( X_i \) denote the closed linear span of the basis vectors \( \{ e_{p_{ik}} : p_{ik} \in N_i \} \). If \( x = \sum \alpha_i e_i \in X \), let \( x_i = \sum_k \alpha_{p_{ik}} e_{p_{ik}} \). Then \( x_i \in X_i \) and it is readily shown that \( x = \sum_i x_i \). For if \( \varepsilon > 0 \) is given, choose \( n_0 \) such that \( \nu(\sum_{k \geq n_0} \alpha_i e_i) < \varepsilon \) for \( n \geq n_0 \). Choose \( k_0 \) so large that \( \{ 1, 2, \ldots, n_0 \} \subseteq \bigcup_{i < k_0} N_i \). Then \( \nu(\sum_{j \geq k} x_j) \leq \nu(\sum_{j \geq k} \alpha_j e_j) < \varepsilon \) for \( k \geq k_0 \). Thus the sequence of subspaces \( \{ x_i \} \) is a decomposition of \( X \).

Let \( x^i = x - x_i \). Since \( p_{12} \sim p_{11} \), we have

\[
\nu(x) = \nu(x^i + (|\alpha_{p_{11}}|^2 + |\alpha_{p_{12}}|^2)^{1/2} e_{p_{11}} + \sum \alpha_{p_{ik}} e_{p_{ik}}).
\]

By induction it follows that for every \( n, k \geq 3 \).

\[
(4.2.1) \quad \nu(x) = \nu(x^i + (\sum_{k=1}^n |\alpha_{p_{ik}}|^2)^{1/2} e_{p_{11}} + \sum_{k=n} \alpha_{p_{ik}} e_{p_{ik}}).
\]

By the monotone property of \( \nu \) we must have

\[
\nu(x) \geq \nu((\sum_{1}^{n} |\alpha_{p_{ik}}|^2)^{1/2} e_{p_{11}}) = \left( \sum_{1}^{n} |\alpha_{p_{ik}}|^2 \right)^{1/2}
\]

for each \( n \). We conclude that \( \sum_{1}^{n} |\alpha_{p_{ik}}|^2 < \infty \). If \( x = x_i \), then \( \nu(x) = ||x_i|| \) and it is obvious that \( X_i \) is isometric with \( l_2 \). Since \( \nu(\sum_{k \geq n} \alpha_{p_{ik}} e_{p_{ik}}) \rightarrow 0 \) as \( n \rightarrow \infty \) we may conclude from

\[
(4.2.1) \quad \text{that}
\]

\[
(4.2.2) \quad \nu(x) = (x^i + ||x_i|| e_{p_{11}}).
\]

By exactly the same arguments, we may show by induction that if \( r \) is a positive integer and \( x^r = x^{r-1} - x_r \),

\[
(4.2.3) \quad \nu(x) = \nu(x^r + \sum_{1}^{r} ||x_k|| e_{p_{ki}}).
\]
Since
\[ v\left( \sum_{k=r}^{\infty} || x_k || e_{p_k} \right) = v\left( \sum_{k=r}^{\infty} x_k \right), \sum_{k=r}^{\infty} || x_k || e_{p_k} \in X \]
and by the monotone property of \( v \) together with the fact that \( v(x^*) \to 0 \) we conclude that
\[ (4.2.4) \quad v(x) = v\left( \sum_{k=1}^{\infty} || x_k || e_{p_k} \right). \]

Let \( E \) be the space of all scalar sequences \( \{\alpha_i\} \) such that \( \sum \alpha_i e_{p_i} \in X \) and define \( \mu \) on \( E \) by \( \mu(\{\alpha_i\}) = v(\sum \alpha_i e_{p_i}) \). The natural unit vector basis \( \{u_i\} \) where \( u_i = (0, 0, \ldots, 0, 1, 0, \ldots) \) is hyperorthogonal and \( \mu(u_i) = 1 \) for each \( i \). Moreover, \( \{|| x_i ||\} \in E \) for each \( x \in X \) and \( v(x) = \mu(\{|| x_i ||\}) \) by (4.2.4). Therefore, the sequence of subspaces \( \{X_i\} \) together with the sequence space \( (E, \mu) \) forms an \( H \)-decomposition of \( X \).

**Corollary 4.3.** If \( i \sim j \) for all \( i, j \) then \( X \) is isometric with Hilbert space.

**Remark.** If the basis for \( (X, v) \) is also shrinking then it can be shown that \( i \sim j \) for \( v \) implies \( i \sim j \) relative to \( v^* \). Furthermore, it follows that \( (X^*, v^*) \) has an \( H \)-decomposition consistent with the subspaces \( \{X_i^*\} \). The associated sequence space is a subspace of \( (E^*, v^*) \).

**Corollary 4.4.** Let \( (X, v) \) and \( (\{X_i\}, (E, \mu)) \) be as in Lemma 4.2. Then no pair of distinct integers \( i, j \) can be equivalent relative to \( \mu \).

**Proof.** Suppose there exist positive integers \( i, j \) such that \( i \sim j \) relative to \( \mu \). It is straightforward to verify that if \( n \in N_i \) and \( m \in N_j \), then \( m \sim n \) relative to \( v \). But this contradicts the fact that \( N_i \cap N_j = \emptyset \).

We now wish to show that if a Banach space \( (X, v) \) has an \( H \)-decomposition \( (\{X_i\}, (E, \mu)) \) then the existence of a sufficiently \( l_p \)-like s.i.p. on the sequence space implies that there is a sufficiently \( l_p \)-like s.i.p. on \( X \). First we clarify what we mean by a sufficiently \( l_p \)-like semi-inner product on a Banach sequence space \( (E, \mu) \) with absolute norm \( \mu \).

**Definition 4.5.** We will call a s.i.p. \( [\cdot, \cdot] \) on \( (E, \mu) \) sufficiently \( l_p \)-like if there exists a sequence of nonnegative real-valued functions \( \{a_i\} \) defined on \( X \) such that:
\[ (4.5.1) \quad a_k(\alpha) = a_k(\beta) \text{ for each } k \text{ if } |\alpha_i| = |\beta_i| \text{ for each } i, \]
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(4.5.2) \( a_k(\lambda a) = a_k(\alpha) \) for every scalar \( \lambda \neq 0 \) and positive integer \( k \),

(4.5.3) For every pair of positive integers \( k \neq j \) there exist scalars \( \alpha_k, \alpha_j \) such that \( a_k(\alpha) = a_j(\alpha) \neq 0 \) whenever
\[
\alpha = (0, 0 \cdots, \alpha_k, 0, 0, \alpha_j, 0 \cdots) ,
\]

(4.5.4) For every pair of positive integers \( k \neq j \), there exists \( \alpha \in E \) with \( \alpha_k \neq 0, \alpha_j \neq 0 \) such that \( a_k(\alpha) \neq a_j(\alpha) \),

(4.5.5) \[ [\alpha, \beta] = \sum \alpha_i \beta_i a_i(\beta) . \]

REMARK. An example of a Banach sequence space with absolute norm which possesses a sufficiently \( l_p \)-like s.i.p. is \( l^p \), \( 1 \leq p < \infty \) \( (p \neq 2) \). In this case \( [\alpha, \beta] = \sum \alpha_i \beta_i (||\beta||_p)^{p-1} . \)

LEMMA 4.6. Let \((X, \nu)\) be a Banach space with an H-decomposition \( ([X_i], (E, \mu)) \). If \((E, \mu)\) possesses a sufficiently \( l_p \)-like semi-inner product then \((X, \nu)\) possesses a sufficiently \( l_p \)-like semi-inner product.

Proof. Given \( \alpha = (\alpha_i), \beta = (\beta_i) \in E \), let \( [\alpha, \beta] = \sum \alpha_i \beta_i a_i(\beta) \) represent a sufficiently \( l_p \)-like s.i.p. on \( E \). We first show that the s.i.p. on \( E \) yields a s.i.p. on \( X \). Let \( x = \sum x_i, y = \sum y_i \) be elements of \( X \), then \( \alpha = (||x_i||), \beta = (||y_i||) \in E \). We define \( [x, y] = \sum <x_i, y_i> A_i(y) \) where \( A_i(y) = a_i(\beta) \). It is obvious that \( [\cdot, \cdot] \) is linear in the first argument and \( [x, x] = \nu(x) \). Furthermore,
\[
||[x, y]||^2 = \sum ||x_i|| ||y_i|| a_i(\beta))^2 \leq \sum ||x_i|| ||y_i|| a_i(\beta))^2
\]
Thus, \( [\cdot, \cdot] \) is a s.i.p. on \( X \) compatible with \( \nu \). We now proceed to show that the s.i.p. is sufficiently \( l_p \)-like in the sense of 2.5.

It is obvious that (2.5.1), (2.5.2), (2.5.5) hold. To see that (2.5.3) holds, let \( k \neq j \) be given. There exists a sequence \( \alpha = (0, 0, \cdots, \alpha_k, 0, \cdots, \alpha_j, 0,0) \in E \) such that \( a_k(\alpha) = a_j(\alpha) \). Let \( x_k, x_j \) be nonzero elements of \( X_k \) and \( X_j \) respectively. Define \( z = \alpha_k ||x_k|| + \alpha_j ||x_j|| \). Then \( A_k(z) = a_k(\alpha) = A_j(z) \). A similar argument proves (2.5.4) and this completes the proof of the lemma.

THEOREM 4.7. Let \((X, \nu)\) be a Banach space with a normalized hyperorthogonal basis. Then \( X \) has a sufficiently \( l_p \)-like semi-inner product which is compatible with the norm.

Proof. Since \( X \) has a hyperorthogonal basis, it follows from Lemma 4.2 that \( X \) possesses an H-decomposition \( ([X_i], (E, \mu)) \). By Lemma 4.6 it is sufficient to prove that the sequence space \((E, \mu)\)
has a sufficiently $l_p$-like s.i.p. compatible with $\mu$.

In what follows, the dual of $E$ will be denoted by $E^*$ and the associated norm will be denoted by $\mu^*$. Since $\mu$ is absolute, $\mu^*$ is also absolute.

Let $\phi$ be a duality map $\phi: E \to E^*$ with the properties

$$\mu^*(\phi(\alpha)) = \mu(\alpha), \phi(\alpha)(\alpha) = \mu^*(\alpha), \text{ and } \phi(\lambda \alpha) = \lambda \phi(\alpha).$$

A semi-inner product compatible with $\mu$ is given by

(4.7.1) $[\alpha, \beta] = \phi(\beta)(\alpha)$. We proceed to show that this s.i.p. is sufficiently $l_p$-like in the sense of Definition 4.5.

Since $E$ has a basis we can associate with the linear functional $\phi(\alpha)$ a sequence of scalars $\{\phi_i(\alpha)\}$ such that for any $\beta \in E$, $\phi(\alpha)(\beta) = \sum \beta_i \phi_i(\alpha)$. From the absoluteness of the norms $\mu$ and $\mu^*$ we have

$$\mu^*(|\phi(\alpha)|) = \mu^*(|\phi_i(\alpha)|) = \mu^*(\phi(\alpha)) = \mu(\alpha).$$

It follows that

$$\mu^*(\alpha) = \sum \alpha_i \phi_i(\alpha) \leq \sum |\phi_i(\alpha)| |\alpha_i| \leq \mu^*(|\phi(\alpha)|) \mu(|\alpha_i|) = \mu^*(\alpha).$$

From (4.7.2) we may conclude that $\phi_i(\alpha)\alpha_i = |\phi_i(\alpha)| |\alpha_i|$ and consequently $\phi_i(\alpha)/\alpha_i$ is real for every $i$ such that $\alpha_i \neq 0$. If we define,

(4.7.3) $a_i(\alpha) = \begin{cases} \frac{\phi_i(\alpha)}{\alpha_i} & \text{if } \alpha_i \neq 0 \\ 0 & \text{if } \alpha_i = 0 \end{cases}$

(4.7.4) $[\alpha, \beta] = \sum a_i(\alpha) a_j(\beta) = \sum a_i a_j \beta_i \beta_j$ for any choice of $\alpha, \beta \in E$.

To show that this s.i.p. is sufficiently $l_p$-like we must now verify that the $a_i$'s satisfy the conditions of Definition 4.5.

It is obvious that (4.5.1), (4.5.2), and (4.5.5) hold. It follows from Corollary 3.2 of [7] that given a pair of positive integers $k, j$ there exist positive scalars $\alpha_k, \alpha_j$ such that $a_4(\alpha) = a_j(\alpha)$ if $\alpha = (0, 0, \alpha_k, 0, \alpha_j, 0, \ldots)$. Thus, (4.5.3) is satisfied.

To show that (4.5.4) holds, let $k, j, k \neq j$ be given and suppose $a_4(\alpha) = a_j(\alpha)$ for all $\alpha \in E$. Consider the subspace $E_n$ of $E$ spanned by $\{u_1, u_2, \ldots, u_n\}$, $n \geq \max\{k, j\}$. A s.i.p. on $E_n$ compatible with $\mu_n$, the norm $\mu$ restricted to $E_n$, is given by $[\alpha, \beta]_n = \sum a_i a_j \alpha_i \beta_j$. Let $B$ be the matrix $(b_{pq})$ defined by $b_{kq} = \delta_k^q i$, $b_{jk} = -i$ and $b_{pq} = 0$ for all other choices of $p, q$. It is readily verified that $B$ is Hermitian and by the theorem of Schneider and Turner [7, Theorem 6.2] $k \sim j$ relative to $\mu_n$. A limiting argument shows that $k \sim j$ relative to $\mu$ which contradicts Corollary 4.4. Hence there must exist $\alpha \in E$ such that $a_4(\alpha) \neq a_j(\alpha)$ and the proof is complete.

As a consequence of Theorem 4.7 we know that any Banach
space \((X, \nu)\) which has a normalized hyperorthogonal basis is a member of the class \(\mathcal{S}\) discussed in §2. These results as applied to a Banach space with a normalized hyperorthogonal basis are summarized in the next theorem.

**Theorem 4.8.** Let \((X, \nu)\) be a Banach space with a normalized hyperorthogonal basis. Then

(i) there exists a sequence of subspaces \(\{X_i\}\), each a Hilbert space, which decompose \(X\).

(ii) every linear operator \(A\) on \(X\) may be represented by an operator matrix \(\{A_{ij}\}\) where \(A_{ij} : X_j \to X_i\).

(iii) an operator \(A = (A_{ij})\) on \(X\) is Hermitian iff \(A_{kk}\) is Hermitian on \(X_k\) for each \(k\), \(A_{kj} = 0\) for \(k \neq j\). Furthermore, the norm of \(A\) is \(\sup_k ||A_{kk}||\).

(iv) the product of two Hermitian operators is Hermitian if and only if the operators commute.

(v) every power \(A^n\) of a Hermitian operator \(A\) is Hermitian.

(vi) an operator \(A = (A_{kk})\) is normal if and only if \(A_{kk} = 0\) for \(k \neq j\) and \(A_{kk}\) is a normal operator on the Hilbert space \(X_k\).

**Remarks.** If \(A\) is regarded as an infinite matrix \(\{a_{ij}\}\) of scalars, and \(A\) is Hermitian on \(X\), then

(i) \(a_{ij} = \overline{a_{ji}}\) for each \(i, j\).

(ii) \(a_{ij} = 0\) if \(i \neq j\).

This extends the theorem of Schneider and Turner [7]. Also, our results on Hermitian and normal operators are valid in any discrete Banach function space with absolutely continuous norm and therefore extend the results of Tam in that we do not require symmetry of the norm.
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