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It is shown that if a closed convex subset \( C \) of a Banach space has both the fixed point property and the conditional fixed point property for nonexpansive mappings and \( C \) is either weakly compact or bounded and separable, then any commuting family of nonexpansive self-mappings of \( C \) has a common fixed point. The set of common fixed points is a nonexpansive retract of \( C \).

Introduction. Let \( E \) be a real or complex Banach space and \( C \) a nonempty closed convex subset of \( E \). Our purpose is to prove the following generalization of the DeMarr-Browder-Belluce-Kirk-Lim [8, 4, 1, 2, 15] fixed point theorem:

**THEOREM 1.** Suppose \( C \) has both the fixed point property and the conditional fixed point property for nonexpansive mappings, and \( C \) is either weakly compact or bounded and separable. Then for any commuting family \( S \) of nonexpansive self-mappings of \( C \), the set \( F(S) \) of common fixed points of \( S \) is a nonempty nonexpansive retract of \( C \).

(A mapping \( f: C \to E \) is nonexpansive if \( ||f(x) - f(y)|| \leq ||x - y|| \) for all \( x, y \in C \); \( C \) has the fixed point property for nonexpansive mappings (abbreviation: FPP) if every nonexpansive \( f: C \to C \) has a fixed point; \( C \) has the hereditary fixed point property for nonexpansive mappings (abbreviation: HFPP) if every nonempty bounded closed convex subset of \( C \) has the FPP; finally, \( C \) has the conditional fixed point property for nonexpansive mappings (abbreviation: CFPP) if every nonexpansive \( f: C \to C \) satisfies

either \( f \) has no fixed points in \( C \), or \( f \) has a fixed point in \( C \).

This condition was introduced in [6]. A subset \( F \) of \( C \) is a nonexpansive retract of \( C \) if either \( F = \emptyset \) or there exists a retraction of \( C \) onto \( F \) which is a nonexpansive mapping; this was introduced in [5, 7]. For the definition of normal structure see Brodskii-Milman [3], Kirk [12], or Belluce and Kirk [1].)

The existence of a common fixed point was established by DeMarr...
[8] when $C$ is compact, by Belluce and Kirk [1] when $C$ is weakly compact and has normal structure and $S$ is finite, by Belluce and Kirk [2] when $C$ is weakly compact and has complete normal structure, by Browder [4] when $E$ is uniformly convex and $C$ is bounded, by Bruck [6] when $C$ is weakly compact and has the HFPP and $S$ is finite, and finally by Lim [15] when $C$ is weakly compact and has normal structure. The principal difficulty in the noncompact case has been proving the theorem for infinite families. In the compact case, on the other hand, the requirement that $S$ be commutative has been relaxed to the assumption that $S$ be a left reversible semigroup. See Takahashi [17], Mitchell [16], Holmes and Lau [9, 10].

Our approach to Theorem 1 is very different from that of these references (except [6]) in that we completely avoid the use of normal structure. The increase in generality is slight (normal structure surely suffices for any applications) but we feel that our proof cuts closer to the geometric structure which underlies Theorem 1. The key to that structure is:

**Theorem 2.** Suppose $f: C \rightarrow C$ is nonexpansive and satisfies (CFP), and $C$ is either locally weakly compact or separable. Then $F(f)$, the fixed point set of $f$, is a nonexpansive retract of $C$.

Theorem 2 was proven in [6] for the case when $C$ is locally weakly compact (i.e., every bounded closed convex subset of $C$ is weakly compact). An earlier version was announced in [5].

We shall prove Theorem 2 from the more general:

**Theorem 3.** Let $X$ be a Hausdorff topological space and $S$ a semigroup of mappings on $X$. Suppose that either (a) $S$ is compact in the topology of pointwise convergence or (b) $X$ is a separable complete metric space and $S$ is equicontinuous. Then there exists in $\tilde{S}$ a retraction of $X$ onto $F(S)$ iff the following condition is satisfied:

(FP): each nonempty closed $S$-invariant subset of $X$ contains a fixed point of $S$,

or equivalently,

(FP)': whenever $x \in X$ then $\text{Cl}(Sx)$ contains a fixed point of $S$.

($\tilde{S}$ denotes the closure of $S$ in $X^X$ in the topology of pointwise convergence; a fixed point of $S$ is a point $x$ such that $s(x) = x$ for all $s \in S$; $\text{Cl}$ denotes closure; and the set of fixed points of $S$ is denoted by $F(S)$.)
1. **Proofs.** First we prove Theorem 1 from Theorem 2 and a sequence of lemmas; then we prove Theorem 2 from Theorem 3; finally, we prove Theorem 3.

The crucial result which permits the extension of [6, Theorem 7] to infinite families is:

**Lemma 1.** If $C$ is bounded and $\{F_n\}$ is a descending sequence of nonempty nonexpansive retracts of $C$, then $\bigcap_n F_n$ is the fixed-point set of some nonexpansive $r: C \to C$.

**Proof.** For each $n$ choose a nonexpansive retraction $r_n$ of $C$ onto $F_n$. Choose a sequence $\{\lambda_n\}$ with $0 < \lambda_n$, $\sum \lambda_n = 1$, and

$$\lim_n \sum_{j=n+1}^{\infty} \lambda_j/\sum_{j=n}^{\infty} \lambda_j = 0. \quad (1)$$

(For example, we may take $\lambda_n = 1/n! - 1/(n + 1)!$ for $n = 1, 2, \ldots$)

Put $r = \sum \lambda_n r_n$.

Now it is obvious that we have defined a nonexpansive mapping $r: C \to C$ with $\bigcap_n F_n \subset F(r)$. To prove the reverse inclusion, let $x$ be a fixed point of $r$. Then

$$|| x - r_n(x) || = || r(x) - r_n(x) || \leq \sum_{j=1}^{\infty} \lambda_j || r_j(x) - r_n(x) || . \quad (2)$$

Now for $1 \leq j < n$, $r_n(x) \in F'_j \subset F_j$ so $r_j r_n(x) = r_n(x)$ and

$$|| r_j(x) - r_n(x) || = || r_j(x) - r_j r_n(x) || \leq || x - r_n(x) || ;$$

for $j = n$, $|| r_n(x) - r_n(x) || = 0$; finally, for $j > n$, $|| r_j(x) - r_n(x) || \leq d$, the diameter of $C$. Thus (2) implies

$$|| x - r_n(x) || \leq \sum_{j=1}^{n-1} \lambda_j || x - r_n(x) || + d \sum_{j=n+1}^{\infty} \lambda_j .$$

Since $\sum \lambda_j = 1$, this in turn implies

$$|| x - r_n(x) || \leq d \sum_{j=n+1}^{\infty} \lambda_j/\sum_{j=n}^{\infty} \lambda_j .$$

By (1), therefore, $r_n(x) \to x$ strongly as $n \to \infty$. But $\{F'_n\}$ is descending, hence $r_n(x) \in F'_m$ for $n \geq m$; and $F'_m$ is strongly closed because it is the fixed point set of the continuous mapping $r_m$. Therefore, $\lim_n r_n(x) = x$ belongs to $F'_m$ for $m = 1, 2, \ldots$, so that $F(r) \subset \bigcap_n F'_n$.

Our approach to Theorem 1 is through intersections of nonexpansive retracts.
**Lemma 2.** Suppose $C$ is bounded, separable, and has both the FPP and the CFPP. Then for any family $\mathcal{F}$ of nonempty nonexpansive retracts of $C$ which is directed by $\sqcup$, $H = \bigcap \{F \mid F \in \mathcal{F}\}$ is a nonempty nonexpansive retract of $C$.

**Proof of Lemma 2 from Lemma 1 and Theorem 2.** There is a countable subfamily $\mathcal{F}'$ of $\mathcal{F}$ such that $H = \bigcap \{F \mid F \in \mathcal{F}'\}$ (otherwise $\{C \setminus F \mid F \in \mathcal{F}\}$ is an open cover of $C \setminus H$ with no countable subcover, which is impossible because $C \setminus H$ is a separable metric space). Using the fact that $\mathcal{F}$ is directed by $\sqcup$, we can therefore find a descending sequence $\{F_n\}$ in $\mathcal{F}$ with $\bigcap_n F_n = H$. By Lemma 1, $H = F(r)$ for some nonexpansive $r : C \to C$; since $C$ has the CFPP, Theorem 2 implies $H$ is a nonexpansive retract of $C$; finally, since $C$ has the FPP, $H \neq \emptyset$.

Lemma 2 is much more difficult to prove when $C$ is weakly compact instead of separable.

**Lemma 3.** Lemma 2 remains valid if $C$ is weakly compact instead of bounded and separable.

**Proof of Lemma 3 from Lemma 2 and Theorem 3.** Define

$$S = \{s : C \to C \mid s \text{ is nonexpansive and } H \subset F(s)\},$$

$$\tilde{S} = \{s \in S \mid F \subset F(s) \text{ for some } F \in \mathcal{F}\}.$$  

Both $S$ and $\tilde{S}$ are convex semigroups on $C$: If $0 \leq \lambda \leq 1$ and $s_i, s_2$ belong to $S$ (resp. $\tilde{S}$), then $s, s_2$, and $\lambda s_i + (1 - \lambda)s_2$ belong to $S$ (resp. $\tilde{S}$). (For $\tilde{S}$ this uses the fact that $\mathcal{F}$ is directed by $\sqcup$.) We shall show that $F(S) = H$, $S$ is compact in the topology of weak pointwise convergence, and $S$ satisfies $(FP)'$. When this is done, Theorem 3 implies the existence of a retraction $e \in \tilde{S}$ of $C$ onto $H$ (which is therefore nonempty). But since $S$ is compact, $\tilde{S} = S$, so $e$ is a nonexpansive retraction of $C$ onto $H$.

Now it is clear from the definition of $S$ and $\tilde{S}$ that $H \subset F(S) \subset F(\tilde{S})$. Suppose $x \in F(\tilde{S})$. For each $F \in \mathcal{F}$ choose a nonexpansive retraction $r_F$ of $C$ onto $F$; then $r_F \in \tilde{S}$, hence $r_F(x) = x$, hence $x \in F$, for each $F \in \mathcal{F}$. That is, $F(\tilde{S}) \subset H$, so $H = F(S) = F(\tilde{S})$.

Give $C$ the weak topology, so it is compact. By Tychonoff's theorem $C^\circ$ is compact. But it is clear from the weak lower semi-continuity of the norm that $S$ is closed in $C^\circ$, hence compact in the topology of (weak) pointwise convergence.

We finally come to the most difficult verification: That $S$ has a fixed point in each $\text{Cl}(Sx)$. Now $Sx = \{s(x) \mid s \in S\}$ is convex (because
S is convex), S-invariant (because S is a semigroup), and bounded (because Sx \subset C and C is bounded). Therefore, Cl (Sx) = weak-Cl (Sx) = strong-Cl (Sx) is nonempty, strongly closed, convex, and S-invariant. Since \( \tilde{S} \subset S \), Cl (Sx) is also \( \tilde{S} \)-invariant, so Zorn's lemma and the weak compactness of closed convex subsets of C imply the existence of a minimal nonempty closed convex \( \tilde{S} \)-invariant subset K of Cl (Sx).

We shall show that K consists of a single point \( y^* \), which must be a fixed point of \( \tilde{S} \) (and hence of S) because K is \( \tilde{S} \)-invariant. The proof of the lemma will then be complete.

It is convenient to introduce three definitions. First, if \( S \subset S \) and M is a nonempty closed convex subset of K, the \( S' \)-extension of M is the smallest closed convex \( S' \)-invariant subset of K which contains M.

Second, if \( S' \subset S \) then \( S' \) is augmented provided for each \( s \in S' \) there is at least one \( F \in \mathcal{F} \) such that \( r_F \in S' \) and \( F \subset F(s) \), and \( \{ F \in \mathcal{F} | r_F \in S' \} \) is directed by \( \mathcal{D} \).

Third, a subset \( S' \) of \( \tilde{S} \) is almost transitive on a subset D of K if for each \( p, q \) in D there exists a sequence \( \{ s_n \} \subset S' \) with \( s_n(p) \rightarrow q \) strongly.

We make three important remarks on these definitions. First, if M is a separable closed convex subset of K and \( S' \) is a countable subset of \( \tilde{S} \), then the \( S' \)-extension of M is also separable. Second, any countable subset of \( \tilde{S} \) is contained in a countable augmented subset of \( \tilde{S} \). These remarks are easy to verify. Finally, if D is any countable subset of K then there exists a countable subset of \( \tilde{S} \) which is almost transitive on D. To see this, first note that if \( p \in K \) then Cl (\( \tilde{S}p \) ) = K because Cl (\( \tilde{S}p \) ) is a nonempty closed convex \( \tilde{S} \)-invariant subset of K, and K is minimal with respect to these properties. Because the strong and weak closures of \( \tilde{S}p \) coincide, given any \( p, q \) in D there exists \( \{ s_n \} \subset \tilde{S} \) such that \( s_n(p) \rightarrow q \) strongly. Taking the union of such sequences as \( p \) and \( q \) run through D yields a countable subset of \( \tilde{S} \) which is almost transitive on D.

Suppose, in order to reach a contradiction, that K consists of more than one point. Then there exists a nontrivial closed line segment \( K_0 \) in K. Find a countable augmented subset \( S_0 \) of \( \tilde{S} \) which is almost transitive on \( K_0 \) and let \( K_1 \) be the \( S_0 \)-extension of \( K_0 \). This is possible by our preceding remarks and K is a separable, closed convex subset of K with \( K_0 \subset K_1 \).

In general, once a separable closed convex \( K_n \) has been defined for some \( n \geq 1 \), choose a countable dense subset \( D_n \) of \( K_n \) with \( D_{n-1} \subset D_n \), and a countable augmented subset \( S_n \) of \( \tilde{S} \) which is almost transitive on \( D_n \), with \( S_{n-1} \subset S_n \); then let \( K_{n+1} \) be the \( S_n \)-extension of \( K_n \). Thus \( K_{n+1} \) is a separable closed convex subset of K and \( K_n \subset K_{n+1} \).
Having defined the ascending sequences \( \{K_n\}, \{D_n\}, \) and \( \{S_n\} \), let \( K^* = \text{Cl} \bigcup_n K_n \), \( D^* = \bigcup_n D_n \), and \( S^* = \bigcup_n S_n \). Obviously \( K^* \) is a separable closed convex subset of \( K \), \( D^* \) is a countable dense subset of \( K^* \), and \( S^* \) is a countable augmented subset of \( S \) which is almost transitive on \( D^* \). Since \( \bigcup_n K_n \) is \( S^* \)-invariant, so is \( K^* \).

Define \( \mathcal{F}^* = \{ F \in \mathcal{F} \mid r_F \in S^* \} \) and \( \mathcal{F}^* \cap K^* = \{ F \cap K^* \mid F \in \mathcal{F}^* \} \). Since \( K^* \) is \( S^* \)-invariant, for \( F \in \mathcal{F}^* \) the restriction \( r_F \mid_{K^*} \) is a non-expansive retraction of \( K^* \) onto the (necessarily nonempty) set \( F \cap K^* \). Thus \( \mathcal{F}^* \cap K^* \) is a family of nonempty nonexpansive retracts of \( K^* \) which is countable (because \( S^* \) is countable) and directed by \( \subseteq \) (because \( S^* \) is augmented). It is tempting to apply Lemma 2 to conclude that \( \bigcap \{ F \cap K^* \mid F \in \mathcal{F}^* \} \) is nonempty, but while \( K^* \) is separable we do not know that it has the FPP. However, the method of proof of Lemma 2 shows that \( \bigcap \{ F \cap K^* \mid F \in \mathcal{F}^* \} \) is the fixed point set of a nonexpansive mapping \( f^* : K^* \to K^* \) defined as some convex linear combination

\[
f^* = \sum_{F \in \mathcal{F}^*} \lambda_F r_F \mid_{K^*}.
\]

While \( K^* \) may not have the FPP in general, it does for this particular nonexpansive mapping because \( f^* = f \mid_{K^*} \), where

\[
f = \sum_{F \in \mathcal{F}^*} \lambda_F r_F
\]

while \( C \) has the FPP and the CFPP. Therefore, \( F(f^*) \neq \emptyset \). But

\[
F(f^*) = \bigcap \{ K^* \cap F \mid F \in \mathcal{F}^* \},
\]

hence there exists \( y^* \in \bigcap \{ K^* \cap F \mid r_F \in S^* \} \). Since \( r_F(y^*) = y^* \) when \( r_F \in S^* \) and \( S^* \) is augmented, therefore \( y^* \in F(S^*) \).

But \( S^* \) is almost transitive on \( D^* \); for any \( p, q \) in \( D^* \) there exists \( \{s_n\} \subseteq S^* \) such that \( s_n(p) \to q \). Since \( y^* \in F(S^*) \), \( s_n(y^*) = y^* \) for all \( n \), hence

\[
\| s_n(p) - y^* \| = \| s_n(p) - s_n(y^*) \| \leq \| p - y^* \|,
\]

so in the limit \( \| q - y^* \| \leq \| p - y^* \| \). Of course the symmetric inequality also holds, so \( \| q - y^* \| = \| p - y^* \| \) for all \( p, q \) in \( D^* \). But \( D^* \) is dense in \( K^* \), hence all points of \( K^* \) are equidistant from \( y^* \). Since \( y^* \) itself is in \( K^* \), all points in \( K^* \) are at distance 0 from \( y^* \), i.e., \( K^* \) is a single point. This is a contradiction since \( K_o \) is a non-trivial line segment and \( K_o \subseteq K^* \).

We are not aware of any shorter proof of Lemma 3, although one is obviously desirable.
Proof of Theorem 1 from Lemma 2, Lemma 3, and Theorem 2. First we shall show that if $s_1, \ldots, s_n$ are commuting nonexpansive self-mappings of $C$, then $\bigcap_{j=1}^n F(s_j)$ is a nonempty nonexpansive retract of $C$. The proof is by induction on $n$.

If $n = 1$, then $F(s_1)$ is a nonexpansive retract of $C$ by Theorem 2 and the assumption that $C$ has the CFPP; $F(s_1) \neq \emptyset$ by the assumption that $C$ has the FPP.

Now suppose $\bigcap_{j=1}^n F(s_j)$ is a nonempty nonexpansive retract of $C$ and $s_{n+1}$ commutes with $s_1, \ldots, s_n$. Put $F_n = \bigcap_{j=1}^n F(s_j)$ and let $r$ be a nonexpansive retraction of $C$ onto $F_n$. We claim that $F(s_{n+1} \circ r) = \bigcap_{j=1}^{n+1} F(s_j)$. The inclusion $\bigcap_{j=1}^{n+1} F(s_j) \subseteq F(s_{n+1} \circ r)$ is trivial; to prove the reverse inclusion, suppose $s_{n+1} \circ r(x) = x$. Now $r(x) \in F_n$, and since $s_{n+1}$ commutes with $s_1, \ldots, s_n$, $F_n$ is $s_{n+1}$-invariant; therefore, $s_{n+1} \circ r(x) \in F_n$. But $x = s_{n+1} \circ r(x)$, therefore $x \in F_n$. But then $r(x) = x$, so $x = s_{n+1} \circ r(x) = s_{n+1}(x)$. We have shown $x \in F_n \cap F(s_{n+1})$, so $F(s_{n+1} \circ r) = \bigcap_{j=1}^{n+1} F(s_j)$.

The fixed-point set of a nonexpansive self-mapping of $C$ is, by Theorem 2 and the assumptions on $C$, a nonempty nonexpansive retract of $C$. Thus $\bigcap_{j=1}^n F(s_j)$ is a nonempty nonexpansive retract of $C$, which completes the induction.

Now let \( \mathcal{F} \) be the family of the finite intersections of fixed point sets of mappings in the commutative family $S$. We have just shown that \( \mathcal{F} \) is a family of nonempty nonexpansive retracts of $C$, and \( \mathcal{F} \) is obviously directed by \( \supseteq \). By Lemma 2 or Lemma 3, depending on whether $C$ is weakly compact or bounded and separable, \( \bigcap \{ F \mid F \in \mathcal{F} \} \) is a nonempty nonexpansive retract of $C$. But this intersection is obviously $F(S)$.

Proof of Theorem 2 from Theorem 3. We may suppose $F(f) \neq \emptyset$. Put $S = \{ s: C \to C \mid s$ is nonexpansive and $F(f) \subseteq F(s) \}$. We claim that $S$ is a semigroup on $C$, $F(S) = F(f)$, and $S$ satisfies $(FP)'$.

Obviously $S$ is a semigroup and $F(f) \subseteq F(S)$; since $f \in S$ the reverse inclusion is also true.

For $x \in C$, \( Sx \) is clearly nonempty, convex, and $f$-invariant. If $y_0 \in F(f)$ then $s(y_0) = y_0$, hence

$$
\| s(x) - y_0 \| = \| s(x) - s(y_0) \| \leq \| x - y_0 \|
$$

for all $s \in S$, therefore \( Sx \) is bounded. Since $f$ is continuous, $\text{Cl}(Sx)$ is a nonempty bounded closed convex $f$-invariant subset of $C$, and since $F(f) \neq \emptyset$ and $f$ satisfies (CFP), $f$ has a fixed point in $\text{Cl}(Sx)$. But $F(f) = F(S)$, therefore $S$ satisfies $(FP)'$.

Theorem 2 has already been proven in [6] for the case when $C$ is locally weakly compact, so we may assume $C$ is separable in the metric topology induced by the norm. Then $C$ is a separable
complete metric space and $S$ is equicontinuous, so Theorem 3 implies
the existence of a retraction $e \in \bar{S}$ of $C$ onto $F(S)$. Since $\bar{S} = S$ and
$F(S) = F(f)$, $e$ is a nonexpansive retraction of $C$ onto $F(f)$.

Proof of necessity in Theorem 3. A retraction of $X$ onto $F(S)$
is simply a mapping $e: X \to X$ with range $(e) = F(S)$, for which $e^2 = e$. Continuity of $e$ is not required.

Suppose $e \in \bar{S}$ is a retraction of $X$ onto $F(S)$, and suppose $M$ is
a nonempty closed $S$-invariant subset of $X$. Then $M$ is obviously
invariant under $\bar{S}$, so $e(M) \subseteq M$. Since $e$ is a retraction onto $F(S)$,
also $e(M) \subseteq F(S)$. Thus $F(S) \cap M$ contains at least the set $e(M)$
and is therefore nonempty, i.e., $(FP)$ is satisfied.

Proof of sufficiency in Theorem 3. Our strategy here is to
show that $\bar{S}$ is a semigroup on $X$ and then to construct a one-
element left ideal $\{e\}$ of $\bar{S}$; for in that case $e$ must be a retraction
of $X$ onto $F(S)$. To see this, observe that $F(e) \subseteq \text{range } (e)$ (true
of any mapping), range $(e) \subseteq F(\bar{S})$ (because $se = e$ for all $s \in \bar{S}$ implies
$e(x) \in F(\bar{S})$ for all $x \in X$), $F(\bar{S}) \subseteq F(e)$ (because $e \in \bar{S}$), and $F(\bar{S}) = F(S)$ (recall $X$ is Hausdorff). Thus range $(e) = F(e) = F(S)$, which
implies $e$ is a retraction of $X$ onto $F(S)$.

$\bar{S}$ is a semigroup under hypothesis (a) because $\bar{S} = S$. On the
other hand, under (b) composition is jointly continuous on $\bar{S} \times \bar{S}$
and since $S$ is a semigroup, $\bar{S}$ must also be a semigroup.

It is easier to construct a one-element left ideal of $\bar{S}$ under
hypothesis (a), for by an elementary compactness-Zorn argument
there must exist a minimal closed left ideal $J$ of $S$. If $x_0 \in X$
then $J x_0 = \{j(x_0) \mid j \in J\}$ is compact (it is the image of the compact
set $J$ in $S$ under the continuous projection $s \mapsto s(x_0)$ of $S$ into $X$).
$J x_0$ is $S$-invariant because $J$ is a left ideal of $S$; by condition $(FP)$,
$J x_0$ must contain some fixed point $u_0$ of $S$. Define $I = \{j \in J \mid j(x_0) = u_0\}$.
$I$ is nonempty because $u_0 \in J x_0$; $I$ is closed in $S$ (in the topology of
pointwise convergence); and $I$ is a left ideal of $S$ (because $J$ is a left
ideal and $u_0 \in F(S)$). Since $I \subseteq J$ and $J$ is a minimal closed left
ideal of $S$, therefore $I = J$, i.e., $J x_0 = \{u_0\}$. We have shown that
for each $x_0 \in X$, $J x_0$ is a one-point subset of $X$. This implies that $J$
contains but a single mapping, which by our earlier remarks must
be a retraction of $X$ onto $F(S)$.

Next, suppose $(X, d)$ is a separable complete metric space and
$S$ is equicontinuous. Then $\bar{S}$ is also an equicontinuous semigroup
on $X$ (this follows from [11, p. 232]). We will show that $\bar{S}$ is to-
logically complete, then construct a one-element left ideal of $\bar{S}$
as the intersection of a descending sequence of closed left ideals
whose diameters tend to 0.
The topology of pointwise convergence on $S$ can be metrized by choosing a dense sequence $\{p_n\}$ in $(X, d)$ and defining a metric $\rho$ by

$$\rho(s, t) = \sum_{i=1}^{\infty} 2^{-i}d(s(p_i), t(p_i))/[1 + d(s(p_i), t(p_i))].$$

It is immediate that $(S, \rho)$ is complete.

For $u \in F(S)$ and $k$ a positive integer, define

$$N_k(u) = \{x \in X | d(s(x), u) \leq 1/k \text{ for all } s \in S \text{ and also for } s = \text{identity on } X\}.$$ 

We claim

(4) $N_k(u)$ is a closed $\overline{S}$-invariant neighborhood of $u$ with $\text{diam } N_k(u) \leq 2/k$.

Indeed, $N_k(u)$ is: closed because each $s \in \overline{S}$ is continuous; $\overline{S}$-invariant because $\overline{S}$ is a semigroup; a neighborhood of $u$ because $\overline{S}$ is equicontinuous and $u \in F(\overline{S})$; of diameter $\leq 2/k$ because $d(x, u) \leq 1/k$ for all $x \in N_k(u)$.

The crucial observation is:

if $J$ is any closed left ideal of $\overline{S}$, $x \in X$, and $k$ is a positive integer, then there exists a closed left ideal $J' \subset J$ and a fixed-point $u$ of $S$ with $J'x \subset N_k(u)$.

We construct $J'$ as follows: First, $Jx$ is $\overline{S}$-invariant because $J$ is a left ideal, hence $\text{Cl}(Jx)$ is $\overline{S}$-invariant. By $(FP)$, $\text{Cl}(Jx)$ contains a fixed point $u$ of $\overline{S}$. In particular the neighborhood $N_k(u)$ must intersect $Jx$. Put $J' = \{j \in J | j(x) \in N_k(u)\}$. We have just shown that $J'$ is nonempty; $J'$ is a closed left ideal of $\overline{S}$ because $J$ is a closed left ideal and $N_k(u)$ is closed in $X$. We have proven (5).

Now let $n_1, n_2, \ldots$ be a sequence of positive integers in which every positive integer appears infinitely often. Inductively define a sequence $\{J_k\}$ of closed left ideals of $\overline{S}$ as follows: $J_0 = \overline{S}$; having chosen, for some $k \geq 1$, the closed left ideal $J_{k-1}$, choose $J_k$ to be a closed left ideal of $\overline{S}$, $J_k \subset J_{k-1}$, and $u_k \in F(S)$, to satisfy

(6) $J_k p_{n_k} \subset N_k(u_k)$.

This is possible by (5).

Now fix a positive integer $i$. For infinitely many $k$, $i = n_k$, and for such $k$, (6) implies $J_k p_i \subset N_k(u_k)$. Thus (4) implies

(7) $\text{diam } J_k p_i \leq 2/k$ for infinitely many $k$.

Since the ideals $J_n$ are descending, for fixed $i$ the sequence of di-
ameters of \( J_n p_i \) is nonincreasing. Thus (7) implies \( \lim_n \text{diam} J_n p_i = 0 \) for each \( i \). It follows from (3) that \( \lim_n \text{diam} J_n = 0 \).

The sets \( J_n \) are closed, nonempty, descending, and have \( \rho \)-diameters tending to 0 in the complete metric space \( (S, \rho) \), therefore \( \bigcap_n J_n \) consists of a single element \( e \). But each \( J_n \) is a left ideal of \( S \), hence so is \( \bigcap_n J_n = \{ e \} \). By our initial remarks, \( e \) must be a retraction of \( X \) onto \( F(S) \).

**Proof of equivalence of (FP) and (FP').** First, (FP') implies (FP) because a nonempty closed \( S \)-invariant set \( M \) contains \( \text{Cl} (Sx) \) for each \( x \in M \), and hence a fixed point of \( S \) if (FP') is satisfied.

Conversely, under either hypothesis (a) or (b), \( \text{Cl} (Sx) \) is \( S \)-invariant for each \( x \in X \). (In case (a), \( \text{Cl} (Sx) = Sx \) because \( S \) compact implies \( Sx \) compact; in case (b), \( Sx \) is \( S \)-invariant and each \( s \in S \) is continuous.) If (FP) holds then \( \text{Cl} (Sx) \) must contain a fixed point of \( S \), so (FP') holds.

2. Examples and remarks.

**Example 1.** Some hypothesis such as (CFP) is necessary to guarantee the conclusion of Theorem 2. We give an example of a bounded separable closed convex \( C \) and a nonexpansive \( f: C \to C \) whose fixed point set is not a nonexpansive retract of \( C \).

Let \( C \) be the closed unit ball in the continuous-function space \( C[0, 1] \) and let \( z: [0, 1] \to [0, 1] \) be a continuous function for which \( z(t) = 1 \) for \( 1/2 \leq t \leq 1 \) but \( z(t) < 1 \) for \( 0 \leq t < 1/2 \). Define \( f \) by \( f(x)(t) = z(t)x(t) \). Obviously \( f \) maps \( C \) into \( C \) and is nonexpansive, and \( F(f) = \{ x \in C | x(t) = 0 \text{ for } 0 \leq t \leq 1/2 \} \). Nevertheless, there does not exist a nonexpansive retraction of \( C \) onto \( F(f) \). To see this, let \( x_1 \) denote the constant function 1/2. If \( F(f) \) were a nonexpansive retract of \( C \), there would exist \( y_1 \in F \) with \( \| y_1 - y \| \leq \| x_1 - y \| \) for all \( y \in F(f) \). But since \( y_1(1/2) = 0 \), for some \( t_0 \in (1/2, 1) \) we have \( y_1(t_0) < 1/2 \). Choose \( y \in F(f) \) with \( y(t) \geq 0 \) for all \( t \) and \( y(t_0) = 1 \). Obviously \( \| x_1 - y \| = 1/2 \), but \( \| y_1 - y \| \geq | y_1(t_0) - y(t_0) | > 1/2 \).

**Example 2.** On the other hand, (CFP) itself is not a necessary condition for \( F(f) \) to be a nonexpansive retract of \( C \). Consider the set \( C \) of the previous example and define \( g: C \to C \) by \( g(x)(t) = t \cdot x(t) \). Then \( F(g) \) consists of only the zero mapping, and is obviously a nonexpansive retract of \( C \); but \( \{ x \in C | x(1) = 1 \} \) is a bounded separable closed convex \( g \)-invariant subset of \( C \) which does not contain a fixed point of \( g \).

**Remark 1.** If \( F(f) \neq \emptyset \), the nonexpansive retraction \( e \) con-
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structured in Theorem 2 can be chosen to satisfy: Every closed convex $f$-invariant subset of $C$ is also $e$-invariant. This is because the proof of Theorem 2 still works if we set

$$S = \{s: C \to C | s \text{ is nonexpansive and every closed convex } f \text{-invariant subset of } C \text{ is also } s\text{-invariant}\}.$$ 

The existence of a retraction having this additional property is easily seen to be equivalent to (CFP).

**Remark 2.** The device of forming a convex linear combination of mappings $r = \sum \lambda_{x}r_{x}$ (not necessarily nonexpansive retractions) and showing $F(r) = \bigcap_{x}F(r_{x})$ has been used in [6], [14], and especially [13]. We do not know whether (1) is really needed to prove Lemma 1.

**Remark 3.** It is an open question whether the commutativity of $S$ in Theorem 1 can be replaced by the assumption that $S$ is a left reversible semigroup (i.e., that any two right ideals of $S$ intersect). It is interesting to note that if $\mathcal{F}$ is a family of nonempty nonexpansive retracts of $C$ which is linearly ordered by $\sqsubseteq$, then $S = \{r | r \text{ is a nonexpansive retraction of } C \text{ onto some } F \in \mathcal{F}\}$ is a left reversible semigroup.

**Remark 4.** The relationships among the FPP, the HFPP, and the CFPP are unknown, except for the trivial implication HFPP $\implies$ CFPP. This is remarkable, because the most general sufficiency condition is still that of Kirk [12]: $C$ has the FPP if $C$ is weakly compact and has normal structure. Since these properties are inherited by closed convex subsets, $C$ also has the HFPP and the CFPP.

**Remark 5.** We have stipulated in Lemma 2 that $C$ is bounded because this is necessary to apply Lemma 1, but also because it is not clear that a set having the FPP must be bounded.

**Remark 6.** The method used to prove Lemma 3 also establishes:

**Proposition.** If $C$ is locally weakly compact and has the CFPP and $\mathcal{F}$ is a family of nonexpansive retracts of $C$ directed by $\sqsubseteq$, then $\bigcap \{F | F \in \mathcal{F}\}$ is a nonexpansive retract of $C$.

Of course, the intersection may be empty. In [6] we proved the proposition under the assumption that each $F \in \mathcal{F}$ is weakly
closed (but without assuming $C$ has the CFPP). The distinction is sharp, for it was exactly the uncertainty over the compactness properties of the fixed point set of a nonexpansive mapping which caused such a delay in the generalization of the Belluce-Kirk theorem to infinite families. That uncertainty continues, Lemma 1 notwithstanding.

**Remark 7.** It is clear that a nonexpansive retract of $C$ is pathwise connected. Even more is true ([6, Theorem 3]): A nonexpansive retract of $C$ is metrically convex. Thus in Theorem 1 the common fixed-point set $F(S)$ is metrically convex.

**Remark 8.** We wish to thank Professor W. A. Kirk for pointing out an oversight in the proof of Lemma 3 in the first version of this paper.

*Added in proof.* Since this paper was submitted, T. C. Lim has proven the equivalence of normal structure and complete normal structure for weakly convex sets (*Characterizations of normal structure*, Proc. Amer. Math. Soc., 43 (1974), 313–319). Thus the problem of whether a left reversible semigroup of nonexpansive self-mappings of a weakly compact convex set having normal structure has a fixed point has been settled in the affirmative. We still do not know whether normal structure can be replaced by HFPP.

Also, Lemma 1 is true without the hypothesis that $C$ is bounded. The difference is only technical, involving more stringent restrictions on $\{\lambda_n\}$.
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