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It is advantageous for the study of the spinor genus of quaternion orders to realize each order as corresponding to a ternary lattice. In the two known correspondences, those of Eichler and Pall, the question of whether the mapping is onto or not is not considered. Peters has investigated the question for Eichler's correspondence, and his results show that it is not onto. Pall's correspondence, though onto, is only defined over the rational integers. In this article, a generalization to Dedekind domains of Pall's correspondence is defined. Those orders which are images of ternary lattices under the correspondence are completely determined, and the relationship of this mapping to Eichler's is examined.

1. Introduction. The terminology will be that of O'Meara [4]. Throughout we will be dealing with a regular ternary quadratic space $V$ over the quotient field $F$ (characteristic of $F$ not equal to 2) of a Dedekind domain $D$ and with the even Clifford algebra $C^+ = C^+(V)$ of $V$. For convenience we will assume that $F$ is a global field.

The content of the individual sections is as follows:

In §2 we give some necessary preliminary results on the relationship between a regular ternary quadratic space, its even Clifford algebra, and their rotations.

We define a mapping $\mathfrak{d}$ from an integral ternary lattice $L$ on $V$ to an order $\mathfrak{o}_L$ on the quaternion algebra $C^+(V)$ in §3. $\mathfrak{o}_L$ is the $D$-module in $C^+$ generated over $D$ by 1 and all products $xy$ such that $x$ and $y$ are in $L$. We also determine in this section that the mapping is one-to-one and that two integral ternary lattices $L$ and $K$ are in the same class (spinor genus, genus) if and only if the orders $\mathfrak{o}_L$ and $\mathfrak{o}_K$ are in the same class (spinor genus, genus).

The problem of whether our mapping is onto or not is formulated in the following two contexts:

(i) If $\mathfrak{d}$ is an order on the even Clifford algebra of a fixed regular ternary quadratic space $V$, does there exist an integral lattice $L$ on $V$ such that $\mathfrak{o}_L = \mathfrak{d}$?

(ii) If $\mathfrak{d}$ is an order on a quaternion algebra, does there exist a regular ternary space $V$ and an integral lattice $L$ on $V$ such that $\mathfrak{o}_L \cong \mathfrak{d}$?

In §4 we give a counterexample to answer the first question, but we do show that if an order $\mathfrak{o}_L$ is the image of a lattice $L$, then all orders in the genus of $\mathfrak{o}_L$ are images as well.
In §5 we show that a necessary and sufficient condition that the second question be answered in the affirmative is that the square root of the volume of \( \mathcal{D} \) be a square in the ideal class group of \( D \). This condition is satisfied in many important cases (e.g., it is always satisfied over the rational integers, or, more generally, when \( \mathcal{D} \) is free) and yields one of the principal advantages of our mapping over Eichler's. (It can be seen from [6], §4, that Eichler's correspondence is not onto in these cases.) Additionally, we investigate the relationship between those orders which are images under Eichler's correspondence and those which are images under our mapping.

Some of the material in this article is from a Ph. D. dissertation written at the University of Southern California under Professor Dennis Estes. The author wishes to gratefully acknowledge Professor Estes' advice and encouragement.

2. Clifford algebras. Let \( D \) be a Dedekind domain whose quotient field \( F \) is a global field (\( \text{char } F \neq 2 \)). Let \( V \) be a regular ternary quadratic space over \( F \) with associated quadratic form \( \bar{N} \) and symmetric bilinear form \( \bar{B} \), and let \( C^+ \) be the even Clifford algebra of \( V \). We assume that the vectors \( x_1, x_2, x_3 \) form a basis for \( V \) with \( \bar{B}(x_i, x_j) = a_{ij} \in F \). The relations

\[
x^2 = \bar{N}(x) \cdot 1, \ xy + yx = 2\bar{B}(x, y) \cdot 1 \quad \text{for all } x, y \in V
\]

imply that the products

\[
1, \ \alpha_1 = x_3x_2, \ \alpha_2 = x_2x_1, \ \alpha_3 = x_1x_2
\]

form a basis for \( C^+ \) over \( F \), which we shall call the basis for \( C^+ \) corresponding to \( x_1, x_2, x_3 \). These basis elements are multiplied as follows:

\[
\alpha_i^2 = -a_{ij}a_{kk} \cdot 1 + 2a_{jk} \alpha_i
\]

\[
\alpha_i \alpha_j = \begin{cases} 
2a_{ij}a_{kk} \cdot 1 - a_{kk} \alpha_i; & \sigma \text{ even} \\
\alpha_{kk} \alpha_k + 2a_{ik} \alpha_i + 2a_{jk} \alpha_j - 4a_{ik}a_{jk} \cdot 1; & \sigma \text{ odd}
\end{cases}
\]

for each permutation

\[
\sigma = \begin{pmatrix} 1 & 2 & 3 \\
i & j & k \end{pmatrix}.
\]

It is well-known that \( C^+ \) is a quaternion algebra. Conjugates of the basis elements take the form

\[
\bar{\alpha}_i = -\alpha_i + 2a_{jk} \cdot 1.
\]

Furthermore, if \( N \) and \( B \) are the quadratic and symmetric bilinear
forms on $C^+$,
\begin{align*}
N(\alpha_i) &= \alpha_i \bar{\alpha}_i = a_{jk} a_{kk} \cdot 1 \\
B(\alpha_i, 1) &= \frac{1}{2} (\alpha_i + \bar{\alpha}_i) = a_{jk} \cdot 1 \\
B(\alpha_i, \alpha_j) &= \frac{1}{2} (\alpha_i \bar{\alpha}_j + \alpha_j \bar{\alpha}_i) = (2a_{ik} a_{jk} - a_{kk} a_{ij}) \cdot 1 .
\end{align*}

It is natural to ask about the relationship between bases for $C^+$ corresponding to different bases of $V$. Let $1, \alpha_1, \alpha_2, \alpha_3$ and $1, \beta_1, \beta_2, \beta_3$ be the bases for $C^+$ corresponding to the bases $x_1, x_2, x_3$ and $y_1, y_2, y_3$ for $V$ respectively. Suppose $\tilde{B}(x_i, x_j) = a_{ij}$ and $\tilde{B}(y_i, y_j) = b_{ij}$, and let $T$ be the change of basis matrix satisfying
\[(y_1, y_2, y_3)' = T(x_1, x_2, x_3)' .\]
(The prime denotes transpose.) It is most useful to state our result in terms of the bases for $C^+$
\[(1) \quad \delta = (1, \delta_1, \delta_2, \delta_3), \quad \rho = (1, \rho_1, \rho_2, \rho_3)
\]
where for $i \neq j, j \neq k, k \neq i$
\[\delta_i = \alpha_i - a_{jk} \cdot 1 \quad \text{and} \quad \rho_i = \beta_i - b_{jk} \cdot 1 .\]

The proof of the following proposition is computational and has been carried through over the rational integers by Pall in [5], Theorem 1.

**Proposition 2.1.** The bases $\delta$ and $\rho$ of $C^+$ are related by
\[\rho = \delta \cdot \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & & & \\ 0 & \text{adj} \ T & & \\ & & \end{bmatrix} .\]
where adj $T$ is the adjoint of $T$.

We note that it is a consequence of Proposition 2.1 that the discriminants of $V$ and $C^+(V)$ in corresponding bases satisfy
\[d(1, \alpha_1, \alpha_2, \alpha_3) = d^2(x_1, x_2, x_3) .\]

Much is known about the relationship between the rotations of $V$ and of $C^+(V)$ (see [2], §4.2). Some of the development will be sketched here for later reference. Let $\sigma$ be a member of the group of rotations $O^+(V)$ of the regular ternary space $V$. It is well-known that $\sigma$ can be expressed as the product of two symmetries $\sigma = \tau_u \tau_v$ where $u, v \in V$. In the Clifford algebra of $V,$
\[
\sigma(x) = \tau_u \tau_v(x) = (uv)x(uv)^{-1}
\]
for every \( x \in V \). We shall define a mapping \( \phi : C^+ \rightarrow C^+ \) which is induced in a natural way from \( V \) on \( C^+ \) by \( \sigma \). If the vectors \( x_1, x_2, x_3 \) form a basis for \( V \), \( \phi \) is the linear mapping defined on a basis for \( C^+ \) by

\[
\phi(x_i x_j) = \sigma(x_i) \sigma(x_j), \quad \phi(1) = 1.
\]

So for each \( \eta \in C^+ \),

\[
\phi(\eta) = (uv)\eta(uv)^{-1}.
\]

\( \phi \) is clearly an isometry, and it follows from Proposition 2.1 that \( \phi \) is a rotation. So \( \phi \in O^+(C^+) \).

Conversely, if \( \phi \in O^+(C^+) \) with \( \phi(1) = 1 \), then, since \( C^+ \) is a quaternion algebra, there exists \( \xi \in C^+ \) with \( N(\xi) \neq 0 \) such that \( \phi(\eta) = \xi \eta \xi^{-1} \) for every \( \eta \in C^+ \). We infer from [2], §5.2, that the mapping \( \sigma : V \rightarrow V \) defined by \( \sigma(x) = \xi x \xi^{-1} \) satisfies the conditions of the following proposition:

**Proposition 2.2.** Let \( \phi \in O^+(C^+) \) with \( \phi(1) = 1 \). Then there exists a mapping \( \sigma \in O^+(V) \) such that \( \phi \) is the mapping induced on \( C^+ \) by \( \sigma \).

It follows from Proposition 2.2 that every element \( \xi \) of \( C^+ \) can be expressed as \( \xi = u_1 u_2 \) where \( u_1 \) and \( u_2 \) are in \( V \).

3. The correspondence. If \( L \) is a lattice on \( V \), it is well-known that there exists a basis \( x_1, x_2, x_3 \) for \( V \) and fractional ideals \( A_1, A_2, A_3 \) of \( D \) in \( F \) such that

\[
L = A_1 x_1 + A_2 x_2 + A_3 x_3.
\]

We assume that \( L \) is an integral lattice on \( V \) \((N(L) \subset D)\), and with \( L \) we associate the \( D \)-module \( \vartheta_L \) in \( C^+ \) generated over \( D \) by 1 and all products \( xy \) such that \( x \) and \( y \) are in \( L \). Then

\[
\vartheta_L = D \cdot 1 + \sum_{i,j=1}^{3} A_i A_j x_i x_j
\]

\[
= D \cdot 1 + \left[\sum_{i=1}^{3} A_i x_i^2 + A_3 A_2 (-x_2 x_3 + 2\overline{B}(x_3, x_2) \cdot 1)\right]
\]

\[
+ A_1 A_4 (-x_2 x_1 + 2\overline{B}(x_1, x_3) \cdot 1) + A_2 A_4 (-x_1 x_2 + 2\overline{B}(x_2, x_1) \cdot 1)
\]

\[
= D \cdot 1 + \left[\sum_{i=1}^{3} A_i \overline{N}(x_i) + 2 \sum_{i<j} A_i A_j \overline{B}(x_i, x_j)\right] \cdot 1
\]

\[
+ A_2 A_3 x_1 + A_3 A_4 x_2 + A_4 A_3 x_3
\]
\[ D \cdot 1 + \tilde{N}(L) \cdot 1 + A_2A_3x_1 + A_2A_3x_2 + A_1A_3x_3 \]
\[ = D \cdot 1 + A_2A_3x_1 + A_2A_3x_2 + A_1A_3x_3 \]

where \( 1, \alpha_1, \alpha_2, \alpha_3 \) is the basis for \( C^+ \) corresponding to \( x_1, x_2, x_3 \). An order on \( C^+ \) is a lattice on \( C^+ \) which is closed under multiplication and which contains \( 1 \). (The class, genus, and spinor genus of an order are defined as for any other lattice.) To show that \( \vartheta_L \) is an order, we need only show multiplicative closure, and to this end we will perform the computations for one case.

\[
(A_2A_3x_1)(A_2A_3x_2) = A_2^2A_3A_4x_1x_2 \\
= A_2^2A_3A_4[2\tilde{B}(x_1, x_2)\tilde{N}(x_3)] \cdot 1 - \tilde{N}(x_3)x_3 \\
\subset [A_2^2\tilde{N}(x_3)] [A_1A_3(2\tilde{B}(x_1, x_2))] \cdot 1 \\
+ [A_2^2\tilde{N}(x_3)]A_1A_3x_3
\]

and since

\[
A_2^2\tilde{N}(x_3), A_1A_3(2\tilde{B}(x_1, x_2)) \subset \tilde{N}(L) \subset D ,
\]

we have

\[
(A_2A_3x_1)(A_2A_3x_2) \subset D \cdot 1 + A_1A_2x_3 \subset \vartheta_L .
\]

So \( \vartheta_L \) is an order on \( C^+ \).

We next show that the mapping \( \vartheta: L \rightarrow \vartheta_L \) from integral ternary lattices on \( V \) to orders in the even Clifford algebra \( C^+ \) of \( V \) is one-to-one.

**Theorem 3.1.** Let \( L \) and \( K \) be integral lattices on \( V \). If \( \vartheta_L = \vartheta_K \), then \( L = K \).

**Proof.** The theorem localizes. So we assume \( D \) to be a principal ideal domain and lattices to be free. Let

\[
L = Dx_1 + Dx_2 + Dx_3 \quad \text{and} \quad K = Dy_1 + Dy_2 + Dy_3 ,
\]

and suppose \( (y_1, y_2, y_3)' = T(x_1, x_2, x_3)' \) where \( T \) is the nonsingular \( 3 \times 3 \) change of basis matrix. Let

\[
S_L = \{ \omega \in \vartheta_L: B(\omega, 1) = 0 \} ,
\]

and define \( \delta \) and \( \rho \) as in §2, (1). Clearly, \( \delta_i \in S_L \) and \( \rho_i \in S_K \) for \( i = 1, 2, 3 \), and \( S_L = S_K \). Hence

\[
S_L = D\delta_1 + D\delta_2 + D\delta_3 = D\rho_1 + D\rho_2 + D\rho_3 .
\]

From Proposition 2.1, \( (\rho_1, \rho_2, \rho_3) = (\delta_1, \delta_2, \delta_3) \cdot \text{adj} \ T \). Thus, \( \text{adj} \ T \) is unimodular, \( T \) is unimodular, and \( L = K \).
In the sections that follow, we shall compare our mapping to Eichler's correspondence. The quadratic forms on the even Clifford algebras of a ternary space $V$ as defined by O'Meara and Eichler differ by a factor of two. Using O'Meara's development, it is consistent to treat the order

$$ (2) \quad \tilde{N}(L)^{-1}[(\tilde{N})(L) + A_2A_3x_2x_3 + A_3A_1x_3x_1 + A_4x_1x_2] $$

as the image of the lattice

$$ L = A_1x_1 + A_2x_2 + A_3x_3 $$

under Eichler's correspondence (see [2], p. 96).

Clearly, if $A \neq (0)$ is a fractional ideal of $D$ in $F$, then the images of the ternary lattices $L$ and $AL$ under Eichler's mapping coincide. Thus an order can be the image of lattices in different genera. The next results show that this does not occur with our mapping.

**Theorem 3.2.** Two integral ternary lattices are in the same class if and only if the quaternion orders $\vartheta_L$ and $\vartheta_K$ are in the same class.

**Proof.** Let $\phi \in O^+(C^+)$. We may assume $\phi(1) = 1$, since if $\phi(1) = \zeta \neq 1$, $\zeta$ is a unit, and we consider $\zeta^{-1}\phi$. As in §2, let $\sigma \in O^+(V)$ induce $\phi$ on $C^+$. Then

$$ L = \sigma(K) $$

if and only if

$$ \vartheta_L = \vartheta_{\sigma(K)} = \phi(\vartheta_K). $$

So $L \in \text{cls } K$ if and only if $\vartheta_L \in \text{cls } \vartheta_K$.

Theorem 3.2 holds in the local case. Hence we can record the following corollary:

**Corollary 3.3.** Two integral ternary lattices $L$ and $K$ are in the same genus if and only if the orders $\vartheta_L$ and $\vartheta_K$ are in the same genus.

The next lemma is needed in order to prove the analogous theorem for spinor genera.

**Lemma 3.4.** If $\Sigma \in O'(V)$, then the mapping $\Phi$ induced by $\Sigma$ on $C^+$ is in $O'(C^+)$. If $\Phi \in O'(C^+), \Phi(1) = 1$, then there exists $\Sigma \in O'(V)$ such that $\Phi$ is the mapping induced on $C^+$ by $\Sigma$. 
Proof. Let $\Sigma \in O'(V)$. If $x \in V$, then in the Clifford algebra for $V$

$$\Sigma(x) = \tau_u \cdot \tau_v(x) = \xi^{-1}x\xi$$

where $\tau_u$ and $\tau_v$ are symmetries on $V$, $\xi^{-1} = uv \in C^+$, and $N(\xi) \neq 0$. If $\Phi$ is the automorphism induced on $C^+$ by $\sigma$, then $\Phi(\beta) = \xi^{-1}\beta\xi$ for every $\beta \in C^+$. By hypothesis, $N(\xi)$ is a square in $F$. Hence the spinor norm of $\Phi$ is 1; i.e., $\Phi \in O'(C^+)$.

Conversely, let $\Phi \in O'(C^+)$ with $\Phi(1) = 1$. Then, for some $\xi \in C^+$ and for every $\beta \in C^+$, $\Phi(\beta) = \xi^{-1}\beta\xi$ where $N(\xi)$ is a nonzero square in $F$. The mapping defined by $\Sigma(x) = \xi^{-1}x\xi$ for $x \in V$ is in $O^+(V)$ and induces $\Phi$ on $C^+$. There exist $u_1$ and $u_2$ in $V$ such that $\xi = u_1u_2$, $\Sigma = \tau_{u_1}\tau_{u_2}$, and since $N(\xi)$ is a square, the spinor norm of $\Sigma$ is 1.

**Theorem 3.5.** Two integral ternary lattices $L$ and $K$ are in the same spinor genus if and only if $\vartheta_L$ and $\vartheta_K$ are in the same spinor genus.

Proof. If $\sigma \in O^+(V)$ induces $\phi \in O^+(C^+)$, and if the localization $\sigma_p \in O^+(V_p)$ of $\sigma$ at $p$ induces $\phi_p \in O^+(C^+_p)$, then clearly $\phi_p$ is the localization at $p$ of $\phi$. Additionally, if $\sigma_p \in O^+(V_p)$ induces the localization $\phi_p \in O^+(C^+_p)$ of $\phi$ at $p$, then $\sigma_p$ is the localization of $\sigma$ at $p$. If $\Sigma_p \in O(V_p)$ induces $\phi_p \in O^+(C^+_p)$ and if $L$ and $K$ are integral lattices on $V$, then

$$L_p = \sigma_p \Sigma_p K_p$$

at every $p$ if and only if

$$\vartheta_{L_p} = \vartheta_{\sigma_p \Sigma_p K_p} = \phi_p \Phi_p \vartheta_{K_p}$$

at every $p$. Hence $L \in \text{spn } K$ if and only if $\vartheta_L \in \text{spn } \vartheta_K$.

4. Ternary lattices. We next consider the question of whether our mapping is onto or not. That it is not when the question is posed in the context of a fixed space $V$ and its even Clifford algebra $C^+$ can be seen from the following counterexample. Let $V$ be a three dimensional vector space over the field of rational numbers with basis $X = (x_1, x_2, x_3)$. Define a symmetric bilinear form on $V$ by $B(x_i, x_j) = 0$ if $i \neq j$ and $B(x_i, x_i) = 2$ for $i = 1, 2, 3$. Let $\vartheta$ be the $\mathbb{Z}$-module generated in $C^+$ by the set

$$\beta = \left(1, \frac{x_2x_3}{2}, x_2x_1, x_1x_3\right).$$

$\beta$ is an order, as may be easily seen by multiplying the basis elements together.
The discriminant of $V$ in the basis $X$, $d_V(X)$, is 8, and the discriminant of $\mathcal{O}$ in the basis $\beta$, $d_\mathcal{O}(\beta)$, is 16. Assuming that $\mathcal{O} = \mathcal{O}_L$, the image of a lattice $L$ on $V$, we let $Y$ be a basis for $L$ over the integers and $\gamma$ the corresponding basis for $\mathcal{O} = \mathcal{O}_L$. We note that

$$d_\mathcal{O}(\beta) = d_\mathcal{O}(\gamma) = d_V(Y)^2$$

and that

$$d_V(Y) = a^2d_V(X)$$

where $a$ is the determinant of the (rational) change of basis matrix from $X$ to $Y$. Thus

$$16 = d_V(Y)^2 = a^4d_V(X)^2 = 64a^4.$$ 

So $a^4 = 1/4$. This is impossible over the rationals; hence $\mathcal{O}$ is not the image of a lattice on $V$.

However, a useful theorem does hold in this context.

**Theorem 4.1.** Let $\mathcal{O}$ be an order in the genus of $\mathcal{O}_L$, where $L$ is an integral lattice on $V$. Then there exists a lattice $K$ in the genus of $L$ such that $\mathcal{O} = \mathcal{O}_K$.

**Proof.** We are assuming that at every $p$ there exists $\phi_p \in O^+(C_p)$ such that $\mathcal{O}_p = \phi_p(\mathcal{O}_{L_p})$. Without loss of generality, we may assume that $\phi_p(1) = 1$. By Proposition 2.2, there exists $\sigma_p \in O^+(V_p)$ such that $\phi_p$ is the mapping induced on $C^+_p$ by $\sigma_p$. Thus,

$$\mathcal{O}_p = \phi_p(\mathcal{O}_{L_p}) = \mathcal{O}_{\sigma_p(L_p)} = \mathcal{O}_{K(p)}$$

where $K(p) = \sigma_p(L_p)$. Since there exists a basis $\alpha_1, \alpha_2, \alpha_3, \alpha_4$ for $C^+$ such that

$$\mathcal{O} = A_1\alpha_1 + A_2\alpha_2 + A_3\alpha_3 + A_4\alpha_4$$

and

$$\mathcal{O}_L = B_1\alpha_1 + B_2\alpha_2 + B_3\alpha_3 + B_4\alpha_4,$$

it follows that $\mathcal{O}_p = \mathcal{O}_{L_p}$ at all but possibly the finite number of spots which divide any of the fractional ideals $A_i$ or $B_i$ for $i = 1, 2, 3, 4$. So by Theorem 3.1, $K(p) = L_p$ for all but a finite number of spots $p$. Therefore, there exists a lattice $K'$ on $V$ such that $K'_p = K(p)$ for all $p$ (see [4], 81:14). Then

$$\mathcal{O}_p = \mathcal{O}_{K(p)} = (\mathcal{O}_{K'})_p$$

for every $p$, and $\mathcal{O} = \mathcal{O}_{K'}$. Clearly $K'$ is in the genus of $L$. 

5. Quaternion orders. The problem of the preceding section may be reformulated in the following way. For a fixed order \( \mathcal{O} \) over \( D \) on a quaternion algebra \( \mathbb{A} \) over \( F \), does there exist a regular ternary quadratic space \( V \) over \( F \) and an integral lattice \( L \) on \( V \) such that \( \mathcal{O}_L \cong \mathcal{O} \)?

Let us choose an orthogonal basis

\[
\gamma = (1, \gamma_1, \gamma_2, \gamma_3)
\]
for \( \mathbb{A} \) with \( \gamma_i^2 = d_1 \cdot 1, \gamma_i^2 = d_2 \cdot 1 (d_1, d_2 \in F) \), \( \gamma_1 \gamma_2 = \gamma_3, \) and \( \gamma_1 \gamma_2 = -\gamma_1 \gamma_3 \).

Suppose, for a fixed \( p \), \( \alpha = (1, \alpha_1, \alpha_2, \alpha_3) \) is a basis for \( \mathcal{O}_p \) over \( D_p \) and \( \bar{\alpha} = (\bar{\alpha}_0, \bar{\alpha}_1, \bar{\alpha}_2, \bar{\alpha}_3) \) is the corresponding dual basis for \( \mathcal{O}_p^* \), the dual of \( \mathcal{O}_p \). Let \( (t_{ij}), i, j = 0, 1, 2, 3 \), be the change of basis matrix from \( \gamma \) to \( \bar{\alpha} \). Then if \( B \) is the natural bilinear form on \( \mathbb{A} \), \( B(\bar{\alpha}_0, 1) = 1 \) and \( B(\bar{\alpha}_i, 1) = B(\gamma_i, 1) = 0 \) for \( i = 1, 2, 3 \), and

\[
\bar{\alpha} = \gamma (t_{ij}) = \gamma \begin{bmatrix} B(\bar{\alpha}_0, 1) & 0 & 0 & 0 \\ t_{10} & t_{11} & t_{12} & t_{13} \\ t_{20} & t_{21} & t_{22} & t_{23} \\ t_{30} & t_{31} & t_{32} & t_{33} \end{bmatrix} = \gamma \begin{bmatrix} 1 & 0 & 0 & 0 \\ t_{10} & T \end{bmatrix}
\]

where \( T = (t_{ij}) \) for \( i, j = 1, 2, 3 \).

Define

\[
\delta(1, \gamma_1, \gamma_2, \gamma_3) = N(\gamma_1)N(\gamma_3) \quad \text{and} \quad \delta = \delta(\bar{\alpha}_0, \bar{\alpha}_1, \bar{\alpha}_2, \bar{\alpha}_3) = \det T \cdot \delta(1, \gamma_1, \gamma_2, \gamma_3).
\]

\( \delta(1, \gamma_1, \gamma_2, \gamma_3)^2 \) is the discriminant of \( \mathbb{A} \) in the basis \( \gamma \), and the volume of \( \mathcal{O}_p^* \), \( v(\mathcal{O}_p^*) \), is \( \delta^2 D_p \).

**Theorem 5.1.** Let \( \mathcal{O} \) be an order on a quaternion algebra \( \mathbb{A} \). A necessary and sufficient condition that there exists an integral ternary lattice \( L \) with \( \mathcal{O}_L \cong \mathcal{O} \) is that \( V(\mathcal{O}) \) be a square in the ideal class group of \( D \).

**Proof.** Write \( L = A_1 x_1 + A_2 x_2 + A_3 x_3 \) where \( A_1, A_2, A_3 \) are fractional ideals and \( x_1, x_2, x_3 \) form a basis for the space \( V \) spanned by \( L \). From §3, (1),

\[
\mathcal{O}_L = D \cdot 1 + A_2 A_3 x_3^2 + A_3 A_1 x_1 x_3 + A_1 A_2 x_2 x_1.
\]

Then

\[
v(\mathcal{O}_L) = A_1^t A_2 A_3^t \cdot \det (\bar{B}(x_i, x_j))^2 = d_0^2 A^t
\]
where \( d_0 = \det (\bar{B}(x_i, x_j)) \) and \( A = A_1 A_2 A_3 \). Thus \( \sqrt{v(\mathcal{O}_L)} = d_0 A^2 \) is a square in the ideal class group of \( D \).
To prove sufficiency, suppose \( v(\nu) = dA^1 \) where \( d_0 \in F \) and \( A \) is a fractional ideal, and let \( 1, \gamma_1, \gamma_2, \gamma_3 \) be an orthogonal basis for \( \mathfrak{A} \) as in (1) above. Let
\[
K = \{ \omega \in \mathcal{O}^1 : B(\omega, 1) = 0 \}, \quad L = (A \cdot K)^{d_0}
\]
where the superscript denotes scaling. \( L \) is a ternary lattice on \( FL = V^{d_0} \) where \( V = F\gamma_1 + F\gamma_2 + F\gamma_3 \). It will be shown that the order \( \partial_L \) in \( C^+(V^{d_0}) \) corresponding to \( L \) is isomorphic to \( \mathfrak{A} \). This assertion will follow if we prove that (i) \( L \) is integral, (ii) \( C^+(V^{d_0}) \) is isomorphic to \( \mathfrak{A} \), and (iii) \( \partial_L \) is locally isomorphic to \( \partial \) at every \( p \) under the restriction to \( \partial_L \) of the localization of the isomorphism in (ii).

To prove (i), we observe that
\[
\bar{N}(L) = d_0A^2N(K) = \sqrt{v(\partial)} \cdot N(K) = \sqrt{v(\partial)} \cdot N(\mathfrak{A}^1),
\]
the last step following from [6], §3. By [3], Theorem 9,
\[
\sqrt{v(\partial)} \cdot N(\mathfrak{A}^1) \subset N(\partial) = D.
\]
Hence \( \bar{N}(L_p) \subset D_p \) for each \( p \), and \( \bar{N}(L) \subset D \).

For (ii), define \( \psi : C^+(V^{d_0}) \to \mathfrak{A} \) to be the linear map with \( \psi(1) = 1 \), \( \psi(\alpha \beta) = d_0\alpha\beta \) for \( \alpha, \beta \in V^{d_0} \). \( \psi \) is clearly one-to-one. To see that it is an algebra isomorphism, it will suffice to verify that it preserves multiplication on basis elements of \( C^+(V^{d_0}) \). We will carry through the computations for one case. A basis for \( C^+(V^{d_0}) \) is \( (1, \beta_1, \beta_2, \beta_3) \) where \( \beta_1 = \gamma_2\gamma_3, \beta_2 = \gamma_3\gamma_1, \) and \( \beta_3 = \gamma_1\gamma_2 \). Noting that, in \( C^+(V^{d_0}) \), \( \gamma_3 = -d_0\gamma_1 \cdot 1 \), then
\[
\psi(\beta_3\beta_1) = -d_0d_3\psi(\gamma_1\gamma_3) = -d_0d_3d_2\gamma_1\gamma_3 = d_0^2d_2\gamma_1\gamma_3 = d_2^2\gamma_1\gamma_3
\]
\[
= d_0^2\gamma_1 \cdot d_2\gamma_3 = d_0^2\gamma_2\gamma_3 = d_0\gamma_1\gamma_2 \cdot d_0\gamma_2\gamma_3
\]
\[
= \psi(\beta_3) \cdot \psi(\beta_1).
\]
So \( C^+(V^{d_0}) \approx \mathfrak{A} \).

(iii) We will show that \( \psi_p(\partial_{L_p}) = \partial_p \) at each \( p \). Using the notation of the beginning of this section, we write
\[
K_p = D_p\tilde{\alpha}_1 + D_p\tilde{\alpha}_2 + D_p\tilde{\alpha}_3
\]
as a lattice on \( V_p \), and if \( A_p = a_pD_p \),
\[
L_p = D_p a_p\tilde{\alpha}_1 + D_p a_p\tilde{\alpha}_2 + D_p a_p\tilde{\alpha}_3
\]
as a lattice on \( V_p^{d_0} \). The order in \( C^+(V_p^{d_0}) \) corresponding to \( L_p \) is
\[
\partial_{L_p} = D_p \cdot 1 + D_p a_p^2\tilde{\alpha}_2\tilde{\alpha}_3 + D_p a_p\tilde{\alpha}_3\tilde{\alpha}_1 + D_p a_p\tilde{\alpha}_1\tilde{\alpha}_2,
\]
and its image \( \psi_p(\partial_{L_p}) \) in \( \mathfrak{A}_p \) is an order with basis
(1, d_0 a_2 \alpha_3, d_0 a_2 \alpha_3 \alpha_1, d_0 a_2 \alpha_1 \alpha_3) .

Since \( v(\partial_p^t) = v(\partial_p)^{-1} \), another basis for \( \psi_p(\partial_{L_p}) \) over \( D_p \) is
\[
(1, \delta^{-1} \alpha_3 \alpha_3, \delta^{-1} \alpha_3 \alpha_1, \delta^{-1} \alpha_1 \alpha_3) .
\]

Let
\[
\alpha'_0 = 1, \alpha'_i = \delta^{-1} \alpha_3 \alpha_3, \alpha'_2 = \delta^{-1} \alpha_3 \alpha_1, \alpha'_3 = \delta^{-1} \alpha_1 \alpha_3 .
\]

If we show that \( B(\alpha'_i, \alpha_j) = \delta_{ij} \) (Kronecker symbol), the result will follow by the uniqueness of the dual basis. The only difficulty lies in showing that \( B(\alpha'_i, \alpha_j) = 1, i = 1, 2, 3, \) and since \( B(\alpha'_i, \alpha_j) = -\delta^{-1} B(\alpha_i, \alpha_j, \alpha_3) \), we need only prove that \( B(\alpha_i, \alpha_j, \alpha_3, 1) = -\delta(\alpha_0, \alpha_i, \alpha_j, \alpha_3) \).

Using the relationships in (2), a computation shows that
\[
B(\alpha_i, \alpha_j, \alpha_3, 1) = \det T \cdot B(\gamma_i \gamma_j \gamma_3, 1) .
\]

From (3),
\[
B(\alpha_i, \alpha_j, \alpha_3, 1) = \frac{\delta(\alpha_0, \alpha_i, \alpha_j, \alpha_3)}{N(\gamma_i)N(\gamma_j)} .
\]

Now,
\[
B(\gamma_i \gamma_j \gamma_3, 1) = B(\gamma_i \gamma_j \gamma_i \gamma_2, 1) = -B(\gamma_i \gamma_j \gamma_2, 1) = -N(\gamma_i)N(\gamma_2) .
\]

Hence \( B(\alpha_i, \alpha_j, \alpha_3, 1) = -\delta(\alpha_0, \alpha_i, \alpha_j, \alpha_3) \), and \( \psi_p(\partial_{L_p}) = \partial_p \) for each \( p \).

Since \( (\psi(\partial_L))_p = \psi_p(\partial_{L_p}) = \partial_p \) for every \( p \), \( \psi(\partial_L) = \partial \), and the theorem is proved.

In [6], §4, Peters has proved that a necessary and sufficient condition that a quaternion order \( \partial \) be an image of a ternary lattice under Eichler’s map is that \( N(\partial^4)^{-1} = \sqrt{v(\partial)} \). The following corollaries allow us to compare those orders which are images of ternary lattices under our correspondence and those which are images under Eichler’s.

**Corollary 5.2.** Assume \( \partial \) is the image of a lattice \( L \) under Eichler’s correspondence. Then \( \partial \) is an image under our mapping if and only if \( N(L) \) is a square in the ideal class group of \( D \).

**Proof.** From §3, (2)
\[
v(\partial) = d^2 \tilde{N}(L)^{-2} A^t
\]
where \( A \) is a fractional ideal and \( d \in F \). If \( \tilde{N}(L) \) is a square in the ideal class group of \( D \), it is obvious that \( \sqrt{v(\partial)} \) has the same property.

If \( \partial \) is the image of an integral ternary lattice under the mapping defined in this paper, then for some ideal \( B \) and for some \( d_0 \in F \), \( v(\partial) = d_0^2 B^t \). Hence
\[ d^2 \tilde{N}(L)^{-2} A^4 = d_0 B^4 , \]

and

\[ \tilde{N}(L) = dd_0^{-1} [\tilde{N}(L)^{-2} AB^{-1}]^2 = c_0 C^2 , \]
a square in the ideal class group of \( D \).

**Corollary 5.3.** Assume \( \vartheta \) is the image of a lattice \( L \) under the correspondence defined in \( \S 3 \). Then \( \vartheta \) is an image under Eichler’s mapping if and only if \( \tilde{N}(L) = D \).

**Proof.** It is a trivial consequence of (1), (2) of \( \S 3 \) that if \( \tilde{N}(L) = D \), then \( \vartheta \) is the image of \( L \) under Eichler’s map.

Assuming \( \vartheta \) is an image under both mappings, on the one hand \( \sqrt{v(\vartheta)} = N(\vartheta)^{-1} \), and on the other \( \sqrt{v(\vartheta)} = d_0 A^2 \) for some fractional ideal \( A \) and some \( d_0 \in F \). From the proof of Theorem 5.1, we may assume that \( L = (AK)^{d_0} \) where \( K = \{ \omega \in \vartheta^2 : B(\omega, 1) = 0 \} \). From [6], \( \S 3 \), \( N(\vartheta) = N(K) \). Thus

\[ \tilde{N}(L) = d_0 A^2 N(K) = \sqrt{v(\vartheta)} \cdot N(\vartheta) = D . \]

So it is easy to find orders which are realized as images of ternary lattices under our mapping but not under Eichler’s. Furthermore, it is well-known that there exist Dedekind domains with (integral) ideals which are not squares in the ideal class group. The image under Eichler’s correspondence of a lattice whose norm is such an ideal is not an image under our mapping.

Additionally, there are orders which are not images under either correspondence. To construct an example, let \( Z \) denote the rational integers, let \( D = Z[\sqrt{-10}] \), and let \( A = 5Z + \sqrt{-10} Z \), an integral ideal which is not a square in the ideal class group of \( D \) (see [1], p. 425). We note that \( A^2 = 5D \). Let \( V \) be the ternary quadratic space with orthogonal basis \( x_1, x_2, x_3 \) satisfying

\[ \tilde{N}(x_1) = 5, \tilde{N}(x_2) = \tilde{N}(x_3) = 1 . \]

In the even Clifford algebra of \( V \), consider the order

\[ \vartheta = D \cdot 1 + Ax_2x_3 + Dx_3x_1 + Dx_1x_2 . \]

\( \vartheta \) is not an image under either correspondence, since \( \sqrt{v(\vartheta)} = 5A \), not a square in the ideal class group, and \( N(\vartheta)^{-1} = 5D \neq \sqrt{v(\vartheta)} \).
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