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In this paper a comparison is made for various definitions of
radicals and semisimplicity on the class of Rees matrix semi-
groups. Preliminary to this, results are obtained on various types
of right congruences. This is equivalent to characterizing various
types of automata having a Rees matrix semigroup as an input
semigroup.

Let K and L be arbitrary sets and G a group. The group G with a zero
adjoined is denoted by G°. We let ¢ be a mapping of L X K into G° and
define a product on K X G° X L by

(M (e & ), w, v) = (e, gb(f, ww, v).

If we identify all (e, 0, f) by @ we obtain a semigroup with zero 4 called a
Rees matrix semigroup with zero [1]. If we restrict our attention to K X G
X L and restrict ¢ to be into G then the product in (1) defines a Rees matrix
semigroup without zero [1]. These semigroups have played an extremely
important role in the characterization of simple semigroups.

Recently, several attempts have been made to obtain a structure
theory for semigroups by first defining a radical and, subsequently, semi-
simplicity. In order to bring the two approaches somewhat closer together
we examine the various definitions of semisimplicity as they apply to Rees
matrix semigroups. Preliminary to this we characterize modular, maximal
modular, and transitive right congruences, as well as the general right
congruences, for Rees matrix semigroups.

1. Right congruences of a Rees matrix semigroup. As above, we
describe our Rees matrix semigroup with zero using the notation S = (K X
GXL)U {0} and (e, 0,f) =0 foralle € Kandf € L.Define Ly = { f:
fe€LandVk e K ¢(fk)=0},L, =L — Lyandf(K) = {k:k € Kand
o(f, k) # 0}. Let

(2) U be a set not containing 1 or 0 and {K; : i € U} U {K;} be a
decomposition of K with K, possibly empty. To each K; withi € U assign a
subgroup H, of G; to K, assign G".

3) a:K—G.
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4 Li(af) foreachi € U,a € Gandf € L,, be asubset of L, such that
(@ feLaf)
() v € Li(a f)implies f(K) = (K);
(¢©) v € Li(a f)and x € w(K) implies L;(a, f) = L;(a¢(f, x) ¢(v,
x)7, v);
(d) ab~' € H,implies L;(a, f) = L;(b, f).

In terms of the above selections we define arelationoon/ = (K X G X L)
U {0} as follows:

(5) fori€ Uande, u € K;welet (e, g, f) o(u, w, v) if and only if for every
k € f(K) we have

a(e) 'go( £ k)p(v, k)~"'w™'a(u) € H; . and
v € Li(a(e)”'g f).

(6) Allelementsof (K, X G X L,) U {8} are o-related.

We first show o is an equivalence relation. Since o is defined separately
on (K — Ky) X G X Lyand (Ky X G X L;) U {8} by (5) and (6),
respectively, and o is trivial on the later subset we need only consider o’s
behavioron (K — Ky) X G X L,.Let (e, g f) and (u, w, v) bein (K — Kj)
X G X L,. Clearly, (e, g, f)a(e, g f). If (e, g [ )o(u, w, v) then there exists an
i # O such that e, u € K; and for k € v(K) we have a(e)'go(f;, k)p(v,
k)"'w'a(u) € H,. Thusu, e € K, and

a(u)~'wo(v, K)p( £, k)~ 'g ™ 'ale) =
[a(e)~'go( £, K)o(v, k)" 'wla(w)] ™' € H,.

Also,v € Li(a(e)~'g f) = L;(a(e) " 'go(f; x)d(v, x)~", v) for x € f(K). But
H,a(e)'go( f, x)p(v, x)~' = H;a(u)"'w. Hence, f € L;(a(u)~'w, v) and (1,
w, v)a(e, g, ). To prove transitivity assume (e, g, f)a(u, w, v) and (u, w, v)o(x,
z, y). By the definition of a decomposition there must be an i # 0 such that
e, u, x € K;. Also (e)~'go(f, k)o(v, k) ~'w™'a(u) € H,and

a(u) ~ 'wo(y, Ko( y, k) 'z 'a(x) € H, for
ke vK),veE L(ue)'g f)and y € Li(au)'w, v).

As above,



REES MATRIX SEMIGROUPS 145

y € Li(a@)™'w, v) = Li(a(w)~'wo(, k)é(f k)™, ) = Li(a(e)~'g, f) and
a(e)~'ge(f, K)oy, k)7l a(x)
= [a(e)"'gd(f; K)p(v, k)™ 'w™ ()] [e(w) " W (v, K)$( y, k) 7'z la(x)] €
H,.

Hence (e, g, f)o(x, z, y) and o is transitive.

We now show o is a right congruence on I. Clearly, (Ko X G X L) U
{6} is a right ideal of I so again we need only consider right multiplication
operating on equivalence classes in (K — K,) X G X L,. Thus assume (e,
g f)and (u, w, v) arein (K — Ky) X G X L, and are congruent. For (x, z,
y) €1let

a=(egf)xzy) = (e gd(f x)zy)
b = (u, w,)(x, 2, y) = (u, wp(y, X)z, y).

Sincee,u € K;forsomei # 0,g, w € Gandv € Li(a(e)“g,f) we see a is
in(Ko X G X L;) U {0} onlyifa = 6. But then we would have ¢( £, x)z =
0; by (4b), (v, x)z = 0 and b = 6. Thus acb in this case. So assume a is in
(K — Kp) X G X L, (and by symmetry, so is (b). For K’ € y(K) we have

a(e) ™' (go(f; x)2)¢(y, K)oy, K)o, %) 'wa(w)
= a(e)”'gd( £, X)90, x)~'w™'a(u) € H,

and again acb. Thus o is a right congruence on I.
To extend o to a right congruence on S we let  be any equivalence
relation on (K X G X Ly) U {#} such that

() (e, & f)o(u, w, v)= (e, g( [, k)p, Da(u, wo(v, k)p, )

foranye,u, k € K;p,gw € G°; f,v € L,; and [ € L,. The extension of o
to all of S is then the equivalence relation & corresponding to the decom-
position

(8)(K0 X G X Ll) U VI’ Tl’ T2, Vz, V3,

where (Ko X G X L)) U {6},T,, ..
are the equivalence classes of o and V', V, ... are the equivalence classes of
gwithd € V.

Then & is a right congruence on S by (7) and the fact that the elements of K
X G X Lgare total left divisors of zero.
We have proven half of the following
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THEOREM 1.  The set of right congruences on S is characterized as the
set of relations 8 defined by (2)—(8).

Proof. It remains to show every right congruence é on S can be
defined in this manner. So let o be 8 restricted to I = (K X G X L) U {8}
and 6 be d restricted to (K X G X Lo) U {0}.If (e, 0, f)o(u, w, v); d(v, k) #
0; w, g € G; and m € L, then the elements (e, 0, f), (¢, 0, f)(k, ¢(v,
k)y~'wlg, m), (u, w, v)(k, $(v, k)~'w™'g, m), and (u, g, m) are congruent
modulo ¢. Thus if there are any nonzero elements of I in the equivalence
class of § containing # they form a set (K, X G X L;) U {6} and the set of
equivalence classes of & are as in (8). Since & is a right congruence, (7)
clearly holds.

If (e, g, f)and (u, w, v) arein (K — Ky) X G X Lyand (x, y, z)isin I,
then

)] (e g [)o(u, w, v)=> (e, gd(f, x)z, y)o(u, wp(v, x)z, y).

Define

H(e,f)={g:g € Gand (e, g f)o(e 1, f)}.

Letu =ev=/f=y ¢(f,x) # 0,and z = ¢(f, x)~'g~"in (9) to obtain

(e: g’f)o(e’ w’f): (e’ I,f)o(e, Wg— l’f)'

Thus H(e, f) is a subgroup of G. More generally, the intersection of {e} X
G X {f} with an equivalence class of ¢ is either empty or a subset {e} X
Heflax {f}.Letu=ew=1v=/f¢(fx)#0,andz = ¢(f, x)"'in
(9) to obtain

(e g floe L, )= (e g y)ole 1, »).

Thus H(e, f) C H(e, y) and by symmetry H(e, f) = H(e, y) = H(e). Letu =
e, ¢(f, s) # 0,and z = ¢(f, x)"'g~"in (9) to obtain

(e, g flole, w, V)= (e, 1, y)ole, wo (v, x)(f; x)"'g™", )

and wo(v, X)¢(f; x)~'g~' € H(e) and ¢(v, x) # 0. For each (e, g, f) we let
L(e, g, f) = {v:v € L, and there exists a w with (e, g, f)o(e, w, v)}. Clearly,
f€ L(e,gf)and L(e, g f) = L(e, w, v). Since wo(v, x)¢( £, x)"'g~' € H(e)
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we have L(e, g, f) = L(e, wp(v, x)¢( £x)7Lf) = L(e,w,v). Thusf € L(e, w,
v) implies L(e, wo(v, x)o(f; )%, f) = L(e, w, v).

We define a relation p in K — K, by epu if and only if there are
g w € Gand f, v € L,such that (e, g f)o(u, w, v). If (¢, g, f)o(u, w, v) and
(u P, Q)o(x, z, y) we see (u, w, v)a(x, zo( y, k)p(g, k)~'p~'w, v) for ¢( y, k) #

Thus epu and upx implies epx and p is an equivalence relation on K — K,
with related decomposition {K;:i € U}.
Let¢(f, x) # 0,z = ¢(f, x)"'g~'hg, h € H(e), and y = fin (9) to get

(10) (& & fIo(u, w, v)= (e, hg, f)o(u, wo(, x)¢(f, x)~'g™'hg, f).
Therefore (4, w, v)o(u, wo(v, x)é( £, x)~'g~'hg, f) and by letting h = 1 we

see f € L(u, w, v). Thus L(e, g, /) C L(u, w, v) and by symmetry L(e, g, /) =
L(u, w, v). We also see that

wo(v, X)o( f; x)~'g " hgd(f; x)o(v, x)~'w™! € H(u),
1e.,
wo(v, X)6( f, x)~'g™" H,go(f; x)o(v, x)~'w™"' € H(u).

By symmetry,

go(f; )b(v, x) "W H, we(v, x)¢(f, x)"'g~' C He).

Thus equality holds and the two subgroups are conjugates. For some choice
ofein K;welet H; = H,, a(e) = 1, and

a(u) = wp(v, )p(f, x)7'g™"
where w, v, x, fand g are as above. Then a(u)H;a(u)~' = H(u) and
go(f X)o(v, x)"'w™a(u) € H,.
If (e, r, 5) and (u, p, q) is another pair of congruent elements then

(e’ g,f)o(u, P¢(q’ k)¢(s’ k) - lg,f)o(u, w, V)
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and

P9, K)o(s, k)~'r~'go(f, K)o(v, k) "'w™! € H(u).

Thus pé(g, k)é(s, k)~'r™' € a(u)H,, ie., a(u) is unique up to a right_
multiple by an element of H;. Now if (e, g, f)o(u, w, v)o(x, z, y) then go( f,
k)o(v, k)~'w~'a(u) and go( £ k)o( p, k)~ 'z~ 'a(x) are in H; and hence

a(x)""2(y, k)b, K)~'w™'a(u) € H,.

If pg~' € H(u) then (a(u)~'p)(a(u)'q)~' € H,. Hence the mapping
H(u)p — H,a(u)"'p is independent of the representative p. Thus the as-
signment of L(u, w, v) to the triple (v, H(u)w, v) can be considered as an
assignment to (, h;a(u)~'w, v). If x is also in K; there exist 7, z € Gand ¢, y
€ L, such that (u, r, )o(x, z, y). Then if $(¢, k) + 0 we have

(u, w, v)o(x, zo(y, k)p(t, k) ~'r~'w, v)

and
a(x)"'z¢( y, K)o(t, k)~'r"'a(u) € H,.
Therefore
(4, w, V)o(x, a(x)h;a(u)'w, v)
and

L(u, w, v) = L(x, a(x)h;a(u)"'w, v).
Thus the subset of L, assigned to (1, H;a(#)'w, v) is the same as the one
assigned to (x, H;a(u)~'w, v) and hence is independent of u. We write L(u,
w,v) = L;(a(w)"'w, v).
Finally weletu, x € K;, y € L,(a(u)'w, v), and
a(u) " wo(v, K)é( 3, k)~'z"'a(x) € H.

As we have seen above, if u, x € K, then

(1, w, v)o(x, a(x)h;o(u)"'w, v)
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for some h; € H,. Since y € Ly (a(x)'w, v) there exists an m € G such that
(u, m, y)o(u, w, v) and

a@u) " 'me( y, kK)o, k)~'wla(u) € H,.
Then a(u) " 'mz'a(x) € H,and

(u’ m, )’)U(x: a(x)hi a(u)"ww”lm, )’) = (x’ a(x)hia(u)—lm’ .y)
= (x, a(X)h;K,a(x) "'z, p)o(x, z, y).

Thus & is defined as in (2)—(8) and the proof of the theorem is complete.

The situation is slightly less complicated for Rees matrix semigroups
without zero. However, we can obtain a characterization of the class of
right congruences from the previous characterization by adjoining a zero, 8,
to S. It is only necessary to characterize those right congruences of S U {6}
for which {6} is an equivalence class. We use Theorem 1 to obtain

THEOREM 2. Let S be a Rees matrix semigroup without zero. The right
congruences 6 on S can be characterized as follows: Let
(1) {K; :i € U} be a decomposition of K such that to each K, is assigned a
subgroup H; of G;
(12) a:K—G;
(13) foreach Hiaandf € L let L;(a, ) be a subset of L such that

@ f€ Laf),

®) v € Li(a, f)= Li(a f) = Li(ad(f, )p(v, )7, v);
(14) (e, g f)0(u w,v)<=> isuchthate,u € K,,v € L,(a(e)"'g, f)andfor
everyk € K,

a(e)~'go(f, k)o(v, k) ~'wla(u) € H,.

2. Modularity, transitivity and maximality. We shall first examine
which right congruences are modular, i.e., for which right congruences 8
does an element (e, g, f), called a left identity for 8, exist such that for all (u,
w,v)in g

(15) (e g ), w, vIO(u, w, v).

Of course the universal relation v is a modular right congruence with each
element a left identity. We concern ourselves with right congruences 8 # v.
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THEOREM 3. A necessary and sufficient condition that the right con-
gruence 8 # v is modular is (a) K = Ky U K, (b) there exists an f € L such
that for e, u € K, and k € K, we have ¢(f, ) # 0, ¢(f, k) = 0, and
a(e)'o(f, € 'o(f, w)a(u) € H,. The element (e, ¢(f, €)', /) will then be a
left identity for é.

Proof. 1f 8 # vis modular with left identity (e, g, f) then (e, g, f) is
not contained in any equivalence class that is a right ideal. For then we
would have § = v. Therefore (e, g, f) & (Ko X G X L;) U (K X G X Lp)
U {#}.Hencee € K — Ko, g € G,and f € L,. From (15) we see (e, g(f,
e)g, f)8(e, g f). Therefore ¢(f, €) # 0 and g € H,¢(f, €)~". Since any
element congruent to a left identity is also a left identity we have (e, ¢(f,
e)~L, f) aleftidentity. If (u, w, v) is in (K — Ky) X G X L, then by (14)

(e, 9(f; &) ~'9(f, u) w, Vo, w, v).

Therefore e and  are in the same decomposition class of K and hence K =
Ky U K,. Also ¢(f, u) # 0 and

a(e)™'9(f; €)~'¢(f, wau) € H,.
If(u,w,v) € Ky X G X L, then
(e ¢(f, &) '¢(f u)w, v) € (Ko X G X Ly) U {8}.
Since e & K, we have ¢( f; e)~'¢(f, u)w = 0 and ¢( f; u) = 0. Therefore (a)

and (b) are satisfied.
Conversely, if (a) and (b) are satisfied consider

(e ¢(£ &)\ )u w,v) = (6 ¢(f£; &)~ '6( £ ww, v).

If (u, w, v) € K; X G X L, then a(e) " '(¢(f, &) ~'¢(f, wyw)w™'a(u) € H, by
(b) and

(& ¢(f: ©)~'9(f; uyw, V)8(w, w, v).
If (u, w, v) € Ky X G X L, then ¢(f, u) = 0 and again
(e ¢(f; &) '(f; wyw, v)d(u, w, v).

If(u w,v) EK X G X Lythen(u,w,f) € KX G X L;so
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(, w, )8(e, (£, x)™'d(f, wyw, f).

By multiplying on the right by (e, ¢(f, €)', v) we have

(u, w, v)b(e, ¢(f, e)~!, ) u, w, ).

Clearly, (e, ¢(f; €)™, £)086 and hence § is modular.

A right congruence 4 is transitive if for every (e, g, f) and (4, w, v)in S
there is an (x, z, y) such that (e, g, f)(x, z, »)8(u, w, v). If S contains a zero
element the equivalence class containing zero is a right ideal. Hence &
cannot be transitive unless § = v.

For S containing a zero element § we say d is f-transitive if for every (e,
& f) # 0 (mod d) and (u, w, v) in S there is an (x, y, z) in S such that (e, g,
I 2, p)d(u, w, v).

THEOREM 4. Let S be without a zero element. Then a right congruence
d is transitive if and only if K = K.

Proof. Assume § is a right congruence such that K = K. Let (e, g, f)
and (u, w, v) be elements of S. Then

& & o(f, w7 'g al@)a(u)™'w, v) = (e, ale)a(u)™'w, ).
Since e, u € K, and
a(e)” (a(e)a(u) 'wwla(u) € H,
we have
(e, a(e)a(u) ™ 'w, v)8(u, w, v)

and § is transitive.

Conversely, if § is transitive and (e, g, f)(x, z, y)8(u, w, v) then e and u
are in the same decomposition class of K; hence K = K.

THEOREM 5. Let S be a Rees matrix semigroup with a zero 0. Then 8, a
right congruence on S, is O-transitive if and only if (a) K = K, U K, and (b)
(Ko X G X L) U (K X G X L) U {0} forms a single equivalence class.

Proof. Assume § is f-transitive and (e, g, f) # 0 (mod §). Then there
exists an (x, z, y) such that (e, g, f)(x, z, y)8(e, g f). Butif f € L, we have
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¢(f, x) = 0 and 6d(e, g, f). Thus all the elements of K X G X L, are
congruent to § and condition (b) holds. So assume (e, g, f) and (u, w, v) are
in (K — Kp) X G X L,. Since there is an (x, z, y) such that (¢, g, f)(x, z,
)8(u, w, v) we have e and u in the same decomposition class of K — Kj; i.e.,
K - Ko = K 1

Conversely, if (a) and (b) hold, (e, g, /) # 0 (mod ) and (v, w,v) € S
withu € K — Kpand w # 0 choose x € K such that ¢(f, x) # 0. We can
readily see that

(& &)X o(f, )" 'g" 'a(e)a(w) " w, v)8(u, w, v).
If(u,w,v) €E (Ko X GX L)) UK X G X Ly) U {0} then

(e, 8. f)e 0, £)606(u, w, v).

Hence § is f-transitive.

For semigroups without a zero element a definition of zero-transitivity
for right congruences is still possible. If U is an equivalence class of the
right congruence 4, that is, a right ideal, then § is said to be U-transitive if
foreverya & Uand b € S thereis a ¢ € S such that ac6b. However, in a
Rees matrix semigroup without zero, for such a right congruence § we can
show in much the same way as above that the decomposition of K asso-
ciated to & consists of a single subset, namely, K. Butif (¢, g, f) € U thene
XGXLCUandé =v.

The set of all right congruences on a semigroup S can be partially
ordered in the same way equivalence relations are ordered, namely, 8§ < §
ifand onlyif ( @, b € S, adb=> abb).

THEOREM 6. Let 8 and § be two right congruences on a Rees matrix
semigroup S defined by Ky, ... ,a, Hy, ... , Li(a,f), ... , etc., and K, ... , &,
Hy,..,Li@f), ..,et., respectively. Then 8§ < § if and only if

(@) K, C Ko,

(b) yi#03qgsuchthatK; C K,,

(¢) forq,i+# Oande, u € K;we have H; C a(e)'a(e)Hga(u)~'a(u),

(d) foreverya € Gandf € L,wehave Li(a,f) C Lq(a f),

(e) & restricted to (K X G X Lg) U {8} is less than or equal to §
restricted to (K X G X Ly) U {6}.

Proof. Assume (a)—(e) hold. We need only show the restrictions of &
and §to (K X G X L,) U {0} satisfy the proper inequality. Assume (e, g,
)o@, w,v).If (e, g, f).(u, w,v) € (Ko X G X L)) U {8} itisclearthat(e, g,
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F)8(u, w, v) from K, C K,. Soassume e, u € K;, wg # 0, # 0,and e, u €
K,. Then

a(e)™'go( £, x)o(v, x)"'wla(u) €
H; C a(e)™'a(e)H,a(u) " a(u).

Therefore a(e)~'g( £, x)o(v, x)~'w~'a(u) € H,. Also

v € Li(a(e)~'g. f) C L, (@(e)~'g f).

Hence (e, g f)8(u, w, v) and 8§ < §.

Conversely, assume § < §and e € K. Foreveryg € Gandf € L, we
have (e, g, /)00 and therefore (e, g, £)80. Thuse € Kyand K, C K. Ife,u €
K, fori # O there exist g, w € G and f, v € L, such that (¢, g, f)0(u, w, v).
Then (e, g f)8(, w, v) and there must exist a ¢ such that e, » € K,. Hence
K, C K, . Forh € H;,q # 0,and v € L,(1, f) we have

(e, a()ho(f; x)™", )8(u, au)d(v, x) ™', v)
and hence

(e, «(@he(f, )™, £)8(u, a(u)o(v, )7, v).
Therefore,

a(e)~'a(e)ha(u)~'a(u) € H,and
H,; C a(e)™'a(e)H a(u) ' a(u).

Ifeu €K,,i #0,a € G,andv € L;(a, f) then (e, a(e)a, f)0
(u, a(u)ap(v, X)~'¢(f; x), v)

and (e, a(e)a, )8(u, a(u)ap(v, x)™'¢(f, x), v). Therefore, v € L,(a, /) and
Li(af) C L,(a f). The proof is complete.

THEOREM 7. Let S be a Rees matrix semigroup without zero and § a
modular right congruence on S with associated subgroup H. If H is a
subgroup containing H then there is a right congruence § = 8 with associated
subgroup H.

Proof. If L(a,f)’ are the subset of L defined by 8 let L(a, /) be the set
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ofall v € L such that there are sequences f = v, vy, ..., v, = vin L and b,
..., b,in Gsuch thatab;' € A and

v € L(b;¢(f, x)o(vi1» )7L visy).

As we have already seen, this definition is independent of x. If we let y; =
v,_;and

¢i = boy1_i0(f, X)P(v, x) ™!

we havev = y;, ), ..., y, = fasequencein L and ¢y, ..., ¢, a sequence in
G such that

(ad(f, )p(v, )" )e; ' = aby !, € H

and

Vi1 = Vu_igi € L(bn+l—i¢(f; X)(P(V,,_,-, x)—l’ vn-i) =
L(C,’d)(l’, x)¢(yi’ x)_l’ yi )'

The latter implies y;, € L(c;$(v, x)¢( yi—1> x)~% y;i_1) and
[ € L(ag(f; )90, x) 7', v).
Now let v € L(a, f) and w € L(ad(f, x)¢(v, x)~", v). Then there are

sequences f = vy, vy, ... , ¥, = vand v = wy, wy, ... ,w,, = win L and
sequences by, ..., b,and ¢y, ..., ¢, in G such that ab;! € H,

ap(f; x)o(v, x)"'¢;”’ € A,
Vi € L(bio(f; X)e(vi1, X)), viy)

and
w; € L(c;p(v, X)d(w;_1, X)~% wi_y).
Ifweletw;, = v,,;and
¢ = by i 9(f X)o(2, x)~!

we have f = v, ..., V.. m = wasequencein L and b, ..., b, , a sequence
in G such that ab;! € H, and
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v, € Lbid(f, X)p(vi_1, X) 7, viy)

Therefore, w € L(a, f) and

L(ag(f, v)o(v, x)7', ») C L(a, f).

Since f € L(a¢(f, x)¢(v, x)~", v) we have

L(a f) C L(ad(f, X)b(v x) oy, x)o(f; )7L f)
C L(ag( £, x)d(v, x)~", v).

Hence L(a, ) = L(ap(f, v)$(v, x)~', v). We can use H and the subsets L(a,
f)and @ = a to define a right congruence §. Clearly § < §.

COROLLARY. [If § is a maximal modular right congruence with asso-
ciated subgroup H then H = G or H is maximal.

Those maximal modular right congruences 8 having G as the asso-
ciated subgroup are very easy to obtain and characterize. In the first place
they only exist if L contains more than one element. In such a case, if L =
L’ U L" is a nontrivial decomposition of L (i.e., neither L' nor L” is empty)
then the decomposition (K X G X L) U (K X G X L”)of S has a related
equivalence relation that is a maximal modular right congruence and
conversely.

The characterization of the maximal modular right congruences as-
sociated with a proper subgroup of G is somewhat more difficult.

LeMmMa 1. Let S be a Rees matrix semigroup without zero. Let H be a
subgroup of G and a : K — G. Assume

V={v:vE Landae, u € K, a(e) " '¢(v, €)~'¢(v, wa(u) € H}
is not empty. Let
U= U {u X a(u)Ha@) '¢(v,u) ' X v:u € Kandv € V}.

Then there exists a right congruence maximal with respect to the property of
having U as an equivalence class of left identities.

Proof. Foranya € Sdefine T, = {b: b € S'and ab € U}.Definca
relation § on S by adb if and only if T, = T,. As is well-known, 8 is a right
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congruence. Ifa € Uthen 1 € T,. Hence adb implies b € U. Thus U is the
union of equivalence classes of §. However, if

a = (u, a(uha(u)~'¢(v, u)~', v) € Uand
a(x, 2, y) = (4, a(Wha(w)~'e(v, ) "'¢(v, x)z, ) € U

we must have y € Vand
a(u)ha(w)~'o(v, )"0, x)z = a(h'e(u)~'$(y, u)™'
for some i’ € H. Since a(u)~'¢(v, u) " '¢(v, x)a(x) € H we have

zE a(x)Ha(u)"¢(y, u)~l =
a(x)Ha(u) ™ 'o(y, u)~'d(y, x)a(x)]a(x)"'¢(y, x)™" =
a(x)Ha(x)~'¢(y, x)~"

Hence (x, z, y) € U. A straightforward computation shows that U is also a
subsemigroup. Thus if @, b € U then T, = T, = U U {1} and adb.
Therefore U forms a single equivalence class of 8. By Theorem 3 the
elements of U are left identities for 8. If § < § and U is an equivalence class
of § and c8d then ca € Uifand only if da € U for any a € S. Thus in the
above notation T, = T, and adb. Hence § = § and 8 is maximal with respect
to having U as an equivalence class.

LeMMA 2. Assume the H of Lemma 1 is maximal and § i 5. Then the
subgroup associated to § is G.

Proof. ByLemma 1 Umust be properly contained in an equivalence
class U of §. Clearly U is a set of left identities for §. Let the subgroup
associated to § be H. Then for any (x, z, y) € U we Lave

a(e)~'o(y, &)~ 'o(y, k)ak) € H.

Now H C a(e)”'a(e)Aa(u)'a(u) = W for any e and u in K. More

particularly,
H C a(e)~'a(e)Hale) 'a(le).
Since H is maximal we have

a(e)~'a(e)Hale)"'ale) = G
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or H. If the first possibility holds then A = G, we are finished; so assume
the above conjugate of 4 is equal to H. Then

H C a(e)”'a(e)Ha(u) 'a(u) C a(e)'a(e)a(u) 'e(w)H = H.
Hence H = a(e)'a(e)Ha(u) 'a(u) for all ¢, u € K. But then
a(e)'¢(y, ©)~'¢(y, Kyalk) € H
implies a(e) ~'¢( y, €)~'¢( y, k)a(k) € H and y € V. Since
(x, 26y, x), ») = (x, 2, Y)(x, 1, ))3(x, 1, »)
we have a(x)~'z¢( y, x)a(x) € H; i.e.,
z € a()H&(X)"'9(y, x) ™' = a(x)Ha(x)"'9(y, x) 7.

Hence (x, z, y) € U and we have the contradiction U = U.

THEOREM 8. Let H be maximal, a : K— G and V, as defined in Lemma
1, be nonempty. The right congruence 8 defined in Lemma 1 is maximal if and

only if for every fand v in L there are sequences ay, ... ,a,_yin Gandf = v,,
.«» Vo = vin L such that for every x and u in K we have

(16) @ $(vi, X)$(vi-1, %)™ $(Vizs, w)p(vi, w)~'a ' € H.
We will denote the set of all such maximal subgroups H by # .

Proof. Consider the possibility that

(e a(e)~'a,;p(v;, X))o (i, ), vi_ ) p, @) €U

and
a;d(v;, X)p(v;_1, x)—l(ﬁ(vi—l’ w)p(v;, u)_]ai—l € H.
Theng € V,
a(e)”'a; (v, X)p(vi_1, x)~'$(vi_1, )p €
a(e)”'Ha(e)p(g, €)'
and

a(e)"'a,;¢(vi, u)p € a(e)”'Ha(e)d(q, )~
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Hence (e, a(e)~'a;, v;)(u, p, q) € U. It can be similarly shown that if
(e, a(e)'a;, v)upq) €U
then so is
(e, (€)™ 'a;p(vi, X)d(vi_1, X) ™", vi_1 ), p, q) € U.

Thus by the definition of § we have
(e, a(€) '@ (i, X)o(vi_1, X) 7', vi_1)8(e, a(e) 'a;, v;)

and
a;(v;, X)o(;_1, x) " d(vi_y, we(vi, w) a7 € H

implies v;_, € L(a;, v;). Now if § i 8 and H is maximal we know § must be
associated to G by Lemma 2. Since G has only one coset we must have L(a,
f) C L(1,f)forevery ain G and every f. Thusifv,_, € L(a;, v;) thenv,_, €
L(1, v;). By 4(c), we then have L(1, v;) = L(1, v,_;). Therefore if the
restrictions of the theorem hold for H we must have L(1, f) = L(1, v) for all
fand vin L and & has only the single equivalence class K X G X L. Thus$

is maximal.
Conversely, assume 8 is maximal. Let G = H and construct the right

congruence § of Theorem 7. Since § properly contains § we must have § =
vand L(1,f) = Lforallf;i.e., forevery fand vin L there are sequences b,,
..sbp1in Gand f = vy, vy, ..., v, = vin L such that
v € L(bio(f, x)Vi_1, x)—l, Vi_1)-
But then

(x: a(x)—lbi(rh(f; X)(I)(V,-_l, x)_l’ Vi )8
(x’ a(x)_]bi¢(ﬁ X)(f)(vi_], x)_l¢(vi—l’ u)q)(vi’ u)_]: V,')

and
b.o(f, X)P(vi-1, x)~l¢("i’ wp(v;_1, u)—l¢(vi—l’ x)o( f x)*lbi_l € H.
If welet a; = b, ¢(f, x)p(v:, x)~' we have

a;9(vi, X)P(v;_1, X) " o, o1, w) a7 € H
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for every u € K and hence
a:¢(vi, )p(vi_1, €) " 'd(vi_1, (v, u) 'a7 ' € H

for every e and u in K. Thus (16) holds.

Because of the presence of a zero element § the maximal modular right
congruences for a Rees matrix semigroup with zero are considerably easier
to obtain.

THEOREM 9.  Let § be a modular right congruence relation on the Rees
matrix semigroup S with zero 0. Let the related decomposition of K be K =
Ko U K, and the decomposition of L related to the equivalence relation {(l, I')
:L, I € Land K) = I'(K)} be L(f), L(v), ... where f € L(f). Then § is
contained in a unique maximal right congruence § whose equivalence classes
are

(Ko X GX L)YU(KXGXLy)U {0}, K, X GX L(f),
Kix GXL®),....

Proof. Clearly the conditions (2)—(7) and the conditions of Theorem
6 are satisfied. Thus § is a right congruence containing 8. If § were not
maximal, some of the L(f)’s would have to coalesce, which would be a
contradiction of 4(b). Therefore § is maximal. If p is any right congruence
containing & then p must be related to the decomposition K = Ky U K;
determined by 8. Since § is completely determined by this decomposition
we have p < § and § is unique. The existence of maximal modular right
congruences then depends only on the existence of the proper type of
decomposition of K.

3. Semisimplicity for Rees matrix semigroups. Various definitions of
radicals for semigroups and semisimplicity have been given in the litira-
ture. We shall investigate some of these as they apply to Rees matrix
semigroups.

As one of the possible analogs to the Jacobson radical in ring theory
we can define a radical of a semigroup to be the equivalence relation which
is the intersection of the maximal modular right congruences of S [3, 5].
With this definition the semigroup is said to be semisimple in case the
radical is the identity relation.

THEOREM 10. A Rees matrix semigroup S without zero is semisimple if
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and only if the intersection of the subgroups in # is the identity and ¢(v,
)~ 'o(v, u) is independent of v only if e = u.

Proof. 1f S is semisimple then for every pair of distinct elements in §
there must be a maximal modular right congruence § such that these
elements are incongruent with respect to 8. In particular, (e, ¢(v, e)~,v)
and (u, (v, u)~!, v) must be separated by some § if e # u and for any v. Let
0 be related to H and a. Since 8 is modular there is an f € L such that
a(k)~'o(f;, k)~'¢(f, k")a(k’) € H.In particular, a(e)™'¢(f, €)™ '¢(f, u)a(u)
€ H. But § separates (e, ¢(v, €)~", v) and (u, ¢(v, u)~", v). Therefore

ale)"'e(v, )~ '¢(v, wa(u) & H.

Now if (v, e)~'¢(v, u) is independent of v we have a contradiction. Since
the two elements cannot be separated by a § associated to G we must have
&(v, €)™ '¢(v, u) independent of v implies e = u.

There also must be a maximal modular right congruence that separ-
ates (e, g, f) and (e, p, f) when g  p. Since this cannot be accomplished by
a § associated to G there must be an H in 5% such that a(e) “'gp~'a(e) € H
and gp~' & a(e)Ha(e)™'. But H € 57 implies a(e)Ha(e)™' € .#. There-
fore the intersection of all the subgroups in.# must be {1}.

Conversely, if the conditions of the theorem hold then any pair (e, g,
f)and (4, w, v) can be separated if f # v.If f = vand e # u thereisan ]/ €
Lsuch that¢(, e)~'¢(, u) # gw™". Leta(k) = ¢(, k)~ 'forallk € Kand H
an element of .# such that ¢(/, e)gw~'¢(/, u)~" is not in H. We have

a(k)~'o(l, k)~ 'o(l, k)a(k’)

in H for all k and k’ in K. Thus we can apply Theorem 8 to obtain a
maximal modular right congruence § for which (e, g, v) is not congruent to
(u, w, v). Next consider the pair (e, g, v) and (e, p, v) where g # p. For any /
€ L define a(k) = ¢(/, k)~". Since a(e) ~'gp~'a(e) # 1 there is a subgroup
Hin .# such thata(e)'gp~'a(e) & H. The corresponding & determined by
Theorem 9 then separates (e, g, v) and (e, p, v).

THEOREM 11.  Let S be a Rees matrix semigroup with zero 8. Then S is
semisimple if and only if Lyis empty, G = {1}, (K) = I'(K) implies] = I, and
Jforevery k, k' in K there is an f € L such that f (K) contains exactly one of k,
K.

Proof. By Theorem 9 no maximal modular right congruence separ-
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ates (¢, g, f) and (e, w, /) and none separates (¢, g, f) and 8 for f € L,. Thus
G = {1} and Lyis empty. If (K) = I'(K) then L(/) = L(')and (¢, 1, ) and
(e, 1, ') are not separated. Hence we must have / = /. Finally ife # u and
(e, 1,f)and (u, 1, f) are to be separated there must be a vin L by Theorem
3 such that exactly one of ¢(v, ) and ¢(v, ) is nonzero.

Conversely, if e # u thereisa v € L such that exactly one of ¢(v, ¢) and
(v, u) is not zero. Say ¢(v, €) # 0. Let Ky = {k ; k € Kand ¢(v, k) = 0} and
K, = K — K,. The maximal modular right congruence related to this
decomposition of K separates (e, 1, ) and (u, 1, w). Finally since L(f) =
L(w) implies f = w we have (e, 1, f) and (e, 1, w) separated by any maximal
modular right congruence if f #* w.

A second definition of a radical [3] is the intersection of all the transi-
tive or f-transitive right congruences on S. If this intersection is the identity
relation we say S is semisimple. In the subsequent theorems, as in
Theorems 10 and 11, the use of the word semisimple applies to the imme-
diately preceding definition of semisimplicity.

THEOREM 12.  All Rees matrix semigroups K X G X L without zero
are semisimple if and only if either G # {1} or G = {1} and K = {e}.

Proof. The only condition on a right congruence to be transitive is
that the decomposition of K be trivial. Thus the right congruence defined
by H = {1},a(e) = 1foralleand L(a, f) = { f} for all a and fis transitive.
This right congruence separates all pairs (e, g, f) and (u, w, v) for which
cither f# vor g # w.If G # {1} we can modify our definition of § slightly
by choosing a(e) and a(u) in G such that a(e) ~'a(u) # 1. Then under this
definition the pair (e, g, /) and (u, g, f) are separated if e # u. If G = {1}
and K = {e} all distinct pairs are separated by our first choice of 8. Hence
in either case S is semisimple.

Conversely, assume S is semisimple and G = {1}. Then a(k) = 1 for
allkand (e, 1, f) is congruent to (u, 1, ) for any transitive right congruence.
Hence we must have e = u and K = {e}.

THEOREM 13. A Rees matrix semigroup with zero is semisimple if and
only if Ly is empty.

Proof. If Lyis empty let § be the -transitive right congruence defined
byH={l},a=1K,={e},Ky=K— K,,and L(a,f) = fforalla € G
and f € L. Then & separates (e, g, f) and (u, w, v) if they are distinct.

Conversely, since for any §-transitive right congruence we have (K, X
G X L))V (KX G X Ly) U {8} in a single equivalence class we cannot
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separate any elements of K X G X L, from 6. Hence we must have L,
empty.

While the next two definitions of radicals are ideals, these elements
still relate to right congruences. W. Jones [4, 6] defined an element of a
semigroup to be right quasiregular if it is not a left identity for any modular
right congruence except the universal right congruence. The radical was
defined to be the largest ideal all of whose elements are right quasiregular.
The semigroup S was said to be semisimple in case the radical is empty or
consists only of a zero element.

THEOREM 14. Any Rees matrix semigroup without zero is semisimple
unless G = {1}, L = { '} and K is not a singleton.

Proof. 1f L contains more than one element it has a decomposition L
=L’ U L”. The two subsets K X G X L’and K x G X L” form a
decomposition of S related to a right congruence in which every element is
a left identity. Let H = {1}, a(e) = ¢(f; e)~' for all e. If G # {1} the
associated modular right congruence § has (e, ¢( f; €)', f) as a left identity
andd # v.If L = { f} and G = {1} the only modular right congruence is
the universal relation. Hence to be semisimple the semigroup must be a
singleton and the radical consists only of this zero element.

THEOREM 15. A Rees matrix semigroup with zero is semisimple if and
only if Lyis empty and for every k € K thereisanf € Lwith¢(f, k) # 0(i.e.,
the semigroup is completely O-simple [1]).

Proof. If S is semisimple then its radical consists only of . If K = {k
: ¢(f, k) = Ofor all f € L} then by condition (b) of Theorem 3 it is clear
that (K X G X L)) U (K X G X Ly) U {6} is a two-sided ideal consisting
of right quasiregular ideals. Hence both K and L, are empty.

Conversely, forany e € Klet f € L such that¢(f,e) # 0. Let H = G,
a(ky=1forallk, L(1,}) = {I}, K, = {k: ¢(f, k) # 0} and K, = {k : ([,
k) = 0}. The associated modular right congruence has (e, ¢(f, )~ f) as a
left identity. Hence (e, ¢( f; €)', f) is not right quasiregular. Since e X G X
L is a minimal right ideal, none of its elements can be in the radical and S'is
semisimple.

R. Slover [7] defined a right quasiregular element of a semigroup S to
be an element which is not a left identity for any right congruence which
has one of its equivalence classes a right ideal, except the universal con-
gruence. The radical is the maximal ideal all of whose elements are right
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quasiregular. A semigroup is semisimple if this ideal is empty or only the
zero element.

THEOREM 16. A Rees matrix semigroup without zero is semisimple if
and only if it is a singleton.

Proof. Clearly, if S is a singleton it is semisimple.

Conversely, since there are no zero-transitive right congruences for §
every element is right quasiregular. Hence if S is semisimple it must consist
of only a zero element.

THEOREM 17. A Rees matrix semigroup with zero is semisimple if and
only if Lyis empty and for every k € K thereisanf € Lwith(f, k) # 0(i.e.,
the semigroup is completely O-simple).

Proof. If S has a zero element then the Jones radical equals the
Slover radical [6]. Hence the result follows from Theorem 16.

Several other radicals are defined strictly in terms of ideals. The
nilradical is the maximal ideal N(S) such that for X € N(S) there is
a power of x that is a left zero. If this ideal is empty or {6} the semigroup is
said to be semisimple.

THEOREM 18. A Rees matrix semigroup S without zero is semisimple
unless G = {1}, L = { f'} and K is not a singleton.

Proof. Shasno left zeros unless G = {1} and L = { f}. In that case
every element of S is a left zero.

THEOREM 19. A Rees matrix semigroup S with zero is semisimple if
and only if Ly is empty.

Proof. Theset (K X G X Ly) U {6} is an ideal of left zeros. Hence if
S is semisimple we have L, empty. Since (K X G X Ly) U {8} includes all
elements having some power a left zero, the converse is also true.

Another definition of semisimplicity is given [1] in terms of principal
factors. It is then shown that a Rees matrix semigroup is semisimple if and
onlyif Lyis empty and {k : ¢(L, k) =0 [ € L} is empty.

Recently, still another definition of semisimplicity was given which
appears to lead to a very successful structure theory [2]. Here the radical is
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defined in terms of three different types of ideals; each reflecting some
degenerate behavior of the semigroup. We merely state here that under the
corresponding definition of semisimplicity it is seen that all Rees matrix
semigroups such that L, is empty are semisimple.

If we label different definitions of semisimplicity in order of intro-
duction in this paper; 4(max. mod. rt. cong.), B(trans. rt. cong.), C(Jones rt.
quasi-regularity), D(Slover rt. quasi-regularity), E(nilradical), F(principal
factors), G(Flach ideals; we have the following charts of implications.

Rees matrix semigroup without zero:
D=>A=B=C<E=>G<=F
Rees matrix semigroups with zero:

A=>C=D— F=>B<—= E<=QG.
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