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Let $R$ be a ring such that in every subring generated by two elements the following identities are satisfied:

1. $(x, y^2, x) = y \circ (x, y, x)$
2. $(x, y, z) + (y, z, x) + (z, x, y) = 0$
3. $((x, y), x, x) = 0$,

where $(a, b, c) = (ab)c - a(bc)$, $(a, b) = ab - ba$, and $a \circ b = ab + ba$. This condition is satisfied by any alternative ring and also by any commutative ring. Assume further that $R$ is a simple ring of characteristic not 2 or 3 and that $R$ has an idempotent $e$ such that $(e, e, R) = 0 = (R, e, e)$ while $(e, R) \neq 0$. It is proved in this paper that under these conditions $R$ must be alternative.

Main section. In [2] and [3], E. Kleinfeld has studied rings of characteristic not 2 or 3 which satisfy identities (1), (2), and (3). In [2] it is shown that if such a ring has no divisors of zero, it is either associative or commutative. In [3] it is shown that if such a ring $R$ is simple with idempotent $e$ such that $(e, e, R) = 0 = (R, e, e)$ and $(e, R) \neq 0$, then $R$ is associative. In [4] E. Kleinfeld considers rings of characteristic not 2 or 3 in which identities (1), (2), and (3) are assumed only locally, i.e., in subrings generated by two elements. Commutative rings satisfy this condition as do associative rings, but now in addition the new condition is satisfied by all alternative rings. In [4] it is proved that if such a ring has no divisors of zero, it must be either commutative or alternative. It remained to investigate the implications of the new local condition in the case of a simple ring $R$ with idempotent considered in [3]. This is done in the present paper. Henceforth we assume that $R$ is a simple ring of characteristic not 2 or 3 with idempotent $e$ satisfying $(e, e, R) = 0 = (R, e, e)$ and $(e, R) \neq 0$. We also assume that identities (1), (2), and (3) hold locally in $R$.

The full linearizations of identities (1) and (3) are respectively

$$A(w, y, z, x) = (w, y \circ z, x) + (x, y \circ z, w) - y \circ (w, z, x)$$

$$- z \circ (w, y, x) - y \circ (x, z, w) - z \circ (x, y, w) = 0$$
and
\[ B(w, y, z, x) = ((w, y), x, z) + ((w, y), z, x) + ((x, y), w, z) \]
\[ + ((x, y), z, w) + ((z, y), w, x) + ((z, y), x, w) = 0. \]

We will use the notation \( J(x, y, z) = (x, y, z) + (z, x, y) + (y, z, x) \) to simplify some of the identities. Because (2) holds locally we have \( J(xy, y, x) = 0 \). Linearizing \( y \) gives
\[ C(x, y, z, x) = J(xy, z, x) + J(xz, y, x) = 0, \]
while linearizing \( x \) in \( J(xy, y, x) = 0 \), gives
\[ D(x, y, y, w) = J(xy, y, w) + J(wy, y, x) = 0. \]

We also have \( J(xy, x, y) = 0 \). Linearizing \( y \) gives
\[ E(x, y, x, z) = J(xy, x, z) + J(xz, x, y) = 0, \]
while linearizing \( x \) in \( J(xy, x, y) = 0 \), gives
\[ F(x, y, w, y) = J(xy, w, y) + J(yw, x, y) = 0. \]

Now \( C(x, y, z, x) = 0 \) can be linearized to obtain
\[ G(x, y, z, w) = J(xy, z, w) + J(wy, z, x) + J(xz, y, w) \]
\[ + J(wz, y, x) = 0. \]

Since we are assuming characteristics not 3, the condition that (2) holds locally implies \( (x, x, x) = 0 \), which can be linearized to give \( J(x, y, z) + J(x, z, y) = 0 \). This means the sum of the six possible associators with entries \( x, y, \) and \( z \) is zero. This fact will be used freely and referred to simply as "third power associativity."

As in [3] we use the techniques employed by A. A. Albert in his paper on simple alternative rings [1], and we take the Peirce decomposition of \( R \) into the direct sum, \( R = R_{11} \oplus R_{10} \oplus R_{01} \oplus R_{00} \), where \( ex_{ij} = ix_{ij} \) and \( x_{ij}e = jx_{ij} \), for all \( x_{ij} \in R_{ij} \), \( i, j = 0, 1 \). First we compute the multiplication table of the \( R_{ij} \). Exactly as in [3] we can prove

(4) \[ R_{10}R_{i1} = 0 \]
and
(5) \[ R_{01}R_{i0} = 0. \]
The proof of \( R_{00}R_{10} = 0 \) and \( R_{10}R_{00} \subset R_{10} \) given in [3] has only one use of identity (2), and we can get the same thing by taking \( 0 = C(e, y_{00}, x_{10}, e) = J(ey_{00}, x_{10}, e) + J(ex_{10}, y_{00}, e) = J(x_{10}, y_{00}, e) \). Thus we have

\[(6) \quad R_{00}R_{10} = 0\]

and

\[(7) \quad R_{10}R_{00} \subset R_{10} \.
\]

When we reverse subscripts we can replace the use of (2) by

\[0 = E(e, y_{11}, e, x_{01}) = J(ey_{11}, e, x_{01}) + J(ex_{01}, e, y_{11}) = J(y_{11}, e, x_{01}),\]

and so we have

\[(8) \quad R_{11}R_{01} = 0\]

and

\[(9) \quad R_{01}R_{11} \subset R_{01} \.
\]

The proof in [3] of \( R_{11}R_{10} \subset R_{10} \) also has only one use of identity (2) which can be replaced by using \( F(y_{10}, e, x_{11}, e) = 0 \), and where subscripts are reversed, \( D(x_{00}, e, e, y_{01}) = 0 \). Thus we have

\[(10) \quad R_{11}R_{10} \subset R_{10}\]

and

\[(11) \quad R_{00}R_{01} \subset R_{01} \.
\]

Exactly as in [3] we can prove

\[(12) \quad x_{10}^2 = 0 = x_{10}y_{10} + y_{10}x_{10}\]

and

\[(13) \quad x_{01}^2 = 0 = x_{01}y_{01} + y_{01}x_{01} \.
\]

We cannot hope to prove \( R_{10}R_{10} = 0 = R_{01}R_{01} \) as in [3], since this is true only for associative rings and not in general for alternative rings, and our hypotheses are satisfied by alternative rings. We can prove however that \( R_{10}R_{10} \subset R_{01} \) and \( R_{01}R_{01} \subset R_{10} \), which is what happens in
alternative rings. These are the only two places where our multiplication inclusions will differ from those proved in [3]. We have $0 = B(e, x_{10}, y_{10}, e) = ((e, x_{10}), y_{10}, e) + ((e, x_{10}), e, y_{10}) + ((y_{10}, x_{10}), e, e) + ((e, x_{10}), e, y_{10}) + ((e, x_{10}), y_{10}, e) = 2(x_{10}, y_{10}, e) + 2(x_{10}, e, y_{10})$. Thus we have $(x_{10}, y_{10}, e) + (x_{10}, e, y_{10}) = 0$. Expansion gives $x_{10}y_{10} \cdot e - x_{10}y_{10} = 0$ so that

$$x_{10}y_{10} \cdot e = x_{10}y_{10}.$$  

Also we have $0 = A(x_{10}, y_{10}, e, e) = (x_{10}, y_{10} \circ e, e) + (e, y_{10} \circ e, x_{10}) - y_{10} \circ (x_{10}, y_{10}, e) - e \circ (x_{10}, y_{10}, e) - y_{10} \circ (e, e, x_{10}) - e \circ (e, e, x_{10}) = (x_{10}, y_{10}, e) + (e, y_{10}, x_{10}) - e \circ (x_{10}, y_{10}, e) - e \circ (e, y_{10}, x_{10})$. Thus we have $(x_{10}, y_{10}, e) + (e, y_{10}, x_{10}) = e \circ [(x_{10}, y_{10}, e) + (e, y_{10}, x_{10})]$. However, expansion gives $(x_{10}, y_{10}, e) + (e, y_{10}, x_{10}) = x_{10}y_{10} \cdot e + y_{10}x_{10} - e \cdot y_{10}x_{10} = e \cdot x_{10}y_{10}$, because of (12) and (14). Substituting this in the previous equation we get $e \cdot x_{10}y_{10} = e \circ (e \cdot x_{10}y_{10})$. Since $(e, e, R) = (R, e, e) = 0$, which also implies $(e, R, e) = 0$, the previous equation reduces to $e \cdot x_{10}y_{10} \cdot e = 0$, which in view of (14) gives

$$e \cdot x_{10}y_{10} = 0.$$  

Combining (14) and (15), we see that we have proved

$$R_{10}R_{10} \subseteq R_{01}.$$  

The same substitutions with subscripts reversed yield a proof of

$$R_{01}R_{01} \subseteq R_{10}.$$  

The proof of $R_{10}R_{01} \subseteq R_{11}$ in [3] has only one use of (2) which can be replaced by $C(e, x_{10}, y_{01}, e) = 0$, and with subscripts reversed by $F(x_{01}, e, y_{10}, e) = 0$. Thus we have

$$R_{10}R_{01} \subseteq R_{11}$$  

and

$$R_{01}R_{10} \subseteq R_{00}.$$  

We now wish to consider products of the type $R_{00}R_{11}$ and $R_{11}R_{00}$. We have $0 = F(y_{11}, e, x_{00}, e) = J(y_{11}, y_{00}, e) + J(x_{00}, x_{11}, e) = J(y_{11}, x_{00}, e)$, and $0 = E(e, y_{11}, e, x_{00}) = J(ey_{11}, e, x_{00}) + J(ex_{00}, e, y_{11}) = 0$. Thus we have

$$R_{10}R_{01} \subseteq R_{11}$$  

and

$$R_{01}R_{10} \subseteq R_{00}.$$  

We now wish to consider products of the type $R_{00}R_{11}$ and $R_{11}R_{00}$. We have $0 = F(y_{11}, e, x_{00}, e) = J(y_{11}, y_{00}, e) + J(x_{00}, x_{11}, e) = J(y_{11}, x_{00}, e)$, and $0 = E(e, y_{11}, e, x_{00}) = J(ey_{11}, e, x_{00}) + J(ex_{00}, e, y_{11}) = 0$. Thus we have
Thus we have $J(y_{11}, e, x_{00}) = 0$ and $J(y_{11}, e, x_{00}) = 0$. Using these two equations, we can proceed exactly as in [3] to prove

$$x_{00}y_{11} = y_{11}x_{00} \in R_{00} + R_{11}.$$  

We now consider products of the form $R_{11}R_{11}$. From third power associativity we have $(x_{11}, y_{11}, e) + (e, x_{11}, y_{11}) + (y_{11}, e, x_{11}) + (y_{11}, x_{11}, e) + (e, y_{11}, x_{11}) + (x_{11}, e, y_{11}) = 0$. Expanding and simplifying we get $(x_{11}y_{11} + y_{11}x_{11})e - e(x_{11}y_{11} + y_{11}x_{11}) = 0$, which can be rewritten as $(x_{11}y_{11}, e) = 0$. This implies

$$x_{11}y_{11} \in R_{11} + R_{00}.$$  

Now $A(x_{11}, y_{11}, e, e) = 0$ gives $2(x_{11}, y_{11}, e) + 2(e, y_{11}, x_{11}) = e \circ (x_{11}, y_{11}, e) + e \circ (e, y_{11}, x_{11})$. Expanding and simplifying gives

$$2(x_{11}y_{11} \cdot e - x_{11}y_{11} + y_{11}x_{11} - e \cdot y_{11}x_{11}) = e \cdot x_{11}y_{11} \cdot e - e \cdot x_{11}y_{11} + y_{11}x_{11} \cdot e - e \cdot y_{11}x_{11} \cdot e.$$  

Now if we let $x_{11}y_{11} = a_{11} + a_{10} + a_{01} + a_{00}$, then because of (21) we have $y_{11}x_{11} = b_{11} - a_{10} - a_{01} + b_{00}$. Substituting these in the preceding equation yields $-2a_{00} - a_{10} - a_{01} + 2b_{00} = 0$. By the directness of the Peirce decomposition this gives $a_{10} = a_{01} = 0$ and $a_{00} = b_{00}$. Thus we have

$$R_{11}R_{11} \subset R_{11} + R_{00}$$

and

$$(x_{11}y_{11})_{00} = (y_{11}x_{11})_{00}.$$  

Reversing subscripts yields a proof that

$$R_{00}R_{00} \subset R_{11} + R_{00}$$

and

$$(x_{00}y_{00})_{11} = (y_{00}x_{00})_{11}.$$  

From $B(e, x_{10}, y_{11}, z_{00}) = 0$ one can prove $x_{10} \cdot y_{11}z_{00} = 0 = x_{10} \cdot z_{00}y_{11}$, exactly as in [3]. Using this, (4), and (7) we have $(x_{10}, y_{11}, z_{00}) = 0 = (x_{10}, z_{00}, y_{11})$. Also, using (4) and (6), we see that $(z_{00}, x_{10}, y_{11}) = 0$. Now from $A(z_{00}, y_{11}, e, x_{10}) = 0$ we get $2(z_{00}, y_{11}, x_{10}) + 2(x_{10}, y_{11}, z_{00}) = e \circ (z_{00}, y_{11}, x_{10}) + e \circ (x_{10}, y_{11}, z_{00}) + y_{11} \circ (z_{00}, e, x_{10}) + y_{11} \circ (x_{10}, e, z_{00})$. We already know $(x_{10}, y_{11}, z_{00}) = 0$ and using (6) we see that $(z_{00}, e, x_{10}) = 0$ while clearly $(x_{10}, e, z_{00}) = 0$. We are left with
(26) \[ 2(z_{00}, y_{11}, x_{10}) = e \circ (z_{00}, y_{11}, x_{10}). \]

On the other hand, expanding and using (6), (10), and (20) we see that \((z_{00}, y_{11}, x_{10}) \in R_{10}\), so that we have

(27) \[ e \circ (z_{00}, y_{11}, x_{10}) = (z_{00}, y_{11}, x_{10}). \]

Combining (26) and (27) we conclude that \((z_{00}, y_{11}, x_{10}) = 0\). Now expanding and using (6), (10), and (20) gives \((y_{11}, z_{00}, x_{10}) = y_{11} z_{00} \cdot x_{10} = z_{00} y_{11} \cdot x_{10} = (z_{00}, y_{11}, x_{10}) = 0\). We have now shown that five of the six possible associators involving \(y_{11}, z_{00}\) and \(x_{10}\) are zero. By third power associativity the remaining one, \((y_{11}, x_{10}, z_{00})\), must be zero also. We have proved

\[
(x_{10}, y_{11}, z_{00}) = (y_{11}, z_{00}, x_{10}) = (z_{00}, x_{10}, y_{11})
= (z_{00}, y_{11}, x_{10}) = (y_{11}, x_{10}, z_{00}) = (x_{10}, z_{00}, y_{11}) = 0.
\]

The same substitutions with subscripts reversed yield a proof of

\[
(x_{01}, y_{11}, z_{00}) = (y_{11}, z_{00}, x_{01}) = (z_{00}, x_{01}, y_{11})
= (z_{00}, y_{11}, x_{01}) = (y_{11}, x_{01}, z_{00}) = (x_{01}, z_{00}, y_{11}) = 0.
\]

As in [3] we let \(A = \{a_{11} + a_{00}/a_{11}, R_{10} = R_{01} a_{11} = 0 = a_{00} R_{01} = R_{10} a_{00}\}\). We can prove exactly as in [3] that

(30) \[ R_{11} R_{00} \subset A \quad \text{and} \quad R_{00} R_{11} \subset A. \]

We now wish to show that all associators with two elements from \(R_{ij}\) and one element from \(R_{ij}\) vanish. From \(B(x_{10}, e, y_{11}, z_{11}) = 0\) we get \(0 = (x_{10}, y_{11}, z_{11}) + (x_{10}, z_{11}, y_{11}) = -x_{10}(y_{11} z_{11} + z_{11} y_{11})\). Using (22) and (23), let \(y_{11} z_{11} = a_{11} + a_{00}\) and \(z_{11} y_{11} = b_{11} + a_{00}\). Then we have \(0 = x_{10}(y_{11} z_{11} + z_{11} y_{11}) = x_{10}(a_{11} + b_{11} + 2a_{00}) = 2x_{10} a_{00}\). Thus we have \(x_{10} a_{00} = 0\). But this implies that \((x_{10}, y_{11}, z_{11}) = -x_{10}(a_{11} + a_{00}) = 0\) and so also \((x_{10}, z_{11}, y_{11}) = 0\). Now from \(A(x_{10}, e, y_{11}, z_{11}) = 0\) we get \(2(z_{11}, y_{11}, x_{10}) = e \circ (z_{11}, y_{11}, x_{10})\) but since \((z_{11}, y_{11}, x_{10}) \in R_{10}\), this implies \((z_{11}, y_{11}, x_{10}) = 0\). The same argument with \(z_{11}\) and \(y_{11}\) interchanged proves that \((y_{11}, z_{11}, x_{10}) = 0\) and because of (4) and (10) we have directly that \((z_{11}, x_{10}, y_{11}) = 0 = (y_{11}, x_{10}, z_{11})\). Thus we have

(31) \( (y_{11}, z_{11}, x_{10}) = (y_{11}, x_{10}, z_{11}) = (x_{10}, y_{11}, z_{11}) = 0. \)

The same substitutions with subscripts reversed yield a proof that

(32) \( (x_{01}, y_{00}, z_{00}) = (y_{00}, x_{01}, z_{00}) = (y_{00}, z_{00}, x_{01}) = 0. \)
We now show that all associators with two entries from \( R_{ii} \) and one entry from \( R_{ij} \) vanish. From \( B(x_0, e, y, z) = 0 \) we get \( (x_0, y, z) + (x_0, y, z) = 0 \). Because of (8) and (9) we have directly that 
\[
(y_1, x_0, z_1) = 0 = (z_1, x_0, y_1).
\]
It follows by third power associativity that 
\[
(y_1, z_1, x_0) + (z_1, y_1, x_0) = 0.
\]
Expanding gives 
\[
(y_1 z_1 + z_1 y_1) x_0 = 0.
\]
Using (22) and (23), let \( y_1 z_1 = a_{11} + a_{00} \) and 
\[
z_1 y_1 = b_{11} + a_{00}.
\]
Substituting this in the preceding equation gives 
\[
(a_{11} + b_{11} + 2a_{00}) x_0 = 0,
\]
and hence \( a_{00} x_0 = 0 \). We now have 
\[
(y_1, z_1, x_0) = 0 = (z_1, y_1, x_0).
\]
Now \( A(x_0, e, y_1, z_1) = 0 \) gives 
\[
2(x_0, y_1, z_1) = e \circ (x_0, y_1, z_1),
\]
but \( (x_0, y_1, z_1) \in R_{11} \) because of (5), (9), and (22). Thus \( (x_0, y_1, z_1) = 0 \). We have now shown

\[
(33) \quad (x_0, y_1, z_1) = (y_1, x_0, z_1) = (y_1, z_1, x_0) = 0.
\]

Reversing subscripts yields a proof of

\[
(34) \quad (x_0, y_0, z_0) = (y_0, x_0, z_0) = (y_0, z_0, x_0) = 0.
\]

We can now prove exactly as in [3] that \( A \) is an ideal of \( R \) and that since \( R \) is simple and \( (e, R) \neq 0 \), we must have \( A = 0 \). Since \( R_{11} R_{00} \subset A \) and 
\[
R_{00} R_{11} \subset A
\]
by (30), we have

\[
(35) \quad R_{11} R_{00} = R_{00} R_{11} = 0.
\]

Also using (31)–(34) we can prove easily that if \( y_1 z_1 = a_{11} + a_{00} \), then \( a_{00} \in A \) and if \( y_0 z_0 = c_{11} + c_{00} \) then \( c_{11} \in A \), in fact our proofs of equations (31)–(34) contain this information. Thus we have

\[
(36) \quad R_{11} R_{11} \subset R_{11}
\]

and

\[
(37) \quad R_{00} R_{00} \subset R_{00}.
\]

We now have the same multiplication table as in an alternative ring, i.e., \( R_{ij} R_{kl} \subset \delta_{ij} R_{kl} \) except for the case \( R_{ij} R_{ij} \) where we have \( R_{ij} R_{ij} \subset R_{ii} \). We will now show that \( R \) must be alternative by considering all possible associators \( (R_{ij}, R_{kl}, R_{mn}) \) and showing that they obey the alternative law. An associator \( (x, y, z) \) obeys the alternative law if 
\[
(x \sigma, y \sigma, z \sigma) = \text{sgn} \sigma(x, y, z)
\]
for all six permutations \( \sigma \) of \( x, y, \) and \( z \) within the associator. Using (31), (33), (35), and (36) it is obvious that all associators with exactly two entries from \( R_{ii} \) vanish, \( i = 0, 1 \). Thus assuming \( i \neq j \) we have
In the case where exactly one entry is from \( R_{ij} \), we see that if one or both of the remaining entries are from \( R_{ji} \), the associator vanishes by either (28), (29), or (38). There are three other possibilities for the remaining two entries, both from \( R_{ij} \), both from \( R_{ji} \) or one from \( R_{ij} \) and the other from \( R_{ji} \). We consider the last of these first. We have immediately on expansion that \((x_{11}, y_{01}, z_{10}) = 0\), \((y_{01}, z_{10}, x_{11}) = 0\) and \((z_{10}, x_{11}, y_{01}) = 0\). Now from \( B(y_{01}, e, x_{11}, z_{10}) = 0 \) we get \((y_{01}, x_{11}, z_{10}) + (y_{01}, z_{10}, x_{11}) - (z_{10}, y_{01}, x_{11}) - (z_{10}, x_{11}, y_{01}) = 0\). The second and fourth terms vanish leaving \((y_{01}, x_{11}, z_{10}) = (z_{10}, y_{01}, x_{11})\), but \((y_{01}, x_{11}, z_{10}) \in R_{00}\) while \((z_{10}, y_{01}, x_{11}) \in R_{11}\), hence we must have \((y_{01}, x_{11}, z_{10}) = 0 = (z_{10}, y_{01}, x_{11})\). It follows from third power associativity that \((x_{11}, z_{10}, y_{01}) = 0\) also. Since we could repeat this with subscripts reversed, we have

\[
(R_{ij}, R_{ji}, R_{ji}) = 0.
\]

Now consider associators of the form \((R_{11}, R_{10}, R_{10})\). Using (4), (10), and (12) we see that \((x_{11}, y_{10}, z_{10}) = x_{11}y_{10} \cdot z_{10} = -z_{10} \cdot x_{11}y_{10} = (z_{10}, x_{11}, y_{10})\), so we have

\[
(x_{11}, y_{10}, z_{10}) = (z_{10}, x_{11}, y_{10}).
\]

Since \(y_{10}\) and \(z_{10}\) are interchangeable, it follows from (40) that

\[
(x_{11}, z_{10}, y_{10}) = (y_{10}, x_{11}, z_{10}).
\]

We also have \((y_{10}, z_{10}, x_{11}) = y_{10}z_{10} \cdot x_{11} = -z_{10}y_{10} \cdot x_{11} = -(z_{10}, y_{10}, x_{11})\). Thus we have

\[
(y_{10}, z_{10}, x_{11}) = -(z_{10}, y_{10}, x_{11}).
\]

Using third power associativity we have \((x_{11}, y_{10}, z_{10}) + (z_{10}, x_{11}, y_{10}) + (y_{10}, z_{10}, x_{11}) + (x_{11}, z_{10}, y_{10}) + (y_{10}, x_{11}, z_{10}) + (z_{10}, y_{10}, x_{11}) = 0\). Substituting in this equation (40), (41), and (42), we find this reduces to \(2(x_{11}, y_{10}, z_{10}) + 2(x_{11}, z_{10}, y_{10}) = 0\), so we have

\[
(x_{11}, y_{10}, z_{10}) = -x_{11}, z_{10}, y_{10}).
\]

Combining (40), (43), and (41) we see that four of the associators are related by
\[(z_{10}, x_{11}, y_{10}) = (x_{11}, y_{10}, z_{10}) = -(x_{11}, z_{10}, y_{10})\]

(44)

\[= -(y_{10}, x_{11}, z_{10}),\]

and the remaining two are related by (42). We need only link one of the first four to one of the second two in the proper way to have the full alternative relation. For this we use \(G(x_{11}, e, z_{10}, y_{10}) = 0\) to get

\[(z_{10}, x_{11}, y_{10}) + (y_{10}, x_{11}, z_{10}) + (z_{10}, y_{10}, x_{11}) + (x_{11}z_{10}, e, y_{10}) + (y_{10}, x_{11}z_{10}, e) + (e, y_{10}, x_{11}z_{10}) + (y_{10}z_{10}, e, x_{11}) + (x_{11}, y_{10}z_{10}, e) + (e, x_{11}, y_{10}z_{10}) = 0.\]

Expanding the associators and using the multiplicative relations, we see that the last three associators vanish. Using this and expanding the associators containing the product \(x_{11}z_{10}\) gives \((x_{11}, z_{10}, y_{10}) + (y_{10}, x_{11}, z_{10}) + (z_{10}, y_{10}, x_{11}) - x_{11}z_{10} \cdot y_{10} + y_{10} \cdot x_{11}z_{10} + y_{10} \cdot x_{11}z_{10} = 0.\) Using (4), (10), and (12) we see that \(-x_{11}z_{10} \cdot y_{10} = y_{10} \cdot x_{11}z_{10} = -(y_{10}, x_{11}, z_{10}).\) Substituting this in the preceding equation gives

\[(x_{11}z_{10}, y_{10}) + (y_{10}, x_{11}, z_{10}) + (z_{10}, y_{10}, x_{11}) - 3(y_{10}, x_{11}, z_{10}) = 0.\]

By (41) and (44) this yields \(-x_{11}, z_{10}, y_{10}) + (z_{10}, y_{10}, x_{11}) = 0.\) We have now shown

(45) \(R_{ii}\sigma, R_{ij}\sigma, R_{ii}\sigma) = sgn \sigma(R_{ii}, R_{ij}, R_{ij}).\)

We now consider the possibility of one entry in \(R_{ii}\) and two entries in \(R_{ij}.\) This works very similarly to the preceding argument. By expanding and using (8), (9), and (13), we quickly get \((z_{01}, y_{01}, x_{11}) = (y_{01}, x_{11}, z_{01}),\) \((y_{01}, z_{01}, x_{11}) = (z_{01}, x_{11}, y_{01})\) and \((x_{11}, y_{01}, z_{01}) = -(x_{11}, z_{01}, y_{01}).\) Substituting this in third power associativity one gets \((z_{01}, x_{11}, y_{01}) = -(y_{01}, x_{11}, z_{01}).\) Thus we have

(46) \((z_{01}, y_{01}, x_{11}) = (y_{01}, x_{11}, z_{01}) = -(z_{01}, x_{11}, y_{01})\)

\[= -(y_{01}, z_{01}, x_{11})\]

and

(47) \((x_{11}, y_{01}, z_{01}) = -(x_{11}, z_{01}, y_{01}).\)

The final link is provided by \(G(e, x_{11}, z_{01}, y_{01}) = 0,\) which gives \((x_{11}, z_{01}, y_{01}) + (y_{01}, x_{11}, z_{01}) + (z_{01}, y_{01}, x_{11}) + (y_{01}x_{11}, z_{01}, e) + (e, y_{01}x_{11}, z_{01}) + (z_{01}, e, y_{01}x_{11}) + (y_{01}z_{01}, x_{11}, e) + (e, y_{01}z_{01}, x_{11}) + (x_{11}, e, y_{01}z_{01}) = 0.\) The last three terms can be shown to vanish by expansion. Expanding the associators involving \(y_{01}x_{11},\) the preceding equation becomes \((x_{11}, z_{01}, y_{01}) + (y_{01}, x_{11}, z_{01}) + (z_{01}, y_{01}, x_{11}) - y_{01}x_{11} \cdot z_{01} - y_{01}x_{11} \cdot z_{01} - z_{01} \cdot y_{01}x_{11} = 0.\) Using (8) and (13) this gives \((x_{11}, z_{01}, y_{01}) + (y_{01}, x_{11}, z_{01}) + (z_{01}, y_{01}, x_{11}) - 3(y_{01}, x_{11}, z_{01}) = 0.\) Using (46) this reduces to \((x_{11}, z_{01}, y_{01}) -
(y_{01}, x_{11}, z_{01}) = 0. Since subscripts can be reversed in this proof, we have proved

\[(R_{ii}\sigma, R_{ij}\sigma, R_{ij}\sigma) = \text{sgn} \sigma(R_{ii}, R_{ij}, R_{ij}).\]

This completes the case where exactly one entry comes from $R_{ii}$. Next we consider the case where all entries are from $R_{10}$. From

\[A(y_{10}, e, z_{10}, x_{10}) = 0\]

we get

\[(y_{10}, z_{10}, x_{10}) + (x_{10}, z_{10}, y_{10}) = e \circ (y_{10}, z_{10}, x_{10}) + z_{10} \circ (y_{10}, e, x_{10}) + e \circ (x_{10}, z_{10}, y_{10}) + z_{10} \circ (x_{10}, e, y_{10}).\]

Expanding we see that

\[z_{10} \circ (y_{10}, e, x_{10}) + z_{10} \circ (x_{10}, e, y_{10}) = z_{10} \circ (-y_{10}x_{10} - x_{10}y_{10}) = 0\]

because of (12). Thus we are left with

\[(y_{10}, z_{10}, x_{10}) + (x_{10}, z_{10}, y_{10})\]

\[= e \circ [(y_{10}, z_{10}, x_{10}) + (x_{10}, z_{10}, y_{10})].\]

Expanding will show that $(R_{10}, R_{10}, R_{10}) \subset R_{11} + R_{00}$. Let $(y_{10}, z_{10}, x_{10}) + (x_{10}, z_{10}, y_{10}) = a_{11} + a_{00}$. Then

\[e \circ [(y_{10}, z_{10}, x_{10}) + (x_{10}, z_{10}, y_{10})] = 2a_{11}.\]

Comparison with (49) yields $2a_{11} = a_{11} + a_{00}$ which implies $a_{11} = 0 = a_{00}$, so that we have

\[(y_{10}, z_{10}, x_{10}) = -(x_{10}, z_{10}, y_{10}).\]

From $B(x_{10}, y_{10}, e, z_{10}) = 0$, we get

\[((x_{10}, y_{10}, e, z_{10}) + ((x_{10}, y_{10}, z_{10}, e) + ((e, y_{10}), x_{10}, z_{10}) + ((e, y_{10}), z_{10}, x_{10}) + ((z_{10}, y_{10}), x_{10}, e) + ((z_{10}, y_{10}), e, x_{10}) = 0.\]

The first two terms and the last two terms vanish because of (39). We are left with

\[(y_{10}, x_{10}, z_{10}) + (y_{10}, z_{10}, x_{10}) = 0\]

which gives

\[(y_{10}, x_{10}, z_{10}) = -(y_{10}, z_{10}, x_{10}).\]

Since all entries are from $R_{10}$ and since any two transpositions generate the full symmetric group on three elements, (50) and (51) are sufficient to imply the full alternative law for associators of this type. Since the same argument works with subscripts reversed, we have proved

\[(R_{ij}\sigma, R_{ij}\sigma, R_{ij}) = \text{sgn} \sigma(R_{ij}, R_{ij}, R_{ij}).\]

Now we consider the case of one entry from $R_{01}$ and two entries from $R_{10}$. Using (12), (13), and various multiplicative relation we have

\[(x_{01}, y_{10}, z_{10}) = (y_{10}, z_{10}, x_{01}), (x_{01}, y_{10}, z_{10}) = -(x_{01}, z_{10}, y_{10}), \text{ and } (x_{01}, z_{10}, y_{10}) = (z_{10}, y_{10}, x_{01}).\]

Thus we have four of the associators properly related by

\[(x_{01}, y_{10}, z_{10}) = (y_{10}, z_{10}, x_{01}) = -(x_{01}, z_{10}, y_{10})\]

\[= -(z_{10}, y_{10}, x_{01}).\]
From third power associativity we now get

\[(y_0, x_0, z_{10}) = -(z_{10}, x_0, y_{10}).\]  

The necessary link is provided by \(G(x_0, e, z_{10}, y_{10}) = 0 = (x_0, z_{10}, y_{10}) + (y_{10}, x_0, z_{10}) + (z_{10}, y_{10}, x_0) + (x_0, y_{10}z_{10}, e) + (e, y_{10}, x_0z_{10}) + (y_{10}z_{10}, e, x_0) + (x_0, y_{10}z_{10}, e) + (e, x_0, y_{10}z_{10}).\) In this equation all the associators having entry \(x_0z_{10}\) vanish because of (19) and (28). We are left with \((x_0, z_{10}, y_{10}) + (y_{10}, x_0, z_{10}) + (z_{10}, y_{10}, x_0) + (x_0, y_{10}z_{10}, e) + (e, y_{10}, x_0z_{10}) + (y_{10}z_{10}, e, x_0) + (x_0, y_{10}z_{10}, e) + (e, x_0, y_{10}z_{10}) = 0.\) Using (53) this reduces to \((x_0, y_{10}, z_{10}) + (y_{10}, x_0, z_{10}) = 0\), which completes the case. Since we can reverse subscripts in this proof we have proved

\[(R_{ij} \sigma, R_{ij} \sigma, R_{ij} \sigma) = \text{sgn} \sigma (R_{ij}, R_{ij}, R_{ij}).\]  

We are now left with only the cases where all three entries come from the same \(R_{ii}\). We will show that \(R_{11}\) and \(R_{00}\) are associative subrings of \(R\). As in [1], it follows easily from the multiplicative relations of the \(R_{ij}\) that \(B = R_{10}R_{01} + R_{10} + R_{01} + R_{10}R_{01}\) is an ideal of \(R\). Since we are assuming \((e, R) \neq 0\), we have \(R_{10} + R_{01} \neq 0\), so that \(B \neq 0\). Hence by the simplicity of \(R\) we have \(B = R\). This implies that \(R_{11} = R_{10}R_{01}\) and \(R_{00} = R_{01}R_{10}\). Now consider the associator \((x_{11}, y_{11}, z_{11})\). Since \(R_{11} = R_{10}R_{01}\), we can write \((x_{11}, y_{11}, z_{11})\) as a sum of associators of the form \((a_{10}b_{01}, y_{11}, z_{11})\). In an arbitrary ring we have the Teichmüller identity \((wx, y, z) - (w, xy, z) + (w, x, yz) = w(x, y, z) + (w, x, y)z\). Using this gives \((a_{10}b_{01}, y_{11}, z_{11}) - (a_{10}, b_{01}, y_{11}, z_{11}) + (a_{10}, b_{01}, y_{11}z_{11}) = a_{10}(b_{01}, y_{11}, z_{11}) + (a_{10}, b_{01}, y_{11})z_{11}\). However, by (39) associators of the type \((R_{10}, R_{01}, R_{11})\) vanish and by (33) those of the type \((R_{01}, R_{11}, R_{11})\) vanish also. We are left with \((a_{10}b_{01}, y_{11}, z_{11}) = 0\) and hence \((x_{11}, y_{11}, z_{11}) = 0\) so that \(R_{11}\) is associative. A similar argument proves that \(R_{00}\) is associative. We have proved the following:

**Theorem.** If \(R\) is a simple ring of characteristic not 2 or 3, which has an idempotent \(e\) such that \((e, e, R) = 0 = (R, e, e)\) and \((e, R) \neq 0\), and if every subring of \(R\) generated by two elements satisfies (1), (2), and (3), then \(R\) is alternative and hence either associative or a Cayley Dickson algebra [1].
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