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Let \((H, \tau)\) be a topological vector space and let \(T\) be a compact linear operator mapping \(H\) into \(H\) (i.e., \(T[V]\) is contained in a \(\tau\)-compact set for some \(\tau\)-neighborhood \(V\) of the zero vector in \(H\)). Sufficient conditions are given for \((H, \tau)\) so that \(T\) has a non-trivial, closed invariant linear subspace. In particular, it is shown that any complete, metrizable topological vector space with a Schauder basis satisfies the conditions stated in this paper. The proofs and conditions are stated within the framework of nonstandard analysis.

Introduction. This paper considers the following problem: given a compact operator \(T\) (Definition 2.11) on a topological vector space \((H, \tau)\), does there exist a closed nontrivial linear subspace \(F\) of \(H\) such that \(T[F] \subset F\)? Aronszajn and Smith gave an affirmative answer to the above question when \(H\) is a Banach space (see [1]). Also it is easily shown that the Aronszajn and Smith result can be extended to locally convex spaces. However, it appears that other methods must be used for nonlocally convex spaces.

Sufficient conditions are given for a topological vector space so that a compact linear operator defined on the space has at least one nontrivial closed invariant linear subspace (Definitions 2.1 and 4.1, Theorems 3.2, 4.2 and 4.7). In particular, it is shown that a Fréchet space with a Schauder basis satisfies the conditions given in this paper (Theorem 5.6). The basic techniques are an outgrowth of Bernstein’s and Robinson’s methods in [2], [3] and [4]; consequently, the proofs and arguments of the main results are stated within the framework of nonstandard analysis. It will be assumed that the reader is familiar with Abraham Robinson’s book on Nonstandard Analysis [11] or W. A. J. Luxemburg’s paper on Monad Theory [10].

1. Nonstandard topological vector spaces. Let us briefly examine the basic concepts of nonstandard topological vector space theory that are used in this paper. A more detailed discussion of nonstandard topological vector spaces can be found in [6] and [7]. Let \(C\) be the complex numbers, let \(H\) be a vector space over \(C\) and let \(B_r\) be the full set theoretical structure of \(H \cup C\). Throughout this paper \((H, \tau)\) will denote a complex topological vector space \(H\) with topology
Also we will assume that the nonstandard structure $^*B_\tau$ of $H \cup C$ is a higher order ultrapower enlargement of $B_\tau$ (see [6], Chapter 1, §1).

The nonnegative integers, positive integers and the real numbers are designated by $\mathbb{N}, \mathbb{N}^+, \text{and } \mathbb{R}$ respectively. Moreover, the map $x \mapsto ^*x$ of $H \cup C$ into $^*H \cup ^*C$ is the identity on $\mathbb{N}, \mathbb{R}, C$ and $H$. As usual, the extensions to $^*C$ of the algebraic operations $+, \cdot$ and $|$ on $C$ are denoted by the same symbols. The same is true of the extension to $^*\mathbb{R}$ of the ordering $<$ on $\mathbb{R}$.

An element $\lambda \in ^*\mathbb{C}$ is called an infinitesimal if and only if $|\lambda| \leq \delta$ for each positive $\delta$ in $\mathbb{R}$ and finite if and only if $|\lambda| \leq \delta$ for some positive $\delta \in \mathbb{R}$. If $\lambda \in ^*\mathbb{C}$ is not finite then $\lambda$ is called infinite. An element $\lambda \in ^*\mathbb{C}$ is called near-standard if there is an element in $\mathbb{C}$, denoted by $^0\lambda$, such that $\lambda - ^0\lambda$ is an infinitesimal. It can be shown that $^0\lambda$ exists and is unique if and only if $\lambda \in ^*\mathbb{C}$ is finite.

The extension to $^*H$ of vector addition, $+$, on $H$ is again denoted by the same symbol and the scalar multiplication operation on $^*\mathbb{C} \times ^*H$ takes $(\lambda, z)$ to $\lambda z$. For each $x$ in $H$, $\mu_\tau(x)$ is defined by

$$
\mu_\tau(x) = \cap \{V | V \in \mathcal{N}_\tau(x)\}
$$

where $\mathcal{N}_\tau(x)$ is the filter of $\tau$-neighborhoods of $x$. Since $\mathcal{N}_\tau(x) = \{V + x | V \in \mathcal{N}_\tau(0)\}$ it follows that

$$
\mu_\tau(x) = \mu_\tau(0) + x
$$

for every $x$ in $H$. It is easy to see that $\mu_\tau(0) + \mu_\tau(0) = \mu_\tau(0)$ and $\lambda \mu_\tau(0) \subseteq \mu_\tau(0)$ for finite $\lambda$ in $^*\mathbb{C}$ ([6], Proposition I.6).

An element $z$ of $^*H$ is called $\tau$-near standard if and only if $z \in \mu_\tau(x)$ for some $x$ in $H$ which is equivalent to $z - x \in \mu_\tau(0)$ for some $x$ in $H$. The set of all $\tau$-near-standard points of $^*H$ will be denoted by $\text{ns}_\tau(^*H)$. It is easily shown that $\text{ns}_\tau(^*H)$ is closed under addition and multiplication by finite elements of $^*\mathbb{C}$. If $\tau$ is Hausdorff then for each $z \in \text{ns}_\tau(^*H)$ there exists an unique point in $H$, denoted by $^0z$, such that $z - ^0z \in \mu_\tau(0)$. Note that $H \subseteq \text{ns}_\tau(^*H)$.

For $A \subseteq ^*H$, the $\tau$-standard part of $A$, $\text{st}_\tau(A)$, is defined by

$$
\text{st}_\tau(A) = \{x \in H | z \in \mu_\tau(x) \text{ for some } z \in A\}.
$$

Consequently, $\text{st}_\tau(A) \subseteq H$ for $A \subseteq ^*H$ and it can be shown that

$$
\text{st}_\tau(^*A) = \bar{A}
$$

for any $A \subseteq H$ ([6], Proposition I.2). Observe that $\text{st}_\tau(\{z\}) = \{^0z\}$ for each $z \in \text{ns}_\tau(^*H)$ if $\tau$ is Hausdorff.
Another interesting concept, although not pertinent to the main objective, is the notion of a finite point. The set of $\tau$ finite points, $\text{fin}_\tau(*H)$, is defined by

$$\text{(1.5)} \text{fin}_\tau(*H) = \cap\{\alpha \mu_\tau(0) | \alpha \in *R \text{ is positive and infinite}\}.$$ 

It can be shown that $z \in \text{fin}_\tau(*H)$ if and only if for $V \in \mathcal{N}_\tau(0)$ there exists an $n \in \mathbb{N}$ such that $z \in *(nV)$ ([6], Corollary I.15). Furthermore, $ns_\tau(*H) \subset \text{fin}_\tau(*H)$ and $\text{fin}_\tau(*H)$ is closed under addition and multiplication by finite elements of $*C$ (see [6], Proposition I.16 or [7], Theorem 1.2).

Henson and Moore first explored the relationship between $\tau$-bounded subsets of $H$ and $\text{fin}_\tau(*H)$ by establishing the fact that $A \subset H$ is $\tau$-bounded if and only if $*A \subset \text{fin}_\tau(*H)$ ([7], Theorem 2.1). This idea can be generalized still further.

**Proposition 1.6.** If $A \subset *H$ is internal and $A \subset \text{fin}_\tau(*H)$ then $st_\tau(A)$ is $\tau$-bounded.

**Proof.** Let $A \subset *H$ be internal (i.e., $A \in *\mathcal{P}(H)$) and assume $A \subset \text{fin}_\tau(*H)$. Let $V \in \mathcal{N}_\tau(0)$ be closed and balanced and let $\phi(\mathcal{P}(H), R, V)$ designate the following sentence.

"If $X \in \mathcal{P}(H)$ such that $X \subset \delta V$ for some positive $\delta \in R$ then either $X \subset \delta V$ for all positive $\delta \in R$ or there exists a positive $\delta_0 \in R$ such that $X \subset \delta V$ for $\delta < \delta_0".

Since $V$ is balanced it follows that $\phi(\mathcal{P}(H), R, V)$ is true in $B_\tau$ and consequently $\phi(*\mathcal{P}(H), *R, *V)$ is true in $*B_\tau$. Since $A \subset \text{fin}_\tau(*H)$, we have $A \subset \lambda *V$ for positive, infinite $\lambda \in *R$. If $A \subset \lambda *V$ for each positive $\lambda \in *R$ then $A \subset *V$. If there exists a positive $\lambda_0 \in *R$ such that $A \subset \lambda *V$ for $\lambda_0 < \lambda$ and $A \not\subseteq \lambda *V$ for $0 < \lambda < \lambda_0$ then $\lambda_0$ is finite. Indeed, if $\lambda_0$ were infinite then $2^{-1}\lambda_0$ is infinite and $2^{-1}\lambda_0 < \lambda_0$ which would imply $A \not\subseteq 2^{-1}\lambda_0 *V$. But $A \subset \text{fin}_\tau(*H) \subset 2^{-1}\lambda_0 *V$. In either case there exists a positive $\delta \in R$ such that $A \subset *(\delta V)$. Therefore, $st_\tau(A)$ is $\tau$-bounded since $st_\tau(A) \subset st_\tau(*(\delta V)) = \delta V$ by (1.4).

Finally, we need to consider the relationship between internal linear subspaces of $*H$ and linear subspaces of $H$. Let $\mathcal{F}(H)$ denote the collection of all finite dimensional linear subspaces of $H$. We will refer to elements of $*\mathcal{F}(H)$ as $*-$finite dimensional subspaces of $*H$. Also, let us symbolize $\circ F = st_\tau(F)$ for $F \in *\mathcal{F}(H)$.
PROPOSITION 1.7. If \((H, \tau)\) is a metrizable topological vector space and if \(F \in *\mathcal{F}(H)\) then \(^\circ F\) is a \(\tau\)-closed linear subspace of \(H\).

By definition of \(\mathcal{F}(H)\), there exists \(d: \mathcal{F}(H) \to \mathbb{N}\) such that \(d(F) \in \mathbb{N}\) is the dimension of \(F\) for \(F \in \mathcal{F}(H)\). Therefore \(*d: *\mathcal{F}(H) \to *\mathbb{N}\) and \(*d(F)\) is called the \(*\)-finite dimension of \(F\) for \(F \in *\mathcal{F}(H)\).

PROPOSITION 1.8. Let \((H, \tau)\) be a Hausdorff topological vector space and let \(F, F_1 \in *\mathcal{F}(H)\) such that \(F \subset F_1\). If \(*d(F_1) = *d(F) + 1\) then \(^\circ F \subset ^\circ F_1\) and any two points of \(^\circ F\) are linearly dependent modulo \(^\circ F\).

The proofs of the above propositions may be found in [6], Chapter I, §8.

2. Property 1. We now have the machinery needed to give sufficient conditions for a compact operator on the complex topological vector space \((H, \tau)\) to have a nontrivial \(\tau\)-closed invariant linear subspace.

Let \(\mathcal{L}(H)\) denote the vector space of all linear transformations of \(H\) into \(H\). We will refer to elements of \(*\mathcal{L}(H)\) as internal linear transformation of \(*H\) into \(*H\).

DEFINITION 2.1. A topological vector space \((H, \tau)\) is said to satisfy Property 1 if and only if there exist \(P \in *\mathcal{L}(H)\) and \(H_n \in *\mathcal{F}(H)\) such that the following conditions hold.

1. The internal linear transformation \(P\) maps \(*H\) into \(H_n\).
2. For \(V \in \mathcal{N}_\tau(0)\) there exists \(W \in \mathcal{N}_\tau(0)\) such that \(P[*W] \subset *V\).
3. If \(x \in H\) then \(P(x) - x \in \mu_\tau(0)\).

We shall show that compact operators (Definition 2.11) on complex spaces which satisfy property 1 have nontrivial closed invariant linear subspaces.

Before discussing the proof of the above statement, let us first examine the influence of property 1 on a \(\tau\)-continuous linear transformation \(T\), i.e., a linear operator, defined on \(H\). The idea is to define \(T' = P*TP\), where \(P\) satisfies the condition of Property 1, and show that if \(F \subset H_n\) is a \(*\)-finite dimensional subspace such that \(T'[F] \subset F\) then \(T[^\circ F] \subset ^\circ F\). Thus we will have a means of generating invariant subspaces for \(T\).

Assume \((H, \tau)\) satisfies Property 1 and let \(P \in *\mathcal{L}(H)\) and \(H_n \in *\mathcal{F}(H)\) be determined by Property 1. Also throughout this section, it will be assumed that \((H, \tau)\) is Hausdorff. We see immediately
(2.2) \[ H = \text{st}_\tau(H_\eta) = \circ H_\eta \quad \text{and} \quad x = \circ[P(x)] \]

for \( x \in H \). Also, Condition 2 of Definition 2.1 implies

(2.3) \[ P[\mu_r(0)] \subset \mu_r(0). \]

**Proposition 2.4.** If \( z \in \text{ns}_r(*H) \) then \( P(z) \in \text{ns}_r(*H) \), \( \circ[P(z)] = \circ z \) and \( z - P(z) \in \mu_r(0) \).

(See [6], Proposition II.2.)

Let \( T \) be a linear operator on \( H \), i.e., \( T \in \mathcal{L}(H) \) and \( T \) is continuous, and consider \(*T\). It can be shown that

(2.5) \[ *T[\mu_r(0)] \subset \mu_r(0) \]

which implies

(2.6) \[ \circ[*T(z)] = T(\circ z) \]

for \( z \in \text{ns}_r(*H) \) (see [11], Theorem 4.2.7 or [6], Propositions I.4 and II.3). By defining

(2.7) \[ T' = P*TP \]

We obtain an internal linear transformation that maps \(*H\) into \( H_\eta \). Furthermore

(2.8) \[ T'[\mu_r(0)] \subset \mu_r(0) \]

by (2.3) and (2.5). If a momentary abuse of language is permitted then we can say that the next proposition shows how well \( T' \) approximates \( T \) on near-standard points.

**Proposition 2.9.** Let \( T \in \mathcal{L}(H) \) be \( \tau \)-continuous. If \( z \in \text{ns}_r(*H) \) then \( T'(z) \in \text{ns}_r(*H) \) and \( \circ[T'(z)] = T(\circ z) \).

(See [6], Proposition II.5.)

As promised, the following proposition gives a useful way of generating invariant linear subspaces for \( \tau \)-continuous \( T \in \mathcal{L}(H) \).

**Proposition 2.10.** Let \( F \in *\mathcal{F}(H) \) such that \( F \subset H_\eta \) and let \( T \in \mathcal{L}(H) \) be \( \tau \)-continuous. If \( T'[F] \subset F \) then \( T[\circ F] \subset \circ F \).
Proof. If \( x \in \mathcal{O} \) then \( z - x \in \mathcal{O}, (0) \) for some \( z \in F \) which implies \( \mathcal{O} z = x \). We infer \( T(x) = T'z = \mathcal{O}[T'(z)] \) by Proposition 2.9. Therefore, \( T'[F] \subset F \) implies \( T'(z) \in F \) which implies \( T(x) \in \mathcal{O}F \). Consequently \( T'[\mathcal{O}F] \subset \mathcal{O}F \).

We are particularly concerned with the relationship between \( T \) and \( T' \) when \( T \) is compact. So let us now formally define compact operators.

**Definition 2.11.** Let \((H, \tau)\) be a topological vector space. A map \( T \in \mathcal{L}(H) \) is called a compact operator if and only if there exists a \( V \in \mathcal{N}, (0) \) such that \( T[V] \) is contained in a \( \tau \)-compact set.

Compact operators are continuous, a fact easily derived from the boundedness of compact sets. Equivalently \( T \in \mathcal{L}(H) \) is compact if and only if the \( \tau \)-closure of \( T[V] \) is compact for some \( V \in \mathcal{N}, (0) \) since \((H, \tau)\) is regular. Moreover, using Robinson’s characterization of compact sets, we arrive at still another equivalent form of Definition 2.11, i.e., \( T \in \mathcal{L}(H) \) is compact if and only if \( \mathcal{O}T'[\mathcal{O}V] \subset \mathcal{O}, (*H) \) for some \( V \in \mathcal{N}, (0) \) (see [11], Theorem 4.1.13). The next proposition shows that this idea is transferable to \( T' \).

**Proposition 2.12.** If \( T \in \mathcal{L}(H) \) is compact then there exists a \( W \in \mathcal{N}, (0) \) such that \( T'[*W] \subset \mathcal{O}, (*H) \).

**Proof.** If \( T[V] \) is compact for some \( V \in \mathcal{N}, (0) \) then

\[ \mathcal{O}T'[*V] \subset \mathcal{O}(T[V]) \subset \mathcal{O}, (*H) \]

(see [11], Theorem 4.1.13 or [6], Proposition I.1). By Condition 2 of Definition 2.1, there exists \( W \in \mathcal{N}, (0) \) such that \( P[*W] \subset \mathcal{O}V \) which implies \( \mathcal{O}TP[*W] \subset \mathcal{O}, (*H) \). Therefore,

\[ T'[*W] = P[*TP[*W]] \subset \mathcal{O}, (*H) \]

by Proposition 2.4.

3. **Invariant subspaces.** As stated earlier, we want to use Property 1 (Definition 2.1) to produce a nontrivial, closed invariant linear subspace for compact operator \( T \) on \( H \). In the previous section, we established some interesting relationships between operators and Property 1; however, to give some motivation for defining Property 1, let’s examine the following outline of a nonstandard proof of the
existence of a nontrivial, closed invariant linear subspace for a compact operator \( T \) when we assume the underlying space \((H, \tau)\) is a Hilbert space (see [4]).

First a chain of closed invariant linear subspaces of \( T \) is generated mainly by the use of an internal orthogonal projection \( P \) of \(*H\) onto \( H_\omega \) where \( H_\omega \) is an internal, \( \omega \)-dimensional subspace of \(*H\), \( \omega \in {\mathbb N} - {\mathbb N} \), with the property that any standard point \( x \in H \) is infinitesimally close to some point of \( H_\omega \). Next, it is shown that some member of the chain is nontrivial by using the compactness of \( T \) and the properties of \(*\)-finite sequences of internal orthogonal projections on \(*H\).

Although there is a heavy dependence on the existences of orthogonal projections on \( H \), this dependence is not uniform in the two main components of the above procedure. In the first part, i.e., generating the chain of closed invariant linear subspaces for \( T \), the three essential properties of projections that were needed are: (1) projections are linear, (2) the norm of the projection of a point \( x \) in \( H \) is dominated by the norm of \( x \), and (3) the projection of a point \( x \in H \) is the nearest point, in the subspace, to \( x \). To establish, in analogous manner, a chain of closed invariant linear subspaces for a compact operator \( T \) when the underlying space \((H, \tau)\) is a topological vector space, we need at least one internal linear transformation \( P \) on \(*H\) that captures the effects of the three properties stated above. Definition 2.1 gives the conditions for such a transformation and, as we have seen earlier, this definition does give us a means of generating invariant linear subspaces for \( T \) (see Proposition 2.10).

In the second part, i.e., showing that some member of the chain is nontrivial, only the compactness of \( T \) and the nearest point property of projections are used. In other words, it is not necessary to have an internal linear map of \(*H\) into \( F \) that captures the effects of a nearest point for every internal linear subspace \( F \) of \(*H\); rather, we need only an internal function that maps \(*H\) into \( F \) and maintains the essence of a nearest point for each \(*\)-finite dimensional subspace \( F \) of \(*H\). Indeed, it is possible to show that such functions exist for a significant class of spaces.

In the following theorem, \( \mathcal{F}[H] \) denotes the collection of all functions mapping \( H \) into \( H \).

**Theorem 3.1.** If \((H, \tau)\) is a metrizable topological vector space then there exists a function \( \nabla : \mathcal{F}(H) \rightarrow \mathcal{F}[H] \) that satisfies the following conditions.

1. If \( F \in \mathcal{F}(H) \) then \( \nabla(F) : H \rightarrow F \).
2. For each \( V \in \mathcal{N}_r(0) \) and any non zero \( x \in H \) there exists a positive \( \lambda \in \mathbb{R} \) such that \( \nabla(F)(\lambda x) \in V \) for all \( F \in \mathcal{F}(H) \).
(3) If \( x \in H \) such that \( x \in \mathcal{F}(F) \) for \( F \in \mathcal{F}(H) \) then \( \mathcal{V}(F)(x) - x \in \mu_{\mathcal{F}}(0) \).

(See [6], Theorem II.1.)

Now the stage is set for the proof of the main result for metrizable topological vector spaces. The plan of attack is straightforward. First a suitable chain of invariant internal linear subspaces for \( T' = P*TP \) is found. Using Propositions 1.7 and 2.10 we can easily obtain a chain of closed invariant subspaces for the compact operator \( T \). Next we must insure that at least one member of the chain is non-trivial which therefore precipitates the result.

**Theorem 3.2.** Let \((H, \tau)\) be a complex metrizable topological vector space that satisfies Property 1. If \( T \in \mathcal{L}(H) \) is a compact operator then \( T \) has at least one nontrivial \( \tau \)-closed invariant linear subspace of \( H \).

**Proof.** We will assume that \( H \) is infinite dimensional and the compact operator \( T \) is not null on all of \( H \). Also, \( P \in \mathcal{L}(H) \), \( H_\eta \in \mathcal{F}(H) \) are determined by Property 1 and \( \nabla: \mathcal{F}(H) \to \mathcal{F}[H] \) is assumed to satisfy the conditions of Theorem 3.1.

Define \( T' = P*TP \) and let \( W \in \mathcal{N}_\tau(0) \) such that

\[
T'[*W] \subset \mathcal{N}_\tau(*H)
\]

(see Proposition 2.12). If \( T(y) \neq 0 \) for \( y \in H \) then there exists a positive \( \lambda \in \mathbb{R} \) such that

\[
\mathcal{V}(F)(\lambda y) \in *W
\]

for each \( F \in \mathcal{F}(H) \) by Condition 2 of Theorem 3.1. Consequently, if we set \( x_0 = \lambda y \) then

\[
(3.3) \quad T'(x_0) \notin \mu_{\mathcal{F}}(0)
\]

by Proposition 2.9 and

\[
(3.4) \quad T'(*\mathcal{V}(F)(x_0)) \in \mathcal{N}_\tau(*H)
\]

for any \( F \in \mathcal{F}(H) \).

Let \( T_\eta \) denote the restriction of \( T' \) to \( H_\eta \). As in [2] and [4], we observe that in a finite-dimensional complex vector space \( E \) of dimension \( m \), say, any linear operator possesses a finite chain of invariant subspaces.
\[
\{0\} = F_0 \subset F_1 \subset \cdots \subset F_m = E
\]

where \(d(F_j) = j\) for \(j = 0, \cdots, m\) (recall from §1 that \(d\) is the dimension function defined on \(\mathcal{F}(H)\)). Therefore there exists a *-finite chain of *-finite dimensional subspaces

(3.5) \[
\{0\} = F_0 \subset F_1 \subset \cdots \subset F_\omega = H_\eta
\]

such that

(3.6) \[
T_\eta[F_i] \subset F_i \quad \text{for} \quad \iota \in \{0, \cdots, \omega\}
\]

(3.7) \[
*d(F_\iota) = *d(F_{\iota - 1}) + 1 \quad \text{for} \quad \iota \in \{1, \cdots, \omega\}
\]

where \(\omega = *d(H_\eta)\).

Let \(Q_\iota = *\nabla(F_i)\) for \(\iota \in \{0, \cdots, \omega\}\) and consider the expression

(3.8) \[
r_\iota = *\rho(T'(x_0) - T'Q_\iota(x_0), 0), \quad \iota = 0, 1, \cdots, \omega
\]

where \(\rho\) is a translation-invariant metric on \(H\) that generates \(\tau\). Note that \(r_0 = *\rho(T'(x_0), 0)\) is not an infinitesimal by (3.3) since \(F_0 = \{0\}\). Therefore, \(\delta < r_0\) for some positive \(\delta \in \mathbb{R}\). Since \(x_0 \in H = °H_\eta = °F_\omega\) implies \(x_0 - Q_\omega(x_0) \in \mu_\tau(0)\) (see (2.2), (3.5) and Condition 3 of Theorem 3.1) and \(T'[\mu_\tau(0)] \subset \mu_\tau(0)\) implies

\[
T'(x_0) - T'Q_\omega(x_0) = T'(x_0 - Q_\omega(x_0)) \in \mu_\tau(0),
\]

it follows that \(r_\omega\) is an infinitesimal. Consequently, \(r_\omega < \frac{1}{2}\delta < r_0\) which implies

(3.9) \[
r_\nu < \frac{1}{2}\delta \leq r_{\nu - 1}
\]

for some \(\nu \in \{1, \cdots, \omega\}\) since \(\{r_0, \cdots, r_\omega\}\) is *-finite.

Consider °\(F_{\nu - 1}\) and °\(F_\nu\) the \(\tau\)-standard parts of \(F_{\nu - 1}\) and \(F_\nu\) (see (1.3)). Propositions 1.7, 2.10 and expressions (3.5), (3.6) imply °\(F_{\nu - 1}\) and °\(F_\nu\) are \(\tau\)-closed invariant linear subspaces of \(T\) since \(T_\eta = T'\) on \(H_\eta\). Now °\(F_{\nu - 1}\) cannot coincide with \(H\), in particular it cannot include \(x_0\). For if it did, then \(r_{\nu - 1}\) would be an infinitesimal (see (3.8) and Condition 3 of Theorem 3.1) contrary to (3.9).

On the other hand, °\(F_\nu\) cannot reduce to \(\{0\}\). Indeed, if °\(F_\nu = \{0\}\) then °\([T'Q_\nu(x_0)] = 0\) by (3.4) and (3.6) which would imply \(T'Q_\nu(x_0) \in \mu_\tau(0)\). We would then have
\[ r_0 - r_v = *\rho(T'(x_0), 0) - *\rho(T'(x_0) - T'Q_v(x_0), 0) \]
\[ \leq *\rho(T'(x_0) - [T'(x_0) - T'Q_v(x_0)], 0) \]
\[ = *\rho(T'Q_v(x_0), 0) < \frac{1}{2} \delta. \]

Therefore, \( \delta < r_0 \) and \( r_0 - r_v < \frac{1}{2} \delta \) would imply \( \frac{1}{2} \delta < r_v \) contrary to (3.9).

Finally from expressions (3.5), (3.7) and Proposition 1.8, we infer that either \( ^\circ F_{v-1} \) or \( ^\circ F_v \) is nontrivial.

4. Property 2. So far, we still have not shown that compact operators on arbitrary complex topological vector spaces satisfying Property 1 have nontrivial, closed invariant linear subspaces. We will fulfill this obligation in this section. We will do it by the usual mathematical ploy of defining other conditions, collectively called Property 2, that are more convenient. We then establish the result using these conditions and finally we show that spaces satisfying Property 1 also satisfy the new conditions, Property 2.

In this section, \((H, \tau)\) is an arbitrary complex topological vector space.

Define \( M[\tau] \) as follows: \( \rho \in M[\tau] \) if and only if \( \rho \) is a translation-invariant pseudo-metric on \( H \) such that for \( g_\rho : H \rightarrow \mathbb{R} \) defined by \( g_\rho(x) = \rho(x, 0), \ x \in H, \) we have \( g_\rho(\lambda x) \leq g_\rho(x) \) for \( |\lambda| \leq 1 \) and \( g_\rho \) is continuous at \( 0 \in H. \) Clearly, \( g_\rho \) is subadditive and therefore continuous on all of \( H. \) Furthermore, it can be shown that

\[ \{ S(\rho ; \delta) \mid \rho \in M[\tau], \ 0 < \delta \in \mathbb{R} \} \]

forms a filter basis for \( N_\tau(0) \) where

\[ S(\rho ; \delta) = \{ x \in H \mid \rho(x, 0) \leq \delta \} \]

(see [9], Theorem 6.7).

For \( \rho \in M[\tau] \) let \( \tau_\rho \) denote the topology on \( H \) generated by \( \rho. \) Obviously, \( \rho \in M[\tau] \) implies \( \tau_\rho \subset \tau \) and \((H, \tau_\rho)\) is a complex topological vector space.

**Definition 4.1.** A topological vector space \((H, \tau)\) is said to satisfy Property 2 if and only if there exists \( \mathcal{A} \subset M[\tau] \) such that the following conditions are fulfilled.

1. The collection \( \{ S(\rho ; \delta) \mid \rho \in \mathcal{A}, \ 0 < \delta \in \mathbb{R} \} \) is a filter basis for \( N_\tau(0). \)
2. If \( \rho \in \mathcal{A} \) then \((H, \tau_\rho)\) satisfies Property 1.
**Theorem 4.2.** Let \((H, \tau)\) be a complex topological vector space that satisfies Property 2. If \(\tau\) is not the chaotic topology and if \(T \in \mathcal{L}(H)\) is a compact operator then \(T\) has at least one nontrivial, \(\tau\)-closed invariant linear subspace of \(H\).

**Proof.** Let \(T \in \mathcal{L}(H)\) such that \(T[V]\) is \(\tau\)-compact for some \(V \in \mathcal{N}_\tau(0)\). It can be assumed that \(V \neq H\) since \(\tau \neq \{H, \phi\}\). Let \(A \subset \mathcal{M}[\tau]\) fulfill the conditions of Definition 4.1. Thus, \(S(\rho; \delta_0) \subset V\) for some \(\rho \in A\) and some positive \(\delta_0 \in \mathbb{R}\). Consequently, \((H, \tau_\rho)\) is a complex topological vector space such that \(\tau_\rho \subset \tau, V \in \mathcal{N}_{\tau_\rho}(0)\) and \((H, \tau_\rho)\) satisfies Property 1.

Let \(M = \{x \in H \mid \rho(x, 0) = 0\}\). If \(x \in M\) and \(\lambda \in \mathbb{C}\) then

\[
\rho(\lambda x, 0) = \rho([\lambda n^{-1}]nx, 0) \leq \rho(nx, 0) = 0
\]

for \(n \in \mathbb{N}\) and \(|\lambda| < n\). Consequently, \(M\) is a proper \(\tau_\rho\)-closed linear subspace of \(H\).

If \(\delta \in \mathbb{R}\) is positive then by the \(\tau_\rho\)-continuity of \(T\), there exists a positive \(\delta_i \in \mathbb{R}\) such that

\[
T[M] \subset T[S(\rho; \delta_\Gamma)] \subset S(\rho; \delta);
\]

therefore, \(T[M] \subset M\). So if \(M \neq \{0\}\) then \(M\) is a nontrivial, \(\tau\)-closed invariant linear subspace of \(T\) since \(\tau_\rho\) is weaker than \(\tau\).

If \(M = \{0\}\) then \((H, \tau_\rho)\) is a complex metrizable topological vector space that satisfies Property 1. By Theorem 3.2 there exists a nontrivial \(\tau_\rho\)-closed, and thus \(\tau\)-closed, linear subspace \(F \subset H\) such that \(T[F] \subset F\).

Next, we show that Property 1 implies Property 2. The basic idea is to start with an arbitrary balanced neighborhood of zero and use Condition 2 of Definition 2.1 to obtain a sequence of balanced neighborhoods of zero that generates a pseudo-metric linear topology satisfying Property 1.

**Theorem 4.3.** If a topological vector space \((H, \tau)\) satisfies Property 1 then \((H, \tau)\) satisfies Property 2.

**Proof.** Let \(P \in \ast \mathcal{L}(H), H_\eta \in \ast \mathcal{F}(H)\) be determined by Property 1 and let \(V \in \mathcal{N}_\tau(0)\) be balanced. By Condition 2 of Definition 2.1 there exists \(W \in \mathcal{N}_\tau(0)\) such that \(P[*W] \subset \ast V\). Also, there exists a balanced \(V_2 \in \mathcal{N}_\tau(0)\) such that

\[
V_2 + V_2 + V_2 \subset V \cap W
\]
which implies $P[*V_2] \subset *V$. Therefore define

$$\{V_n\}_{n=1}^\infty \subset \mathcal{N}_r(0)$$

inductively as follows: $V_1 = V$, for $n \in \mathbb{N}$, let $V_{n+1} \in \mathcal{N}_r(0)$ be a balanced neighborhood such that

$$V_{n+1} + V_{n+1} + V_{n+1} \subset V_n$$

and

$$P[*V_{n+1}] \subset *V_n.$$  

Consequently, there exists an unique topology $\tau_v$ on $H$ such that $(H, \tau_v)$ is a topological vector space and $\{V_n\}_{n=1}^\infty$ is a filter basis for $\mathcal{N}_{\tau_v}(0)$ (see [8], Theorem 2.3.1).

Conditions 1 and 2 of Definition 2.1 are satisfied by the definitions of $P$, $H_n$ and $\{V_n\}_{n=1}^\infty$. Also $\tau_v$ is weaker than $\tau$ by (4.4) which implies $\mu_r(0) \subset \mu_{\tau_v}(0)$ ([6], Chapter I, §2). Thus, $P(x) - x \in \mu_r(0)$ implies $P(x) - x \in \mu_{\tau_v}(0)$ for $x \in H$. Therefore, $(H, \tau_v)$ satisfies Property 1.

Using (4.4) and (4.5) it can be shown that some $\rho \in \mathcal{M}[\tau]$ generates $\tau_v$ (see [9], Theorem 6.7 or [8], Theorem 2.6.1). Therefore, if we define

$$\mathcal{A} = \{\rho \in \mathcal{M}[\tau] | \rho \text{ generates } \tau_v \text{ for balanced } V \in \mathcal{N}_r(0)\}$$

then $\mathcal{A}$ fulfills the conditions of Definition 4.1; that is, $(H, \tau)$ satisfies Property 2.

**Theorem 4.7.** Let $(H, \tau)$ be a complex topological vector space that satisfies Property 1. If $\tau$ is not the chaotic topology and if $T \in \mathcal{L}(H)$ is a compact operator then $T$ has at least one nontrivial $\tau$-closed invariant linear subspace of $H$.

**Proof.** Theorems 4.3 and 4.2.

**5. Metrizable topological vector spaces with Schauder basis.** In this section we examine the conditions needed for a metrizable topological vector space with a Schauder basis to satisfy Property 1. In particular we will show that a Fréchet space (i.e., a complete, metrizable topological vector space) with a Schauder basis satisfies Property 1.

In this section, $(H, \tau)$ is assumed to be a metrizable complex topological vector space.
If \( \{x_i\} \) is a sequence in \( H \) then \( F_r[x_i ; H] \) will denote the filter, on \( H \), generated by \( \{\{x_i\}^*_{j-n} \mid n \in \mathbb{N}_0\} \).

**Definition 5.1.** Let \((H, \tau)\) be a metrizable complex topological vector spaces. A sequence \( \{e_i\} \subset H \) of distinct nonzero elements is a Schauder basis for \((H, \tau)\) if and only if for each \( x \in H \) there exists an unique sequence \( \{\xi_i\} \subset \mathbb{C} \) such that \( F_r[\sum_{i=1}^n \xi_i e_i ; H] \) converges to \( x \) with respect to \( \tau \).

Assume that a sequence \( \{e_i\} \subset H \) is a Schauder basis for \((H, \tau)\). Let

\[
E = \text{sp}(\{e_i\}) \quad \text{and} \quad E_j = \text{sp}(e_1, \ldots, e_j)
\]

for \( j \in \mathbb{N}_0 \), i.e., \( E \) and \( E_j \) are the smallest linear subspaces of \( H \) that contain \( \{e_i\} \) and \( \{e_1, \ldots, e_j\} \) respectively. Clearly, \( E = \bigcup_{j=1}^\infty E_j \) and \( \{E_j \mid j \in \mathbb{N}_0\} \subset F_r(H) \). Furthermore it is easily seen that \( H = \overline{E} = \bigcup_{j=1}^\infty E_j \) from which we conclude \((H, \tau)\) is separable. We will call \( \{E_j \mid j \in \mathbb{N}_0\} \) the sequence of coordinate spaces generated by \( \{e_i\} \).

If, for each \( i \in \mathbb{N}_0 \), we define \( \pi_i : H \rightarrow \mathbb{C} \) by \( \pi_i(x) = \xi_i \) for \( x \in H \) and \( \{\xi_i\} \), the unique complex sequence determined for \( x \) by \( \{e_i\} \), then it can be shown that \( \pi_i \) is a linear functional on \( H \) that maps \( e_i \) to 1 and \( e_j \) to 0 for \( j \in \mathbb{N}_+ \) and \( j \neq i \).

For each \( j \in \mathbb{N}_+ \) define \( P_j : H \rightarrow E_j \) by

\[
P_j(x) = \sum_{i=1}^j \pi_i(x)e_i
\]

for \( x \in H \). Consequently, \( P_j \in \mathcal{L}(H) \), i.e., \( P_j \) is a linear transformation and \( P_j(y) = y \) for \( y \in E_j \). We will call \( \{P_j \mid j \in \mathbb{N}_+\} \) the sequence of projections generated by \( \{e_i\} \).

**Proposition 5.4.** Let \( \{e_i\} \) be a Schauder basis for \((H, \tau)\) and let \( \{P_j \mid j \in \mathbb{N}_+\} \) be the sequence of projections generated by \( \{e_i\} \). If there exists a filter basis \( \mathcal{B} \subset \mathcal{N}_r(0) \) such that \( P_j[V] \subset V \) for \( V \in \mathcal{B} \) and \( P_j \in \{P_j \mid j \in \mathbb{N}_+\} \) then \((H, \tau)\) satisfies Property 1.

(See [6], Proposition III.1.)

Let \( \rho \) be a translation-invariant metric on \( H \) that generates \( \tau \). We will call \( \{e_i\} \) a monotone Schauder basis (with respect to \( \rho \)) if and only if the sequence \( \{\rho(P_j(x), 0) \mid j \in \mathbb{N}_+\} \) is monotonely increasing for each \( x \in H \), that is, if \( i, j \in \mathbb{N}_+ \) and \( i \leq j \) then \( \rho(P_i(x), 0) \leq \rho(P_j(x), 0) \) for each \( x \in H \).
**Proposition 5.5.** If \((H, \tau)\) has a monotone Schauder basis then \((H, \tau)\) satisfies Property 1.

**Proof.** Let \(\rho\) be a translation-invariant metric on \(H\) that generates \(\tau\) and let \(\{e_j\}\) be a monotone Schauder basis for \((H, \tau)\) with respect to \(\rho\). If \(x \in H\) then \(\rho(P_j(x), 0) \leq \rho(x, 0)\) for each \(j \in \mathbb{N}_+\) by the continuity of \(\rho\). Therefore, if \(\delta \in \mathbb{R}\) is positive then \(x \in S(\rho; \delta)\) implies \(\rho(P_j(x), 0) \leq \rho(x, 0) \leq \delta\) for \(j \in \mathbb{N}_+\). Consequently \(P_j[S(\rho; \delta)] \subset S(\rho; \delta)\) for each \(P_j \in \{P_j | j \in \mathbb{N}_+\}\). We conclude that \((H, \tau)\) satisfies Property 1 from Proposition 5.4.

In the following theorem, a Fréchet space is a complete metrizable topological vector space.

**Theorem 5.6.** Let \((H, \tau)\) be a Fréchet space. If \((H, \tau)\) has a Schauder basis then \((H, \tau)\) satisfies Property 1.

**Proof.** Let \(\{e_j\}\) be a Schauder basis for \((H, \tau)\) and let \(\{P_j | j \in \mathbb{N}_+\}\) be the sequence of projections generated by \(\{e_j\}\). Also, let \(\rho\) be a translation-invariant metric on \(H\) that generates \(\tau\). Define \(H \to \mathbb{R}\) as follows:

\[
\rho_0(x, y) = \sup \{\rho(P_j(x - y), 0) | j \in \mathbb{N}_+\}
\]

for \(x, y \in H\). Since \((H, \tau)\) is complete, it can be shown that \(\rho_0\) is a translation-invariant metric on \(H\) that generates \(\tau\) (see [13], Theorem 11.4.1). Furthermore, \(\{e_j\}\) is a monotone Schauder basis with respect to \(\rho_0\). Therefore, \((H, \tau)\) satisfies Property 1 by Proposition 5.5.

**Corollary 5.7.** If \((H, \tau)\) is a complex Fréchet space with a Schauder basis and if \(T \in \mathcal{L}(H)\) is a compact operator then \(T\) has at least one nontrivial closed invariant linear subspace of \(H\).

**Proof.** Theorems 5.6 and 3.2.

**Example 5.8.** Let \(\mathcal{S}q(\mathbb{C})\) be the collection of all complex sequences and let \((\xi_j)\) symbolize an element of \(\mathcal{S}q(\mathbb{C})\), i.e., \(\xi_j \in \mathbb{C}\) for \(j \in \mathbb{N}_+\). The set \(\mathcal{S}q(\mathbb{C})\) is a complex vector space under the usual pointwise definition of addition and scalar multiplication.

Let \(\{p_j\}\) be a sequence of real numbers satisfying the inequalities \(0 < p_j \leq 1\) for each \(j \in \mathbb{N}_+\) and define

\[
\ell(p_j) = \{(\xi_j) \in \mathcal{S}q(\mathbb{C}) | \sum_{j=1}^{\infty} |\xi_j|^{p_j} < \infty\}.
\]
Since the identities $|\lambda + \beta|^p \leq |\lambda|^p + |\beta|^p$ and $|\lambda \beta|^p \leq \max(1, |\lambda|) |\beta|^p$ are valid for all $\lambda, \beta \in \mathbb{C}$ and $0 < p \leq 1$, it follows that $\ell(p)$ is a vector subspace of $\mathcal{S}q(C)$. Also, we can define a translation-invariant metric $\rho(p_i)$ on $\ell(p_i)$ as follows:

$$\rho(p_i)(x, y) = \sum_{j=1}^{\infty} |\xi_j - \xi_j|^p_i$$

for $x = (\xi_i), y = (\xi_i) \in \ell(p_i)$. We will let $\tau(p_i)$ denote the topology on $\ell(p_i)$ generated by $\rho(p_i)$.

S. Simons made an extensive study of $(\ell(p_i), \tau(p_i))$ in [12]. Among the facts he established are the following.

(5.9) $(\ell(p_i), \tau(p_i))$ is a Fréchet space.

(5.10) $(\ell(p_i), \tau(p_i))$ is locally convex if and only if $p(p_i) = \ell^1$.

(5.11) $(\ell(p_i), \tau(p_i))$ is locally bounded if and only if $\liminf p_i > 0$.

(See [12], Lemma 1, Theorems 5 and 6.)

If, for $j \in \mathbb{N}_+$, we define $e_j = (\xi_k)$ such that $\xi_j = 1$ and $\xi_k = 0$ for $k \in \mathbb{N}_+$ and $k \neq j$ then $\{e_j\}$ is a Schauder basis for $(\ell(p_i), \tau(p_i))$ by definition of $\rho(p_i)$. Therefore, $(\ell(p_i), \tau(p_i))$ satisfies Property 1 by (5.9) and Theorem 5.6. Furthermore, if $p_j \rightarrow 0$ as $j \rightarrow \infty$ then $\ell(p_i) \neq \ell^1$ since $x_0 = (j^{-q}) \not\in \ell(p_i)$, where $q_i = p_j^{-1}$, and $x_0 \in \ell^1$. Consequently, from (5.10) and (5.11) we can infer that if $\{p_i\}$ converges to 0 then $(\ell(p_i), \tau(p_i))$ is neither locally convex nor locally bounded. In particular, the space $(\ell(j^{-1}), \tau(j^{-1}))$ is not locally convex and not locally bounded.

**Example 5.12.** Let $A = [a_{ij}]$ and $B = [b_{ij}]$ be two infinite matrices of real numbers such that $0 < a_{ij}$ and $0 < b_{ij} \leq 1$ for $i, j \in \mathbb{N}_+$. Define $\ell(A, B)$ in the following manner. If $x = (\xi_i)$ is a sequence of complex numbers then $x \in \ell(A, B)$ if and only if

$$\sum_{j=1}^{\infty} a_{ij} |\xi_j|^{b_{ij}} < \infty$$

for each $i \in \mathbb{N}_+$. Using the same arguments of Example 5.8, it can be shown that $\ell(A, B)$ is a complex vector space.

If we define
for each positive integer $n$, then there exists a unique topology $\tau(A, B)$ on $\ell(A, B)$ such that $(\ell(A, B), \tau(A, B))$ is a topological vector space and
\[ \{W_n\}_{n=1}^{\infty} \] is a filter basis for the $\tau(A, B)$-neighborhoods of zero. Indeed, it can be shown that $(\ell(A, B), \tau(A, B))$ is a Fréchet space having $\{e_i\}$ (see Example 5.8) as a Schauder basis ([6], Propositions IV.2 and IV.3). Consequently, $(\ell(A, B), \tau(A, B))$ satisfies Property 1 by Theorem 5.6.

Note that the spaces $(\ell(p_i), \tau(p_i))$ of Example 5.8 form a subcollection of the spaces $(\ell(A, B), \tau(A, B))$, i.e., let $a_{ij} = 1$ for all $i, j \in \mathbb{N}$, and let $b_{ij} = p_i$ for each $i \in \mathbb{N}$. However, it is possible to define a subclass of the spaces $(\ell(A, B), \tau(A, B))$ that is neither locally convex nor locally bounded and different from the collection $(\ell(p_i), \tau(p_i))$.

We will say that $[A : B : \{q_i\}]$ satisfies p.3, where $A = [a_{ij}]$ and $B = [b_{ij}]$ are infinite matrices of real numbers and $\{q_i\}$ is a sequence of real numbers, if and only if

\begin{align}
(5.13) & \quad a_{ij} = 1 \quad \text{and} \quad 0 < q_{i+1} < q_i < 1 \quad \text{for all} \quad i, j \in \mathbb{N}, \\
(5.14) & \quad q_{2i} < b_{i+1} < q_{2i-1} < q_{2i} \quad \text{for all} \quad i, j \in \mathbb{N}.
\end{align}

Now if $[A : B : \{q_i\}]$ satisfies p.3, then $(\ell(A, B), \tau(A, B))$ is not locally convex, not locally bounded and is distinct from $(\ell(p_i), \tau(p_i))$ for any sequence $\{p_i\} \subset (0, 1]$ ([6], Propositions IV.4, IV.5 and IV.6).

In particular, if we let $(\ell[i^{-1}], \tau[i^{-1}])$ symbolize the $(\ell(A, B), \tau(A, B))$ space where $a_{ij} = 1$ and $b_{ij} = i^{-1}$ for $i, j \in \mathbb{N}$, then $\ell(i^{-1})$, of Example 5.8, is a proper subset of $\ell[i^{-1}]$ and $\tau[i^{-1}]$ induces a weaker topology on $\ell(i^{-1})$ than $\tau(i^{-1})$.

References


Received November 16, 1973 and in revised form June 12, 1974. These results were obtained in the author's 1973 doctoral dissertation written at the University of Maryland under the direction of Allen R. Bernstein.
Ralph Alexander, *Generalized sums of distances* ................................. 297
Zvi Arad and George Isaac Glauberman, *A characteristic subgroup of a group of odd order* ................................................................. 305
B. Aupetit, *Continuité du spectre dans les algèbres de Banach avec involution* ................................................................. 321
Roger W. Barnard and John Lawson Lewis, *Coefficient bounds for some classes of starlike functions* .................................................. 325
Roger W. Barnard and John Lawson Lewis, *Subordination theorems for some classes of starlike functions* .................................................. 333
Ladislav Bican, *Preradicals and injectivity* .............................................. 367
James Donnell Buckholtz and Ken Shaw, *Series expansions of analytic functions. II* ................................................................. 373
Richard D. Carmichael and E. O. Milton, *Distributional boundary values in the dual spaces of spaces of type $F$* ........................................ 385
Edwin Duda, *Weak-unicoherence* ............................................................. 423
Albert Edrei, *The Padé table of functions having a finite number of essential singularities* ................................................................. 429
Joel N. Franklin and Solomon Wolf Golomb, *A function-theoretic approach to the study of nonlinear recurring sequences* ...................... 455
George Isaac Glauberman, *On Burnside’s other $p^aq^b$ theorem* .............. 469
Arthur D. Grainger, *Invariant subspaces of compact operators on topological vector spaces* ................................................................. 477
Jon Craig Helton, *Mutual existence of sum and product integrals* .............. 495
Franklin Takashi Iha, *On boundary functionals and operators with finite-dimensional null spaces* ................................................................. 517
Gerald J. Janusz, *Generators for the Schur group of local and global number fields* ................................................................. 525
A. Katsaras and Dar-Biau Liu, *Integral representations of weakly compact operators* ................................................................. 547
W. J. Kim, *On the first and the second conjugate points* ............................ 557
Charles Philip Lanski, *Regularity and quotients in rings with involution* .... 565
Ewing L. Lusk, *An obstruction to extending isotopies of piecewise linear manifolds* ................................................................. 575
Saburou Saitoh, *On some completenesses of the Bergman kernel and the Rudin kernel* ................................................................. 581
Stephen Jeffrey Willson, *The converse to the Smith theorem for $Z_p$-homology spheres* ................................................................. 597